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Hydrodynamic Impacts of Short Laser Pulses on Plasmas
Reprinted from: Mathematics 2022, 10, 2622, doi:10.3390/math10152622 . . . . . . . . . . . . . . . 126

Shaoqing Chi and Yunsong Gu

Experimental Investigation on Jet Vector Deflection Jumping Phenomenon of Coanda Effect
Nozzle
Reprinted from: Appl. Sci. 2022, 12, 7567, doi:10.3390/app12157567 . . . . . . . . . . . . . . . . . 152

Vasily B. Novozhilov, Boris V. Lidskii and Vladimir S. Posvyanskii

Different Modes of Combustion Wave on a Lattice Burner
Reprinted from: Mathematics 2022, 10, 2731, doi:10.3390/math10152731 . . . . . . . . . . . . . . . 172

Adam Kozakiewicz, Stanisław Kachel, Michał Frant and Maciej Majcher

Intake System Performance Stability as a Function of Flow Throttling
Reprinted from: Energies 2022, 15, 6291, doi:10.3390/en15176291 . . . . . . . . . . . . . . . . . . . 192

Thiago Gomes, Jhon Goulart and Carla Anflor

Hydrodynamic Characteristics of Two Side-by-Side Cylinders at a Pitch Ratio of 2 at Low
Subcritical Reynolds Numbers
Reprinted from: Fluids 2022, 7, 287, doi:10.3390/fluids7090287 . . . . . . . . . . . . . . . . . . . . 208

v



Ahlam Aljabali, Abdul Rahman Mohd Kasim, Nur Syamilah Arifin, Noor Amalina Nisa

Ariffin, Dennis Ling Chuan Ching, Iskandar Waini, et al.

Two-Phase Flow of Eyring–Powell Fluid with Temperature Dependent Viscosity over a Vertical
Stretching Sheet
Reprinted from: Mathematics 2022, 10, 3111, doi:10.3390/math10173111 . . . . . . . . . . . . . . . 222

Ahmed S. Aljohani, Khaled I. Ahmed, Saeed Asiri and Mohamed H. Ahmed

Numerical Study on the Effect of Deposit Layer on the Minimum Wall Thickness of Boiler Water
Tube under Different Operating Conditions
Reprinted from: Appl. Sci. 2022, 12, 8838, doi:10.3390/app12178838 . . . . . . . . . . . . . . . . . 238

Joelle M. Segovia, Ching-Hsuan Huang, Maxwell Mamishev, Nanhsun Yuan, Jiayang He and

Igor Novosselov

Performance of Textile Mask Materials in Varied Humidity: Filtration Efficiency, Breathability,
and Quality Factor
Reprinted from: Appl. Sci. 2022, 12, 9360, doi:10.3390/app12189360 . . . . . . . . . . . . . . . . . 252

Jie-Fang Song, Cai-Ping Lu, Zhao-Wei Zhan, Hai-Feng Cui, Yan-Min Wang and Jian-Hua

Wang

Numerical and Field Investigations of Acoustic Emission Laws of Coal Fracture under
Hydro-Mechanical Coupling Loading
Reprinted from: Materials 2022, 15, 6510, doi:10.3390/ma15196510 . . . . . . . . . . . . . . . . . . 264

Lu Niu and Xiangdong Deng

Instability of Viscoelastic Liquid Sheets in a Transverse Electric Field
Reprinted from: Mathematics 2022, 10, 3488, doi:10.3390/math10193488 . . . . . . . . . . . . . . . 285

Hai Du, Lejie Yang, Shuo Chen, Wenxiao Zhang and Shengchun Han

Effect of Multistage Circulation Control on Blade Aerodynamic Performance
Reprinted from: Energies 2022, 15, 7395, doi:10.3390/en15197395 . . . . . . . . . . . . . . . . . . . 299

Huajian Zhang, Xiao-Wei Guo, Chao Li, Qiao Liu, Hanwen Xu and Jie Liu

Accelerated Parallel Numerical Simulation of Large-Scale Nuclear Reactor Thermal Hydraulic
Models by Renumbering Methods
Reprinted from: Appl. Sci. 2022, 12, 10193, doi:10.3390/app122010193 . . . . . . . . . . . . . . . . 320

Karel Kovářı́k and Juraj Mužı́k
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Mathematical Modeling of Sintering Air Leakage
through Holes

Jin Cai 1, Xiangwei Kong 1,* and Mingzhu Yu 1,2

1 School of Mechanical Engineering and Automation, Northeastern University, Shenyang 110819, China;
15140662469@126.com (J.C.); niunianjixiangruyi@126.com (M.Y.)

2 Anshan Iron & Steel Corp. (AISC), Anshan 114051, China
* Correspondence: xwkong@me.neu.edu.cn or shawnkongneu@163.com; Tel.: +86-138-4027-0169

Abstract: The air leakage in sintering machines affects the technological and economic indexes of
the sintering process. It is of great significance to monitor and estimate the key areas. Mathematical
models of sintering air leakage through holes in the steady-state process are given based on the fluid
mechanics to predict the flow rate and effect on the key area. It was found that the hole model is the
application of constant orifice outflow in the computation of sintering air leakage. The counter-flow
bed model is suitable for predicting the flow rate through a complete break in sintering wind boxes.
Furthermore, This paper proposes a new hole–bed generalized model to cover all the possible hole
diameters for further high-precision application. The model connects the leakage hole diameter
with the sintering process for the first time and establishes their coupling relationship. The pressure
state in the sintering system depends on the ratio of the leakage hole area to the sintering bed area.
The proposed fast estimation models are a step forward in developing more precise and powerful
calculation tools to foresee the effects and consequences of sintering air leakage. It has a good prospect
for reducing and replacing complex manual measurement and bringing some insight into the state of
the art that could be improved in the future.

Keywords: the flow rate; mathematical models; sintering air leakage; steady-state

1. Introduction

Air leakage is a worldwide problem in sintering plants [1]. It directly leads to the
reduction in the sinter output and quality. It is also the waste of a large amount of energy.
Mastering and evaluating the air leakage state of sintering is the first step to solving the
problem. The air leakage rate in sintering machines is generally 30~60%. Leakage between
pallets and wind boxes accounts for the greatest proportion of the total, including head
and tail position gaps, slide-way sealing, abrasion, corrosion, connecting flange, etc. They
usually exist in the form of gaps or holes. Due to the large structure, production environ-
ment and instrument limitations, the development of sintering air leakage detection and
energy-saving technology remains sluggish. At present, the gas analysis method [2], airflow
distribution on bed surface method [3], calorimetry method [4], etc., are the commonly
used methods to detect the air leakage rate. For local air leakage points, the appropriate
instruments can be used to detect the air leakage directly. The thermal anemometer is used
to measure the air leakage of bed cracks and holes, pallets gap, etc., at the No. 3 sintering
plant in Nagoya Works of Nippon Steel [5]. Reference [6] introduced the air leakage detec-
tion system based on the acoustic principle. The microphone was used to test and compare
the sound pressure of the old pallet and the new one. It was found that the sound pressure
of the pallet with large damage is significantly higher, which proves the feasibility of using
the sound pressure to evaluate the air leakage. However, most off-line detection methods
require complicated, time-consuming, low-efficiency or high-cost processes. Moreover,
the result tends to have bad repeatability and accuracy. The impact of air leakage on the
sintering bed remains in the virtue of experience to judge.

Energies 2022, 15, 4224. https://doi.org/10.3390/en15124224 https://www.mdpi.com/journal/energies1
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On the other side, the research of generalized gas leakage detection in pipelines has
gradually become a hot research field. Many research results provide a variety of detection
and quantitative means for the leakage problem. Therefore, those results significantly
benefit the research and quantitative evaluation of sintering air leakage.

The study on the leakage model for gas pipelines enables engineers to estimate the
leakage without instruments, which become the basis for consequence analysis and simula-
tion of leakage diffusion of gas pipeline. Some studies on the gas leakage model have been
carried out in recent years. Mathematical models of gas leakage are given according to the
fluid mechanics.

The “hole model” [7,8] is applicable for the cases where the leakage hole is small
enough, while the “pipe model” [9,10] is for the cases where the pipe section is a complete
break. The hole-pipe model [11,12] is the synthesis of the above two. It is a universal
leakage model considering the coupling effect of leakage hole size and pipeline pressure
drop. Geoff Hankinson [13] presented a program of full-scale experiments. The results
provided essential data for validating mathematical models and are used in developing
risk assessment methodologies for gas pipelines. The calculation results of the pipe model
of Picard [14] proved that the ideal gas assumption makes the gas leakage rate too small.
Therefore, the real gas state equation must be added to the model to calculate the accurate
leakage. Yuhua Dong et al. [15,16] added the real gas state equation to the medium and
low-pressure hole-pipe model. The compressibility coefficient was introduced, so the
hole-pipe model was suitable for high-pressure gas. Mahgerefteh et al. [17–19] combined
the characteristic line, nested grid and fast mathematical algorithm to put forward a two-
phase hydrocarbon pipeline’s fracture and leakage model. Young [20–22] assumed that
the initial pressure in the pipe is constant and the leakage is an adiabatic process and
obtained a simplified calculation model of the small hole leakage rate in a high-pressure
pipeline. Kostowski et al. [23,24] presented a method of accounting for leakage utilizing a
reference flow equation with a flow coefficient, and the dependency of the flow coefficient
on pressure was demonstrated both with the literature data and the authors’ experimental
results. It was eventually shown that the impact of the flow coefficient on the predicted
outflow rate is of lesser importance than that of the applied flow model. The literature [25]
proposed a prediction model of leakage intensity of leaked oil and seepage–diffusion range
in the soil. The characteristics of dynamic seepage–diffusion of leaked oil in porous soil
are investigated, which provides an essential basis and technical support for pipeline
accident treatment.

Recently, computational fluid dynamics also promoted the development of gas leakage
and diffusion models. A. Ebrahimi-Moghadam et al. [26,27] used the numerical method
to investigate leakage estimation of compressible gas in above-ground and buried urban
distribution natural gas pipelines. Mahmood Farzaneh-Gord et al. [28] developed an accu-
rate equation for predicting methane emission into the environment during the natural gas
purging process with the assistance of the CFD simulation. Xinhong Li et al. [29] presented
a computational fluid dynamics (CFD) based approach to describe the behavior of under-
water gas release and dispersion from subsea gas pipelines leak. Juliane Fiates et al. [30]
developed a series of CFD simulations and a computational tool for handling the gas disper-
sion of heavy gases, such as LNG and CO2. Meanwhile, gas leakage detection technology
is developing rapidly. Many research results provide a variety of detection and quantitative
means for the leakage problem, such as the ultrasound method [31,32], acoustic emission
method [33–36], infrared thermography technology [37–40], etc.

Compared with the leakage problems in the gas transmission pipeline, the study and
detection methods for sintering air leakage still have a long way to go. Therefore, devel-
oping a fast estimation model for sintering air leakage is essential to reduce and replace
complex manual measurements. Additionally, it can evaluate the impact of air leakage on
sintering beds quantitatively. It is also a beneficial supplement to the systematization and
standardization of air leakage monitoring technology in sintering machines.

2
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Unlike gas pipelines, air leakage in the sintering machine is negative pressure leakage.
The steady sintering process can be regarded as a high-temperature granular bed, and
there is a huge temperature difference along the running direction of the pallets. Thus, its
fast estimation model has unique characteristics. This paper gives mathematical models
of air leakage in sintering machines by using fluid mechanics. They are the hole model,
counter-flow bed model and hole–bed model. Application and validation examples of the
models are offered. The proposed fast estimation models are a step forward in developing
more precise and powerful calculation tools to foresee the effects and consequences of
sintering air leakage.

2. Description of Simplified Model of Sintering System

2.1. System Description

Figure 1 shows that the pallets carry the sintering material across the ignition furnace
during normal production to start the sintering process. Vacuum suction is formed through
the main exhaust fans to promote the airflow in the sintering bed. The air is sent to the
material layer to accelerate the sintering process. The gas is heated after passing through
the bed with some chemical reaction processes.

Figure 1. Air leakage distribution in the sintering machine.

There are many air leakage areas in the sintering machine. The leakage between pallets
and wind boxes (cf. Region A in Figure 1) accounts for the greatest proportion of the total.
These air leakage points are close to the sintering bed. Therefore, region A is the key air
leakage monitoring and evaluation area in sintering plants. Figure 2 shows some typical
leakage in region A.

Figure 2. Some typical leakage in region A.

3
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The simplified model diagram of the sintering system is shown in Figure 3, and the
equivalent leakage occurs in region A. Several assumptions were made:

(1) All leakage points (cf. Figure 3a) occurring in region A are equivalent to one hole
for convenience;

(2) The sintering process is steady, so the thermal state of each wind box is stable;
(3) The cross-section area of wind boxes is tapered along the vertical direction (cf.

Figure 3a). It is reasonable to treat Region A with the same equivalent diameter;
(4) Because the packed bed has a vast interfacial area, its frictional loss is usually much

greater than that of the rest of the sintering system. Therefore, the local and on-way
resistance inside region A can be ignored;

(5) The absolute pressure variation is usually less than 10% in the sintering bed. The work-
ing temperature along the length of the sintering machine varies greatly. Thus, the
state equation for the incompressible ideal gas is used for the study (cf. Equation (1)).
It can convert the different isothermal beds of each wind box position into the same
temperature state.

Figure 3. Cross-section of region A and simplified model.

Accordingly, the sintering system (Region A) can be simplified as an isothermal
bed in Figure 3b. Various cross-section positions are considered: cross-section 1 on the
surface of the sintering bed; cross-section 2 inside wind boxes and on a level with the hole;
cross-section 3 is the equivalent leakage hole; cross-section a is the ambient environment;
cross-section bed is the sintering bed position.

2.2. Main Equations of the Simplified Model

By considering the flow system of Figure 3b, from cross-section 1 to cross-section 2,
the mechanical energy balance equation with no chemicals, the state equation and the
continuity equation give

Δ
(

u2

2

)
+
∫ dP

ρbed
+ Ftotal = 0 ⇒ P1−P2

ρbed
= Fpacked

Qm = ρ1u1 Abed = ρ2u2 Abed = ρbedubed Abed
ρ1 = Pa M

RT1
, ρ2 = Pa M

RT2
, ρbed = Pa M

RTbed
T1 = Tbed = T2, P1 = Pa = 101, 325 Pa, P2 = Pbed = known

⎫⎪⎪⎪⎬⎪⎪⎪⎭ (1)

Here, subscripts 1, 2, a and bed represent cross-section 1, cross-section 2, the ambient
environment and the sintering bed. P is the absolute pressure, Pa; T is the temperature, K.
ρ is the density, kg/m3; u is the velocity, m/s; Abed is the area of the sintering bed, m2; Qm is
the flow rate of the sintering system (Region A), kg/s. M is the molecular weight of the air,
29 kg/kmol; R is the constant of gas, 8314 J/kmol·K; Pa = 101,325 Pa. Δ(u2/2) is the kinetic
energy term, and this is generally negligible for gases because one rarely reaches very high
velocities in packed beds.

∫
(dP/ρbed) is the workflow term. When the fluid density does not

vary much as it passes through the packed bed, one can use an average fluid density. Thus,
based on the direction of the airflow in Figure 3b,

∫ dP
ρbed

=
∫ 2

1
dP

ρbed
= ΔPbed

ρbed
= P1−P2

ρbed
. ΔPbed is

the negative pressure of the sintering bed, Pa. Ftotal is the total friction. Ftotal = Fpacked, Fpacked,

4
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the frictional loss of packed beds. Additionally, because the system is interconnected,
the pressure in wind boxes is equal everywhere. “known” represents known values in
sintering plants.

The frictional loss for flow through packed beds can be expressed as

Fpacked = k1
μ(1−ε)2 H
d2

p ·ε3ρbed
· ubed

______________________

+ k2
(1−ε)H

dp ·ε3 · u2
bed

______________________
Viscoustic loss term Turbulent loss term

(2)

Here, H is the bed height, m; ε is the bed porosity. dp is the particle size, m; μ is the
air viscosity, kg/m·s. When k1 = 150, k2 = 1.75, Equation (2) is an expression proposed by
Ergun [41]. The particular research results by Hinkley [42,43], which are more suitable for
the sintering bed are cited: k1 = 323 ± 15, k2 = 3.78 ± 0.15. This two-term expression of
Equation (2) fits the frictional loss well; when the characteristic Reynolds number Rep < 20,
the viscous loss term dominates and can be used alone with negligible error. On the other
hand, when Rep > 1000, only the turbulent loss term needs to be used. According to the
actual Rep in the sintering process, only the turbulent loss term of Equation (2) needs to
be used.

The flow rate Qm is derived by Equations (1) and (2)

Qm = ρbed Abed

√
P1 − P2

Hρbed
· ε3dp

3.78(1 − ε)
= ρbed Abed

√
Pa − Pbed

Hρbed
· ε3dp

3.78(1 − ε)
(3)

For Equation (3), there is still a variable Tbed unsolved.
Tbed is the mixed temperature of the whole sintering bed and can be obtained by the

Equation (4) as follows:

ρbed = Pa M
RTbed

, Qm =
n
∑

i=1
qm,i = ρbed Abedubed

n
∑

i=1
qm,i =

n
∑

i=1
ρbed,i Abed,i

√
P1,i−P2,i
Hρbed,i

· ε3dp
3.78(1−ε)

ρbed,i =
Pa M

RTbed,i
, T1,i = Tbed,i = T2,i = known

P1,i = Pa = 101, 325 Pa, Pbed,i = P2,i = Pbed = known

⎫⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎭
(4)

Thus, the analytic formula of Tbed is shown by Equation (5)

Tbed =
Pa M

R
(

24
∑

i=1
qm,i

)2
A2

bed(Pa − Pbed)

H
ε3dp

3.78(1 − ε)
(5)

i is the number of wind boxes (cf. Figure 1: 1, 2, . . . , n); qm,i is the flow rate through the
sintering bed at each wind box location; Pbed,i, Tbed,i, ubed,i and ρbed,i are the absolute pressure,
temperature, velocity and density of the sintering bed at each wind box location; P1,i, T1,i,
u1,i and ρ1,i are the absolute pressure, temperature, velocity and density of cross-section
1 at each wind box location; P2,i, T2,i, u2,i and ρ2,i are the absolute pressure, temperature,
velocity and density of cross-section 2 at each wind box location. n is the total amount of
wind boxes.

Equations (1)–(5) are the simplified equations of sintering airflow through the bed
under a steady-state state, among which Equation (3) is the flow rate of the sintering system.
Based on the general simplified model of the sintering system, in what follows, three air
leakage models are described. The leakage flow rate could be solved by Equation (6).

Q3 = Cd A3
√

2(Pa − P2) · ρa{
P2 = Pbed = known, (d3 ∈ small hole)
P2 = Equation (12), (d3 ≤ De)

(6)

5
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Here subscript 3 represents the hole, as shown in Figure 3b. d3 is the equivalent
diameter of the hole. A3 is the leakage hole area; Q3 is the leakage flow rate of the hole,
kg/s. De is the equivalent diameter of the sintering bed. Cd is the flow coefficient.

2.3. Hole Model

When the hole diameter is relatively small, air leakage would be calculated by the
hole model. The assumptions are as follows: The ambient environment around Region A
is regarded as an infinite tank with atmospheric pressure. Air leakage does not affect the
pressure inside the sintering system. Therefore, the leakage can be considered a constant
orifice outflow in fluid mechanics. As shown in Figure 3b, the Bernoulli equation and the
state equation are used from the ambient environment tank (cross-section a) to the hole
(cross-section 3).

Pa
ρa

+ u2
a

2 = P3
ρ3

+
u2

3
2 + ζ3

u2
3

2 , ρa =
Pa M
RTa

, ρ3 = Pa M
RT3

Ta = T3 = known, Pa = 101, 325 Pa, P3 = P2 = Pbed = known

}
(7)

In the infinite tank ua < < u3, thus,

Q3 = Cdρ3u3 A3 = Cd A3

√
2(pa − p2) · ρa, (d3 ∈ small hole) (8)

Here, ζ3 is the local resistance coefficient of the hole. Cd is the flow coefficient. The
necking phenomenon appears when the air flows from the area with higher pressure to
lower pressure through the hole. There must be differences between the flow rate calculated
by the hole model and the actual flow. Thus, Cd is the ratio of the real flow rate to the
theoretical flow rate. This paper mainly focuses on the estimation models of sintering air
leakage, so the value is set first to be 1.0 to study and discuss.

Therefore, Equation (8) is the analytic formula of the hole model for fast estimation
of the air leakage. The hole model is the application of constant orifice outflow in the
computation of sintering air leakage.

2.4. Counter-Flow Bed Model

A complete break usually does not exist for the sintering system, but the case analysis
helps propose a further model. As shown in Figure 4a, when a complete break of the
sintering system appears at the cross-section 2 location, no effective air passes through the
sintering bed. The normal sintering process is completely interrupted. The state of point 2
is the same as that of point 3. Therefore, P2 = P3 = Pa, A3 = Abed.

Figure 4. The principles of the counter-flow bed and the hole–bed models.

In order to study the effect of leakage on the sintering bed, we can make the flow
rate through the bed in regular operation be the maximum leakage flow limit, Q3 = Qm.
Accordingly, that means the gas needs counter-flow through the sintering bed to unify the
mathematical relationship of both flow and pressure in the complete break, as shown in
Figure 4a.

It is the application of the general simplified model (cf. Section 2.2) according to the
counter-flow direction actually. In particular, note that the direction of the pressure integral
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is from cross-section 2 to cross-section 1 in this model. The flow rate Qm is described by
a mechanical energy balance equation, continuity equation, the state equation and the
frictional loss equation.

Replace the pressure relationships of Equation (4) with Equation (9), and then Tbed is
obtained by Equations (4) and (5),

P3 = P2 = P2,i = Pa = 101, 325 Pa, P1 = P1,i = Pbed,i = Pbed = known (9)

The leakage flow rate Q3 is derived by Equation (3)

Q3 = Qm = ρbed Abed

√
P2 − P1

Hρbed
· ε3dp

3.78(1 − ε)
= ρbed Abed

√
Pa − Pbed

Hρbed
· ε3dp

3.78(1 − ε)
(10)

The final expression is precisely the same as Equation (3), but note that the pressure
relationship at point 2 is the counter-flow system. This model is suitable for a complete
break of the sintering system, which is the counter-flow application of the sintering perme-
ability equation.

2.5. Hole–Bed Model

The “hole model” and “counter-flow bed model” actually reflect two extreme cases of
sintering air leakage. The hole size in the hole model is small enough to keep the pressure
of the sintering system constant and unaffected. In the counter-flow bed model, the area
of the leakage hole is equal to the cross-sectional area of the sintering bed. This model
considers the system pressure change caused by a complete break, but the influence of
variation in leakage hole size on pressure is ignored. According to the high leakage rate
characteristics in sintering, the equivalent hole is always a large one. Neither the hole
model nor the counter-flow bed model would be suitable. Therefore, a new model bridging
this gap would benefit sintering air leakage measurement. This section describes a model
that considers all these aspects, thus covering all the possible hole diameters from small to
complete break.

Figure 4b shows that the air leakage from the hole flows through the counter-flow bed
system. The leakage flow rate Q3 from the hole is expressed by the hole model (Equation (8)),
and the flow rate Qm in the counter-flow bed system is obtained by Equation (10). According
to the continuity equation, the state equation, the hole model Equation (8) and the counter-
flow bed model Equation (10):

Qm = Q3 = A3
√

2(Pa − P2) · ρa = ρbed Abed

√
P2−P1
Hρbed

· ε3dp
3.78(1−ε)

ρa =
Pa M
RTa

, ρbed = Pa M
RTbed

T3 = Ta = known, T2 = Tbed = T1
P1 = Pbed = known, P3 = Pa = 101, 325 Pa

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭ (11)

There are three unknown variables: Qm, P2 and Tbed in Equation (11). Firstly, the
analytical formula of P2 is derived by Equation (11).

P2 =
2
(

A3
Abed

)2 Tbed
T3

Pa +
ε3dp

3.78(1−ε)H Pbed[
2
(

A3
Abed

)2 Tbed
T3

+
ε3dp

3.78(1−ε)H

] (12)

Replace the pressure relationships of Equation (4) with Equation (13), and then Tbed is
obtained by Equations (4) and (5),

P2,i = Pa = 101, 325, Pbed,i = P1,i = Pbed = known (13)
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Then, P2 can be calculated according to Equation (12), and the leakage flow rate of the
hole Q3 can be obtained by Equation (14).

Q3 = Qm = Cd A3
√

2(Pa − P2) · ρa
P2 = Equation (12), (d3 ≤ De)

(14)

From Equation (12), the pressure state in the sintering system depends both on bed
parameters (Tbed, dp, ε, H) and leakage hole parameters (A3, T3). Therefore, it can reflect the
influence of the size of the leakage hole on the pressure drop of the sintering bed and the
coupling relationship between leakage and process parameters.

Equation (14) is the hole–bed generalized model equation covering all the possible
hole diameters. The model is preliminarily coupled with the parameters of the sintering
granular bed, so it has obvious advantages in replacing manual repeated measurements.

3. Application Example of Models

Take a 360 m2 sintering machine as an example. The sintering machine is arranged on
both sides. Each side is connected with the corresponding gas gathering pipeline and main
exhaust fan, as shown in Figure 1. The state parameters of the sintering system can obtain
easily in the HMI (Human–Machine Interface) system. The parameters of the sintering
machine and wind boxes are given in Tables 1 and 2. Therefore, fast estimation models
can be applied to leakage holes found by any means (the image processing technology,
manual inspection, statistics in capital repair, etc.) in region A. It dramatically benefits
energy-saving and fine production to master the sintering machine’s real-time and accurate
leakage state.

Table 1. The known parameters of the sintering machine.

Item Parameters Unit Value

Sintering area of oneside Abed m2 180
Area of the sintering bed at each wind

box location
Abed,i (i = 1~6)

Abed,i (i = 7~24)
m2

m2
3 × 2
4 × 2

Bed height H m 0.75
Bed porosity ε 0.3

Molecular weight of the air M kg/kmol 29
Constant of gas R J/kmol·K 8314

Particle size dp m 0.004
Number of wind boxes n group 24

Ambient environment temperature Ta K 300
Ambient environment pressure Pa Pa 101,325

Pressure of the sintering bed Pbed Pa 84,325
Negative pressure of gathering pipeline ΔPbed Pa 17,000

Temperature of gathering pipeline Tbed K 390~470

Table 2. The parameters of each wind box’s location.

Num. of Wind
Boxes

Tbed,i = Known
(K)

Pbed,i = Known
(Pa)

ΔPbed,i = Known
(Pa)

qm,i Solved
(Nm3/h)

1 345.99 84,325 17,000 16,228.62311
2 370.87 84,325 17,000 15,674.8212
3 347.15 84,325 17,000 16,201.48649
4 349.15 84,325 17,000 16,155.01719
5 346.15 84,325 17,000 16,224.87202
6 341.15 84,325 17,000 16,343.3379
7 340.15 84,325 17,000 21,823.12532
8 339.15 84,325 17,000 21,855.27491
9 339.15 84,325 17,000 21,855.27491
10 340.15 84,325 17,000 21,823.12532
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Table 2. Cont.

Num. of Wind
Boxes

Tbed,i = Known
(K)

Pbed,i = Known
(Pa)

ΔPbed,i = Known
(Pa)

qm,i Solved
(Nm3/h)

11 341.15 84,325 17,000 21,791.1172
12 341.15 84,325 17,000 21,791.1172
13 348.15 84,325 17,000 21,570.93572
14 352.15 84,325 17,000 21,448.07591
15 358.15 84,325 17,000 21,267.65989
16 363.15 84,325 17,000 21,120.74145
17 382.15 84,325 17,000 20,588.99994
18 402.15 84,325 17,000 20,070.49797
19 423.15 84,325 17,000 19,566.13347
20 441.47 84,325 17,000 19,155.85699
21 503.15 84,325 17,000 17,943.34659
22 587.65 84,325 17,000 16,603.23879
23 647.78 84,325 17,000 15,813.87919
24 622.85 84,325 17,000 16,127.25489

As shown in Tables 1 and 2, the pressure of the gas-gathering pipeline is a constant neg-
ative pressure of 17,000 Pa. The negative pressure of each wind box is slightly different due
to the non-uniform distribution of bed porosity and the local resistance of the gas pipeline.
Pbed = Pbed,I = 84,325 Pa is fundamentally reasonable anywhere in the system. Table 2 also
shows the temperature of each wind box Tbed,i = known. The ambient environment condition
gives Ta = 300 K, Pa = 101,325 Pa.

According to the data source above, the leakage flow rate from holes with various
diameters can be calculated using fast estimation models.

3.1. Hole Model Results

The results of the hole are shown in Figure 5. It can be seen that when the hole diameter
increases, so do the flow rate of holes. The leakage flow rate exceeds the maximum limit
Qm = 459,039 Nm3/h (cf. Figure 6a) when the hole diameter is about d3 > 1.0. It indicates
that the hole model overestimates the leakage flow rate. However, the velocity of the hole is
always constant. The phenomenon’s cause is that the hole model only considers variation
in hole diameter but ignores the influence of leakage on bed pressure drop and temperature
inside the wind boxes. Because the pressure difference between the ambient environment
and inside the wind box keeps constant, the velocity keeps stable. The flow rate of the hole
then rises with its diameter increasing.

Figure 5. The flow rate and velocity of holes as a function of hole diameter, according to the hole model.
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Figure 6. The results of the counter-flow bed model. (a) The flow rate, velocity and temperature of
holes. (b) The flow rate, velocity and temperature of the sintering bed at each wind box location.

Due to the necking phenomenon, the real average velocity of the hole can be defined
as follows:

u3,real =
Q3

ρ3 A3
= Cd

√
2(Pa − P2)

ρ3
(15)

Ma stands for Mach number in Figure 5, Ma = u3,real/340. when Cd = 1.0, u3,real = 169 m/s,
Ma = 0.49, the fluid belongs to the weakly compressible range. According to the following
text, Cd = 0.62 is closer to reality than Cd = 1.0. At this time, u3,real = 105 m/s, Ma = 0.31, the
fluid belongs to the incompressible range. Due to the normal working negative pressure
limit (0–17,000 Pa), our assumption of incompressibility of gas is correct.

3.2. Counter-Flow Bed Model Results

The counter-flow bed model was applied for the cases in the complete breaking. The
leakage flow rate is always equal to the maximum limit of the system. As shown in
Figure 6a, no matter how the hole diameter changes, the hole’s flow rate, velocity and
temperature remain unchanged. The counter-flow model considers the pressure state in a
complete break, but the diameter variation is not considered.

Because of a significant temperature difference among the wind boxes, the temper-
ature represents the leak location (wind boxes). It can be seen from Figure 6b that in the
case of complete breaking, the flow rate is not evenly distributed. The leakage flow rate
and velocity are different with the different temperature locations. From Figure 6b and
Equation (4), the variation tendency of the ubed,i is consistent with the Tbed,i. Due to the dif-
ferent sizes of wind box inlets (cf. Table 1: Abed,i), the flow rate of the first six (No. 1~6) wind
boxes is lower than the others (No. 7–24) and rapidly increases between No. 6 and 7 wind
boxes. The leakage flow rate has a slow downward trend from No. 7 to 24 wind boxes. It
is mainly related to the temperature trend. Thus, Tbed,i = known must offer accurate and
timely feedback. Any changes in Tbed,i lead to the changes in qm,i, Tbed and Qm, especially
at high-temperature locations. It indicates that the counter-flow bed model allows the
existence of the unsteady state, and timely feedback of process temperature changes can
improve the accuracy of the bed model.

Since the sizes of wind box inlets (No. 7–24) are the same, the effect of temperature
difference on the estimation accuracy can be evaluated in the counter-flow model. The
estimation deviation ET between different temperature locations can be defined:

ET =

qm,j −
(

n
∑

i=1
qm,i/n

)
(

n
∑

i=1
qm,i/n

) · 100% (16)
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Thus, from qm,i in Table 2, the maximum estimated deviation at different temperature
locations is −17.32% under the same breaking size. It is regarded as a non-existent limit
deviation in practice.

3.3. Hole–Bed Model Results
3.3.1. Discussion of Flow and Pressure Results

The hole–bed results are shown in Figure 7. As shown in Figure 7a, when the hole
is relatively small, air leakage calculated by the hole–bed model is similar to that by the
hole model. While the hole diameter approximates the bed equivalent diameter, here,
it gives the same result as the bed model. It is closer to the facts. The hole–bed model,
which combines the other two models mentioned above, considers their advantages, thus
covering all the possible hole diameters and quantifying the effect on the pressure of the
sintering bed. The calculation results show that the local leakage flow rate with various
diameters is entirely mastered at one time based on the steady process.

Figure 7. The results of the hole–bed model. (a) Variation in the leakage flow rate as a function of
hole diameter. (b) Variation in bed negative pressure as a function of hole diameter.

There is a clear boundary between small and large holes in the gas transmission
pipeline. The diameter scope recommended by EGIG (European Gas Pipeline Incident Data
Group) is mainly adopted: small hole d ≤ 0.02 m, which is a form of long-term experience.
However, it does not exist in sintering machines. Unlike gas pipelines, the small hole
boundary of the sintering must change with the sintering process and machine parameters,
which is beyond the scope of this article.

The estimation deviation Em between the two models can be defined:

Em =
Q3,hole − Q3,hole−bed

Q3,hole−bed
· 100% (17)

Q3,hole and Q3,hole-bed are the leakage flow rate calculated by the hole and hole–bed
models. According to the results of fast estimation models, when the hole diameter is 0.58 m,
the estimation deviation between the hole model and the hole–bed model reaches 5.00%.

It can be seen from Figure 7b that with the increase in the hole diameter, the negative
pressure of the sintering bed decreases. Therefore, air leakage is highly unfavorable to
normal sintering production.

The change rate of negative pressure can be defined in the hole–bed model:

Pbed − P2

ΔPbed
· 100% (18)
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When the hole diameter reaches 0.49 m, the change rate of negative pressure comes
to 5%. There is a rapid decreasing stage between about d3 = 0.49 and d3 = 2.14. When
the d3 = 2.14, the change rate reaches 95%, and then the negative pressure decreases very
slowly. In this case, normal sintering is almost completely interrupted, and only a small
amount of effective air flows through the sintering bed. Therefore, leakage must be strictly
controlled to ensure normal production.

Thus, comprehensively considering the calculation results of flow rate and pressure
drop, 0.49~0.58 m can be preliminarily regarded as a noteworthy diameter area in this
machine and sintering process.

3.3.2. Discussion of Different Process Parameters

The leakage is preliminarily combined with the sintering process through the bed
equation representing the sintering process’s permeability in the hole–bed model. Figure 8
shows the variation in the leakage flow rate as a function of hole diameter under different
process conditions. It found that even if the hole diameter is the same, the leakage rate is
different under different process conditions.

Figure 8. The variation in air leakage flow rate as a function of hole diameter under different process
conditions: (a) bed porosity; (b) particle diameters; (c) initial negative pressure; (d) bed depth.

There is little difference among processes for small holes (cf. Figure 7: d3 = 0.5 m), but
the difference is apparent when the hole is large (about d3 = 0.5~2.14 m). The difference
gradually and completely stabilized near the fixed values (about d3 > 2.14 m). That is
because the variations in process parameters mean the change in bed permeability. The
maximum flow rate in the hole–bed model change according to the permeability equation.
The results of the large hole are closer to the leakage trend calculated by the bed model. The
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flow rate of each small hole also changes a little along with the maximum distribution. Thus,
the process parameters affected the measurement repeatability. Air leakage measurement
needs to be compared under the same process. It is also an important cause for the long-time
test but poor repeatability in air leakage measurement.

More specifically, the estimation deviation EQ under different processes can be defined:

EQ =
Q3,other − Q3,based

Q3,based
· 100% (19)

Q3,based are the based flow rate in the hole–bed model in Figure 7. When d3 = 0.5,
Q3,based = 106,360.

Q3,other are the flow rate under other processes in Figure 8. When d3 = 0.5, each Q3,other
are given in the figures.

When d3 = 0.5 m, the estimation deviation EQ under different processes is offered as
follows:

Figure 8a: ε = (0.2, 0.3, 0.4, 0.5), EQ = (−6.88%, 0%, 1.76%, 2.09%);
Figure 8b: dp = (0.002, 0.004, 0.006, 0.008), EQ = (−2.58%, 0%, 0.91%, 1.37%);
Figure 8c: ΔP = (5, 10, 15, 20), EQ = (−45.77%, −23.30%, −6.07%, 8.47%);
Figure 8d: H = (0.45, 0.60, 0.75, 0.90), EQ = (1.09%, 0.54%, 0%, −0.53%).
According to the EQ above, among the four factors, negative pressure and bed porosity

have the greater relative impact on the leakage flow rate apparently. Bed height has the
least impact on the prediction of the small hole.

When d3 = 2.14 m and Q3,based = 447,442 Nm3/h, the estimation deviation EQ under
different bed heights is offered as follows:

Figure 8d: H = (0.45, 0.60, 0.75, 0.90), EQ = (27.12%, 11.11%, 0%, −8.33%).
Obviously, for large holes, the influence of bed height on leakage flow rate is vast.

Therefore, any change in process parameters can not be ignored for large holes.
The hole–bed model, coupled with the permeability equation, can avoid some repeated

measurements at the same location. Its prediction accuracy partly depends on the related
expression of sintering permeability in the hole–bed model. We did not elaborate on the
effect of each parameter on permeability, as they are in line with the general studies of the
sintering permeability.

4. Model Validations and Flow Coefficient

4.1. Bed Model Validation

According to the result of the bed model, Qm = 459,043 Nm3/h and Tbed = 390 K,
which are almost the same as the measured average values (463,060 Nm3/h, 390~450 K) of
the gas gathering pipeline on one side and belong to the parameter in the reasonable range.
This indicates that the estimation effect of the bed model is reliable.

4.2. Hole Model Validation

According to the results of the hole model, the air velocity of the hole is relatively high.
We tried to use the thermal anemometer and pitot tube to measure the flow of local air
leakage points at the site. All the results exceed the range of the instrument (45 m/s) at the
center of the leakage point. Therefore, the field flow test did not complete the evaluation of
the prediction effect of the hole and hole–bed models, and the accurate flow rate could not
be determined.

A test device for sintering air leakage is established based on the principle of simi-
larity in the laboratory. The modular design was used for easily realizing different test
functions. Figure 9 shows the composition of the test device and its instruments. In the
relatively low negative pressure range (0–2 kPa), the effect of the hole and hole–bed models
was evaluated.
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Figure 9. The composition of the test machine and its instruments.

Because there is no clear boundary between the small and large holes, it is difficult
to measure the flow with a too-small hole. Therefore, the hole model can be verified: all
processed holes are regarded as small, and the negative pressure and flow rate under
each case are measured. Accordingly, the flow rate results of the hole model are given
for comparison. The calculation of the hole–bed model should be based on the initial
negative pressure without leakage. The experiment was carried out at room temperature
and pressure.

The main experimental steps include the following: Keep the test device sealed without
leakage holes. The entrance is plugged with a sinter module (H = 0.01 m, ε = 0.3). Start the
frequency converter and fan to form steady-state initial negative pressures (ΔPbed = 1290 Pa,
870 Pa, 720 Pa). Simulate the leakage from small to large with different circular leakage hole
modules (d3 = 0.02, 0.04, 0.06, 0.08 and 0.10 m). Hold the flow of the induced fan constant,
and measure the wind velocity at the leakage point with a thermal anemometer. At the
same time, the pitot tube is used to record the static pressure, dynamic pressure and flow
rate before and after the leakage hole to ensure the reliability of the measured parameters.

The results of the experiment are shown in Table 3.

Table 3. Measurement results in the laboratory.

d3, (m) ΔP, (Pa) u3,mea, (m/s)
Q3,mea,
(m3/h)

Q3,hole,
(m3/h)

Cd,mea

720 - - - -
0.00 870 - - - -

1290 - - - -

660 18.5 20.9124 36.1177 0.58
0.02 820 23.0 25.9992 40.2582 0.64

1200 27.5 31.0860 48.7011 0.64

560 17.5 79.1280 133.0767 0.59
0.04 760 21.5 97.2144 155.0296 0.63

960 24.5 110.7792 174.2382 0.64

410 15.5 157.6908 256.2019 0.62
0.06 620 18.2 185.15952 315.0549 0.59

820 22.4 227.8886 362.3242 0.63
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Table 3. Cont.

d3, (m) ΔP, (Pa) u3,mea, (m/s)
Q3,mea,
(m3/h)

Q3,hole,
(m3/h)

Cd,mea

280 13.2 238.7405 376.3976 0.63
0.08 430 15.6 282.1478 466.4468 0.60

540 18.2 329.1725 522.7147 0.63

200 10.8 305.208 497.0532 0.61
0.10 230 12.5 353.25 533.0302 0.66

300 14.3 404.118 608.7633 0.66

According to Table 3, the hole model cannot ignore the flow coefficient. The flow
coefficient Cd is the ratio of the measured flow rate Q3,mea to the theoretical one Q3,hole,
which is relatively stable (0.58~0.66) in laboratory research and entirely consistent with
the general results of constant orifice outflow in fluid mechanics [44]. Therefore, we can
consider that it is reasonable to use the average Cd = 0.62 in the hole model.

4.3. Hole–Bed Model Validation

It can be seen from Table 3 that the negative pressure of the system decreases gradually
as the diameter of leakage holes increases. This trend is similar to that predicted by the
hole–bed model. Based on the different initial negative pressure (720 Pa, 1290 Pa), Figure 10
shows the model validations of the hole–bed model in the laboratory (Cd = 1 and Cd = 0.62).
Taking ±10% of the experimental test values as the reasonable prediction range, the flow
rate (Cd = 1) calculated by the two models does not fall in this effective test region, which
indicates that the factor of flow coefficient cannot be ignored in practical application. The
overestimation error of the hole model is larger than the hole–bed model. When the hole
diameter is 0.035 m, the estimation deviation Em between the hole model and the hole–bed
model reaches 5.00% (720 Pa and 1290 Pa). It indicates that the boundary between the small
and large holes may be certain.

Figure 10. The model validations of the hole–bed model in the laboratory. (a) Case: the flow
coefficient Cd = 1; (b) Case: the flow coefficient Cd = 0.62.

Based on the coupling relationship between the hole and hole–bed models, Figure 10b
shows the effect of Cd = 0.62 is used in the hole–bed model. The application Cd = 0.62
enhances the prediction accuracy of the hole–bed model. The applicable diameter range
for the flow coefficient is (0~0.06 m) and accounts for about 20% of the test device’s whole
diameter range (0~0.296 m). The diameter range of the hole model is much smaller than
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the hole–bed model. However, the flow coefficient is not applicable for all sizes of leakage
holes. With the increase in hole diameter, the prediction deviation of the hole–bed model
increases gradually. It indicates that the flow coefficient is affected by system pressure.
Some research [24,45] also proves it.

According to the fluid mechanics, the recommended value of Cd is between 0.6 and
1.0. It is related to various factors such as the system’s pressure, the shape and location
of the hole, the forms of damage and corrosion, the material and roughness of the tubes,
etc. Therefore, further systematic research is essential for a more accurate prediction but is
not involved in this article. The reasonable diameter range on the sintering machine
can be achieved at about (0~3 m) with similarity theory (1:9), which fully meets the
precision requirement.

Within a specific diameter range of the hole, the fast estimation models with the flow
coefficient are proved effective. It is suggested to use the generalized hole–bed model for
programming calculation mainly. In contrast, the hole model can be used for mastering the
flow rate by engineers directly because of its simple expression.

5. Conclusions

According to the fluid mechanics, three mathematical models of sintering air leakage
are proposed in this paper. They are the hole model, counter-flow bed model and hole–
bed model.

(1) The hole model conforms to the basic principle of constant orifice outflow. The hole
model can predict the leakage flow rate when the hole is small. The counter-flow bed
model can be used in a complete breaking. Although this case does not exist, it can
estimate the flow rate of the total airflow; while the hole lies between the above two
situations, the hole–bed model can be used;

(2) The hole bed model combines the characteristics of the other two models. The leakage
is preliminarily combined with the sintering process through the bed equation. In
this case, the model also allows the calculation of the decrease in pressure over the
sintering bed. The pressure of the sintering bed is affected by leakage parameters;

(3) The calculation results show that the leakage flow rate of any hole is calculated and
mastered at one time entirely in a steady process. It effectively reduces testing time,
energy consumption and air leakage detection costs. With the model, real-time local
leakage detection and a fast estimation system could be possible in the future and
improve the detection means in the key area;

(4) Experiment results prove the validation of the models and give the flow coefficient
for preliminary application. The flow coefficient can reduce the uncertainty of the
estimation of air leakage.

However, there are still some limitations to these models in this paper. For example, it
does not apply to other areas, the small hole’s boundary is not clear, and the flow coefficient
is fixed. Moreover, these models are still a step forward in the effort to develop more
precise and powerful calculation tools to foresee the effects and consequences of sintering
air leakage anyway. It has a good prospect for reducing and replacing complex manual
measurement and bringing a deeper thinking direction to other research.
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Abbreviations

Abed The area of the sintering bed, (m2)
Abed,i The area of the sintering bed at each wind box location, (m2)
A1 The area of cross-section 1, (m2)
A2 The area of cross-section 2, (m2)
A3 The leakage hole area, (m2)
Cd The flow coefficient
De The equivalent diameter of the sintering bed, (m)
dp The particle size, (m)
d3 The equivalent diameter of the hole, (m)
ET The estimation deviation between different temperature locations
Em The estimation deviation between the hole and hole–bed models
EQ The estimation deviation under different processes
Ftotal The total friction.
Fpacked The frictional loss of packed beds.
H The bed height, (m)
i The number of wind boxes
M The molecular weight of the air, (kg/kmol)
Ma Mach number
n The total amount of wind boxes.
Pa The ambient environment pressure, (Pa)
P1 The absolute pressure of cross-section 1, (Pa)
P2 The absolute pressure of cross-section 2, (Pa)
P3 The absolute pressure of the hole, (Pa)
P1,i The absolute pressure of cross-section 1 at each wind box location, (Pa)
P2,i The absolute pressure of cross-section 2 at each wind box location, (Pa)
Pbed,i The absolute pressure at each wind box location, (Pa)
ΔPbed The negative pressure of the sintering bed, (Pa)
ΔPbed,i The negative pressure of each wind box location, (Pa)
qm,i The flow rate through the sintering bed at each wind box location, (kg/s)
Q3 The leakage flow rate of the hole, (kg/s)
Qm The flow rate of the sintering system(Region A), (kg/s)
Q3,hole The leakage flow rate calculated by the hole model in Figure 7, (Nm3/h)
Q3,hole-bed The leakage flow rate calculated by the hole–bed model in Figure 7, (Nm3/h)
Q3,based The based flow rate in the hole–bed model in Figure 7, (Nm3/h)
Q3,other The flow rate under other processes in Figure 8, (Nm3/h)
Q3,mea The measured value of the leakage flow rate, (Nm3/h)
R The constant of gas, (J/kmol·K)
Ta The ambient environment temperature, (K)
T1 The temperature of cross-section 1, (K)
T2 The temperature of cross-section 2, (K)
T1,i The temperature of cross-section 1 at each wind box location, (K)
T2,i The temperature of cross-section 2 at each wind box location, (K)
Tbed The mixed temperature of the whole sintering bed, (K)
Tbed,i The temperature at each wind box location, (K)
u The velocity, (m/s)
ρ The density, (kg/m3)
ρbed,i The density of the sintering bed at each wind box location, (kg/m3)
ρ1,i The density of cross-section 1 at each wind box location, (kg/m3)
ρ2,i The density of cross-section 2 at each wind box location, (kg/m3)
u1,i The velocity of cross-section 1 at each wind box location, m/s
u2,i The velocity of cross-section 2 at each wind box location, m/s
ubed,i The velocity of the sintering bed at each wind box location, m/s
μ The air viscosity, (kg/m/s)
ε The bed porosity.
ζ3 The local resistance coefficient of the hole.
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HMI Human Machine Interface
Known The known values in sintering plants.
EGIG European Gas Pipeline Incident Data Group
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Abstract: This paper investigates the mobility of cilia in a non-uniform tapered channel in the
presence of an induced magnetic field and heat transfer. Thermal radiation effects are included in the
heat transfer analysis. The Jeffrey model is a simpler linear model that uses time derivatives rather
than convected derivatives as the Oldroyd-B model does; it depicts rheology other than Newtonian.
The Jeffrey fluid model is used to investigate the rheology of a fluid with cilia motion. The proposed
model examines the behavior of physiological fluids passing through non-uniform channels, which is
responsible for symmetrical wave propagation and is commonly perceived between the contraction
and expansion of concentric muscles. To formulate the mathematical modeling, the lubrication
approach is used for momentum, energy, and magnetic field equations. The formulated linear but
coupled differential equations have been solved analytically. Graphs for velocity profile, magnetic
force function, induced magnetic field, current density, pressure rise, and heat profile are presented
to describe the physical mechanisms of significant parameters. It is found that the eccentricity
parameter of the cilia equations opposes the velocity and the magnetic force functions. The thermal
radiation decreases the temperature profile while it increases for Prandtl and Eckert numbers. A
promising impact of the magnetic Reynolds number and electric field on the current density profile is
also observed.

Keywords: heat transfer; induced magnetic field; cilia motion; non-uniform tapered channel;
non-Newtonian fluid; exact solutions

MSC: 80A05; 76W05; 76Z05; 76A10

1. Introduction

Cilia structures are highly complex, resembling flexible rods or fine hairs, and are
found in all major animal species except nematodes. Immotile and motile cilia have two
primary functions: detection and fluid flow generation. Sleigh [1] described the structure
of flagella and cilia in 1962. He discussed the four main patterns of metachronal waves in
detail, which are symplectic, antiplectic, dexioplectic, and laeoplectic metachronal waves.
The combined movement of the cilia tips systematically degenerates in a wave-like manner
causing a metachronal wave.

Each cilium has a diameter of around 250 nm and a typical length of 2 to 15 μm. They
are often classified into two types: motile and immotile. The existence of a 9 + 0 arrangement
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of axonemes with nine doublet microtubules in immotile cilia and a 9 + 2 structure of ax-
onemes with nine doublet microtubules with a center microtubule pair in motile cilia.
Motile cilia travel back and forth in a concentrated way. They are particularly effective in
creating flow, and due to their tiny dimensions, they function in a low Reynolds number
hydrodynamic regime [2]. Motile cilia include ependymal cilia in the brain [3], which move
cerebrospinal fluid in the brain ventricle system to nourish and support brain homeostasis,
and respiratory cilia [4], which can also aid in the flow of mucus and dust particles breathed
up and out of the lungs. Large embedded particles are picked up by the mucus layer and
moved in an integrated ciliary action. Mucociliary clearance, based on the continuous
flow of fluid through the airway lumens, prevents the buildup of inhaled pollutants and
bacteria in the respiratory tract. Similarly, cilia are present in female fallopian tubes, which
aid in transporting fertilized ovum from the ovary to the uterus [5]. Lardner and Shak [6]
addressed the motions of cilia in general and carefully explained the role of cilia movement
in fluid transportation through the efferent of the male reproductive tract. Sher Akbar [7]
studied nanoparticles in the symmetric ciliated channel for the biomathematical analysis
of carbon nanotubes. Several researchers have recently addressed cilia motion in various
geometrical configurations, which are listed in the studies [8–10].

The most essential component regulating ciliary function is temperature. Temperature
fluctuations affect the amounts of moisture and humidity required in ciliated cells to sustain
normal physiological conditions. In particular, heat affects the ciliary circulation in a way
that is comparable to its influence on many biological processes; as the temperature rises,
the cilia beat faster until they are damaged by high temperatures [11,12]. Many human
disorders are caused by ciliary motility defects, including male and female infertility, lung
and renal disease, mental illness, and developmental abnormalities. These conditions
are classified as motile ciliopathies [13,14]. As heat transport occurs due to temperature
differences, the three primary mechanisms of heat transfer are conduction, convection, and
radiation. Improving heat transport is important in a ciliated movement [15–19]. Akbar
and Butt [20] investigated the viscoelastic fluid model under the impact of heat transfer to
better understand the role of cilia in the respiratory system and its essential roles associated
with fluid transport in the human body. Butt et al. [21] investigated heat transport effects in
a ciliated circular tube using the PTT (Phan–Thien–Tanner) fluid model. Abdou Al-Zubaidi
et al. [22] studied the heat analysis of blood flow by taking into account the cilia movement
of Newtonian, dilatant, and pseudo-plastic fluids in a horizontal inclined channel in front
of metachronal waves and achieved the analytical solution. McCash et al. [23] studied the
effects of a heated viscous Newtonian fluid on peristaltic flow through a ciliated elliptic
conduit. It was mentioned that elliptic cross-sections had a longer circular length, which
allowed for better estimation of finer colling effects, heat transport analyses, etc.

The diverse functions of living cilia, on the other hand, have inspired many researchers.
They have been studying artificial cilia’s properties in microfluidic applications such as
microsensors, microrobots, light, particle manipulation, droplet antifouling surfaces, self-
cleaning microfluidic mixing, and microfluidic pumping. The microfluidic channel was
used by Mayne and Toonder [24] to test the ability of magnetic cilia in fluid mixing and
bacterium collection.

Magnetohydrodynamics (MHD) is a growing topic of study in medical sciences and
advanced biomedical engineering. It has several medicinal uses, including cancer therapy,
preventing bleeding in time surgery, cell departure, magnetic endoscopy, and drug delivery
targeting using magnetic particles as drug movers. Many problems inside the human body
are addressed using various diagnostic techniques such as magnetic resonance imaging.
Rashidi et al. [25] presented a detailed analysis of the applications of an effective magnetic
field in simple flow, pulsatile flow, peristaltic flow, and drug delivery. Farooq et al. [26]
investigated the combined effects of magnetic fields and heat transfer on ciliary-generated
flows in the human body. Akbar et al. [27] studied the effects of magnetic induction and
electrical fields on the dissipative flow of ciliary-produced MHD copper-water nanofluid.
Sadaf and Nadeem [28] investigated fluid flow in the presence of heat transfer and a
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magnetic field with cilia beating along a curved ciliated channel. Few core investigations
relevant to the topic can be found in references [29–34].

In the current study, we used the Jeffrey fluid model to analyze cilia motion. The
Jeffrey model is a simpler linear model that uses time derivatives rather than convected
derivatives as the Oldroyd-B model does; it depicts rheology other than Newtonian. The
proposed study focuses on the convected Jeffrey’s model, which extends the original
Maxwell convected viscoelastic model. The presented formulation (see Equation (10)) does
not account for the stress time derivative (valid for steady flows). In comparison to other
viscoelastic flow models, the proposed Jeffrey fluid is simpler (such as see the refs. [35–37]).
Since its equations could be reduced to those of Newtonian models as a particular case, the
Jeffrey model is regarded as a generalization of the frequently used Newtonian fluid model.
The Jeffrey fluid model can characterize the stress relaxation feature of non-Newtonian
fluids, whereas the standard viscous fluid model cannot. The Jeffrey fluid model accurately
describes a class of non-Newtonian fluids with a distinctive memory time scale, also referred
to as the relaxation time. Azaiez and Homsy [38] addressed other Jeffrey fluid models, such
as the co-rotational variant. Similarly, the Jeffrey fluid model was addressed for polymeric
flows [39,40], steady blood flows [41,42], steady boundary layer flows [43,44], etc.

Following the above literature review, it is seen that cilia-driven flow in the tapered
channel is still unavailable. As a result, the Jeffrey fluid model was used to explain
the cilia-induced flow through the asymmetric ciliated tapered channel. By using the
Jeffrey fluid model, it is possible to analyze both Magnetohydrodynamic Newtonian and
non-Newtonian phenomena with long wavelengths and low Reynolds numbers. The
implications of induced magnetohydrodynamics on the heat transfer rate are also discussed.
The governing equations are modeled and simplified using the lubrication hypothesis.
The computational software Mathematica is used to find the analytical solution to the
corresponding differential equations. Similarly, the impacts of different physical variables
on the velocity profile, magnetic force function, induced magnetic field, current density, and
temperature profile were graphically shown. In addition, streamlines are used to explain
the trapping phenomena of cilia-driven flow.

2. Viscoelastic Fluid in a Ciliated Tapered Channel: Mathematical Modeling

We consider the Jeffrey fluid model under the effects of a magnetic field in a tapered
channel whose inner wall is ciliated in the form of an asymmetric metachronal wave
moving towards the right with wave speed c. The lower wall of the tapered channel is
maintained at a temperature of T′

0 and the upper wall at T′
1. A Cartesian coordinate system

is taken for the tapered channel in which X′ axis is across the axial direction and Y′ axis
lies along the transverse direction as shown in Figure 1.

Figure 1. Geometrical structure of the non-uniform flow.
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The envelope of cilia tips for the tapered channel is presumed to be written as [45]:

Y′ = F1(X′, t′) = −X′tanβ − a − aεcos
[− ϕ

2 + 2π
λ (X′ − ct′)

]
= H1,

Y′ = F2(X′, t′) = X′tanβ + a + aεcos
[ ϕ

2 + 2π
λ (X′ − ct′)

]
= H2,

}
(1)

where H1 is the lower wall of the ciliated tapered channel, H2 is the upper wall of the
ciliated tapered channel, X′ is the axial dimensional coordinate, t′ is the dimensional time, β
is the inclined angle of unperturbed walls, a is the channel half-width, λ is the wavelength,
ε is a non-dimensional measure with respect to any of the cilia length, and ϕ is the phase
difference, which may be in the range 0 ≤ ϕ ≤ π for symmetric contractions of wave
ϕ = π. According to the sleigh, the cilia tips are assumed to move in elliptic paths so that
the horizontal locus of the cilia tip is specified as

X′ = F3
(
X0, X′, t′

)
= X0 + εωa sin

[
2π

λ

(
X′ − ct′

)]
, (2)

where X0 is a reference position of the cilia and ω is a measure of the eccentricity of the
elliptic path. To determine the horizontal and vertical position of the velocities of the cilia,
we have

U′ = ∂F3

∂t′ |X0 =
∂F3

∂t′ +
∂F3

∂X′
∂X′

∂t′ =
∂F3

∂t′ +
∂F3

∂X′ U
′, (3)

V′ = ∂F1
∂t′ |X0 = ∂F1

∂t′ +
∂F1
∂X′

∂X′
∂t′ = ∂F1

∂t′ +
∂F1
∂X′ U′,

V′ = ∂F2
∂t′ |X0 = ∂F2

∂t′ +
∂F2
∂X′

∂X′
∂t′ = ∂F2

∂t′ +
∂F2
∂X′ U′.

}
(4)

The alternate form of the velocity components is provided below by invoking Equation
(2) in (3) and (1) in (4), respectively:

U′ =
2acωεπ cos

[ 2π
λ (X′ − ct′)

]
−λ + 2aωεπ cos

[ 2π
λ (X′ − ct′)

] , (5)

V′ = ±2acεπ
(
sin
[ ϕ

2 ± 2π
λ (X′ − ct′)

]
+ ω cos

[ 2π
λ (X′ − ct′)

]
tan β

)
−λ + 2aωεπ cos

[ 2π
λ (X′ − ct′)

] . (6)

The equations governing the flow of a Jeffrey fluid in the presence of an induced
magnetic field are as follows [46,47]:

1. The continuity equation

∇∇∇·V′ = 0. (7)

2. Maxwell’s equation

∇∇∇·B′ = 0,∇∇∇× B′ = μ′J′,
∇∇∇× E′ = − ∂B′

∂t′ , J′ = σ′(E′ + V′ × B′).

}
(8)

3. The equation of motion

ρ

(
∂V′

∂t′ +
(
V′·∇∇∇)V′

)
=∇∇∇·T′ + J′ × B′, (9)

where T′ = −p′I+ S′ in which the extra stress tensor S′ for the Jeffrey fluid model is defined
as [48,49]

S′ = μ

1 + ϑ1

( .
Ω + ϑ2

..
Ω
)

, (10)

4. The energy equation
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ρξ ′ dT
dt′ = τ·L −∇∇∇·q −∇∇∇·q′r, (11)

In the above equations, V′ is the velocity vector, μ′ is the magnetic permeability, σ′ is
the electric conductivity, ρ is the density of the fluid, p′ is the pressure, ϑ1 is the ratio of
relaxation to retardation times, ϑ2 is the retardation time,

.
Ω is the shear rate where dots

show the differentiation with respect to time, J′ = J′0 + J′1 is the current density in which J′1
is the induced current density, B′ = B′

0 +B′
1 is the magnetic field in which B′

1 is the induced
magnetic field and B′

0 is the constant applied magnetic field, E′ = E′
0 + E′

1 is the electric
field (E′

0 is the constant applied electric field and E′
1 is the induced electric field), ξ ′ is the

specific heat, q = (−k′ dT
dt′ , k′ being the thermal conductivity) is the heat flux vector, and q′r

is the radiative heat flux.
Here we consider the effects of an induced magnetic field, for this low magnetic

Reynolds number approximation must be dropped, and thus E′
1 = B′

1 = J′1 �= 0, and from
Maxwell’s Equation (8), we obtain the induction equation as follows [50]:

∇∇∇× (V′ × B′)+ ζ∇∇∇2B′ = ∂B′

∂t′ , (12)

where ζ = 1
μ′σ′ is the magnetic diffusivity. A two-dimensional flow including an applied

transverse constant magnetic field is represented by the equations:

V′ =
[
U′(X′, Y′, t′

)
, V′(X′, Y′, t′

)
, 0
]
, B′

0 =
[
0, B′

0, 0
]

(13)

B′
1 =

[
B′

1
(
X′, Y′, t′

)
, B′

2
(
X′, Y′, t′

)
, 0
]
, E′

0 =
[
0, 0, E′], (14)

E′
1 =

[
0, 0, E′

3
(
X′, Y′, t′

)]
, (15)

and thus, we received the following expression [39]:

J′ × B′ =

⎡⎣−{σ′(E′ + U′B′
0) +

1
μ′
(

∂B′
2

∂X′ − ∂B′
1

∂Y′
)}

(B′
0 + B′

2),

+
{

σ′(E′ + U′B′
0) +

1
μ′
(

∂B′
2

∂X′ − ∂B′
1

∂Y′
)}

B′
1

⎤⎦. (16)

In the above Equation (16) we utilized the value of J′1 from Ampere’s law instead of
Ohm’s law, i.e., (J′ = σ′(E′

0 + V′ × B′
0) +

1
μ′ (∇∇∇× B′

1)). Also, we deduced the expression of
Lorentz force for the applied magnetic field by ignoring the terms of the induced magnetic
field, i.e., (J′ × B′ =

[
σ′U′B′

0
2, 0
]
). The governing equations are now in a flowing form:

∂U′

∂X′ +
∂V′

∂Y′ = 0, (17)

ρ
(

∂U′
∂t′ + U′ ∂U′

∂X′ + V′ ∂V′
∂Y′
)

= − ∂p′m
∂X′ +

∂S′
X′X′

∂X′ +
∂S′

X′Y′
∂Y′

−
{

σ′(E′ + U′B′
0) +

1
μ′
(

∂B′
2

∂X′ − ∂B′
1

∂Y′
)}

(B′
0 + B′

2),

(18)

ρ
(

∂V′
∂t′ + U′ ∂V′

∂X′ + V′ ∂V′
∂Y′
)

= − ∂p′m
∂Y′ +

∂S′
Y′X′

∂X′ +
∂S′

Y′Y′
∂Y′

+
{

σ′(E′ + U′B′
0) +

1
μ′
(

∂B′
2

∂X′ − ∂B′
1

∂Y′
)}

B′
1

(19)
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ρξ ′
(

∂T
∂t′ + U′ ∂T

∂X′ + V′ ∂T
∂Y′
)

= k′
(

∂2T
∂X′2 +

∂2T
∂Y′2
)

+ μ
ϑ1+1

(
1 + ϑ2

{
U′ ∂

∂X′ + V′ ∂
∂Y′
})

×
(

2
{(

∂U′
∂X′
)2

+
(

∂V′
∂Y′
)2
}
+
(

∂U′
∂Y′ +

∂V′
∂X′
)2
)
− ∂q′r

∂Y′

(20)

∂B′
1

∂X′ +
∂B′

2
∂Y′ = 0, (21)

∂B′
1

∂t′ = ζ

(
∂2B′

1

∂X′2 +
∂2B′

1

∂Y′2

)
+

∂

∂Y′
(
U′B′

2 + U′B′
0 − V′B′

1
)
, (22)

∂B′
2

∂t′ = ζ

(
∂2B′

2

∂X′2 +
∂2B′

2

∂Y′2

)
+

∂

∂X′
(
U′B′

2 + U′B′
0 − V′B′

1
)
, (23)

∂E′
3

∂Y′ = −∂B′
1

∂t′ , (24)

∂E′
3

∂X′ = −∂B′
2

∂t′ , (25)

in which p′m = p′ +
{(

B′
1
)2

+ (B′
2)

2
}

/2μ′. The associated boundary conditions are

U′|Y′=H1
= U′|Y′=H2

=
2acωεπcos[ 2π

λ (X′−ct′)]
−λ+2aωεπcos[ 2π

λ (X′−ct′)] ,

V′|Y′=H1
= ∂H1

∂t′ , V′|Y′=H2
= ∂H2

∂t′ ,
T|Y′=H1

= T′
0, T|Y′=H2

= T′
1

⎫⎪⎪⎬⎪⎪⎭, (26)

The q′r is the radiative heat flux which is defined as [51]

q′r = −4σ∗

3k∗
∂T4

∂Y′ , (27)

where k∗ and σ∗ are the mean absorption coefficient and the Stefan-Boltzmann constant.
We assume the temperature differences within the flow are sufficiently small such that T4

may be expressed as a linear function of temperature.

T4 ≈ T∗3(4T − 3T∗). (28)

In view of above Equation (28), Equation (27) becomes

q′r = −16σ∗T∗3

3k∗
∂T
∂Y′ , (29)

Incorporating the non-dimensional quantities mentioned below:

x = X′
λ , y = Y′

a , t = ct′
λ , u = U′

c , v = V′
δc , h1 =

H′
1

a , δ = a
λ , Rd = 16σ∗T∗3

3k∗μξ ′

hx =
B′

1
B′

0
, hy =

B′
2

B′
0
, E′ = E′

B′
0c , Rm = σ′μ′ac, pm = a2 p′m

λμc , S = a
μc S′,

Re = ρac
μ , M = aB′

0

√
σ′
μ , Pr = μξ ′

k′ , Ec = c2

ξ ′(T′
0−TS)

, θ = (T−TS)

(T′
0−TS)

,

⎫⎪⎪⎪⎬⎪⎪⎪⎭, (30)
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Now, using the aforesaid non-dimensional parameters, the dimensionless governing
Equations (17)–(25) are described below:

δRe
(

∂u
∂t + u ∂u

∂x + v ∂u
∂y

)
= − ∂pm

∂x + δ ∂
∂x Sxx +

∂
∂y Sxy − M2(E + u)

(
1 + hy

)
−M2

Rm

(
δ

∂hy
∂x − ∂hx

∂y

)(
1 + hy

)
,

(31)

δ2Re
(

∂u
∂t + δu ∂v

∂x + δv ∂v
∂y

)
= − ∂pm

∂y + δ2 ∂
∂x Syx + δ ∂

∂y Syy + δM2(E + u)hx

+δ M2

Rm
hx

(
δ

∂hy
∂x − ∂hx

∂y

)
,

(32)

RePrδ
(

∂θ
∂t + u ∂θ

∂x + v ∂θ
∂y

)
= δ2 ∂2θ

∂x2 + (1 + PrRd) ∂2θ
∂y2

+ 1
ϑ1+1 PrEcRePrδ

(
∂θ
∂t + u ∂θ

∂x + v ∂θ
∂y

)
= δ2 ∂2θ

∂x2 + (1 + PrRd) ∂2θ
∂y2

+ 1
ϑ1+1 PrEc

×
[{

1 + ϑ2δ
(

u ∂
∂x − v ∂

∂y

)}{
2δ2
((

∂u
∂x

)2
+
(

∂v
∂y

)2
)}]

,

+
(

∂u
∂y + δ2 ∂v

∂x

)2

(33)

∂

∂y
(
uhy + u − δvhx

)
+

1
Rm

(
δ2 ∂2hx

∂x2 +
∂2hx

∂y2

)
= δ

∂hx

∂t
, (34)

∂

∂x
(
uhy + u − δvhx

)− 1
Rm

(
δ2 ∂2hy

∂x2 +
∂2hy

∂y2

)
= −∂hy

∂t
, (35)

wherein the above Equations (31)–(35) magnetic force functions are defined as: hx = ∂φ
∂y ,

hy = −δ
∂φ
∂x , and the extra stress tensor in components form are defined as:

Sxx =
2δ

ϑ1 + 1

(
1 + ϑ2δ

(
∂

∂t
+ u

∂

∂x
+ v

∂

∂y

))
∂u
∂x

, (36)

Sxy = Syx =
1

ϑ1 + 1

(
1 + ϑ2δ

(
∂

∂t
+ u

∂

∂x
+ v

∂

∂y

))(
δ2 ∂v

∂x
+

∂u
∂y

)
, (37)

Syy =
2δ

ϑ1 + 1

(
1 + ϑ2δ

(
∂

∂t
+ u

∂

∂x
+ v

∂

∂y

))
∂v
∂y

. (38)

However, under the conditions of a long wavelength and a low Reynolds number, the
dimensionless equations that describe the system have the following form:

− ∂pm

∂x
+

1
ϑ1 + 1

∂2u
∂y2 − M2(E + u) +

M2

Rm

∂hx

∂y
= 0, (39)

∂pm

∂y
= 0, (40)

u +
1

Rm

∂hx

∂y
= 0, (41)

(1 + PrRd)
∂2θ

∂y2 +
1

1 + ϑ1
PrEc

(
∂u
∂y

)2
= 0. (42)
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The corresponding boundary conditions are

u|y=h1 = u|y=h2 = 2aωεπδ cos[2π(x−t)]
−1+2aωεπδ cos[2π(x−t)]

v| y=h1 = ∂h1
∂t , v| y=h2 = ∂h2

∂t

}
, (43)

θ|y=h1 = 1, θ|y=h2 = m, (44)

where m is the wall temperature ratio.

3. Analytical Solutions

With the help of computational software “Mathematica” the exact solution Equation
(38) which satisfies the corresponding boundary conditions (Equations (43) and (44)) is
obtained and we receive the axial velocity of the fluid in a ciliated tapered channel that is

u =

((EM2 + ∂pm
∂x ) cosh( (h1−h2)

√
M2(1+ϑ1)√
2

)− (EM2 + 2M2 A + ∂pm
∂x ) cosh( (h1+h2−2y)

√
M2(1+ϑ1)√

2
)×

(cosh( (h1+h2)
√

M2(1+ϑ1)√
2

) + sinh( (h1+h2)
√

M2(1+ϑ1)√
2

)))

M2(cosh(
√

2h1
√

M2(1 + ϑ1)) + cosh(
√

2h2
√

M2(1 + ϑ1)))

+M2(sinh(
√

2h1
√

M2(1 + ϑ1)) + sinh(
√

2h2
√

M2(1 + ϑ1)))

(45)

wherein above equation A = 2aωεπδ cos[2π(x−t)]
−1+2aωεπδ cos[2π(x−t)] . The solution of Equation (42) can be

written as:

θ =
sech

(
(h1−h2)

√
M2(1+ϑ1)√
2

)2

32(h1−h2)M4(1+PrRd)(1+ϑ1)

×

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

−4M2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Ec{h2)
2
(

M2(E + 2A) +
∂pm
∂x

)2
Pr(h1 − y) + Ech1M4(E + 2A)2Pr(h1 − y)y+

Ech1

(
∂pm
∂x

)2
Pr(h1 − y)y+

h2

⎧⎪⎪⎪⎨⎪⎪⎪⎩
−EcM4(E + 2A)2Pr(h1 − y)(h1 + y)+

Ec
(

∂pm
∂x

)2
Pr
(
−{h1)

2 − y2
)
+ M2

⎛⎝4 + 4PrRd − 2Ec
(E + 2A)

∂pm
∂x Pr

(h1 − y)(h1 + y)

⎞⎠
⎞⎟⎟⎟⎠− 2M2

((
2 + 2PrRd − 2Ech1(E + 2A)

∂pm
∂x Pr(h1 − y)

)
y + 2(1 + PrRd)(h1 − y)m

)

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(1 + ϑ1) +

⎧⎪⎪⎪⎨⎪⎪⎪⎩
Ech1

(
M2(E + 2A) +

∂pm
∂x

)2
Pr−

16M4(1 + PrRd)(y(−1 + m)− h1m)(1 + ϑ1)

−h2

(
2EcM2(E + 2A)

∂pm
∂x Pr + ∂pm

∂x Pr + EcPr
(

∂pm
∂x

)2
+ M4

(
Ec(E + 2A)2Pr + 16
(1 + PrRd)(1 + ϑ1)

))
⎞⎟⎟⎟⎠

× cosh
(
(h1 − h2)

√
M2(1 + ϑ1)

)
− Ec(h1 − h2)

(
M2(E + 2A) +

∂pm
∂x

)2
Pr×

cosh
(√

2M(h1 + h2 − 2y)
√

1 + ϑ1

)

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

(46)

In the fixed frame, the instantaneous flow rate is defined as

Q =

h2∫
h1

u(x, y, t)dx. (47)

The equation for pressure gradient is defined using Equations (45) and (47), and
we have
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∂pm
∂x = −(M2(cos h( (h1+h2)

√
M2(1+ϑ1)√
2

)− sin h( (h1+h2)
√

M2(1+ϑ1)√
2

))×
(M(−Eh1 + Eh2 + 2Q)

√
(1 + ϑ1) cos h(

√
2Mh1

√
1 + ϑ1)+

M(−Eh1 + Eh2 + 2Q)
√

1 + ϑ1 cos h(
√

2h2Mh1
√

1 + ϑ1))−
Eh1
√

M2(1 + ϑ1) sin h(
√

2h1M
√

1 + ϑ1) + Eh2
√

M2(1 + ϑ1) sin h(
√

2h1M
√

1 + ϑ1)+

2Q
√

M2(1 + ϑ1) sin h(
√

2h1M
√

1 + ϑ1)− Eh1
√

M2(1 + ϑ1) sin h(
√

2h2M
√

1 + ϑ1)+

Eh2
√

M2(1 + ϑ1) sin h(
√

2h2M
√

1 + ϑ1) + 2Q
√

M2(1 + ϑ1) sin h(
√

2h2M
√

1 + ϑ1)+

2
√

2(E + 2A) sin h( (h1+h2)
√

M2(1+ϑ1)√
2

)(cos h( (h1+h2)
√

M2(1+ϑ1)√
2

) + sin h( (h1+h2)
√

M2(1+ϑ1)√
2

)))

/((2(−h1M
√
(1 + ϑ1) cos h( (h1+h2)

√
M2(1+ϑ1)√
2

) + h2M(1 + ϑ1) cos h( (h1+h2)
√

M2(1+ϑ1)√
2

)+
√

2 sin h( (h1+h2)
√

M2(1+ϑ1)√
2

)))).

(48)

The expression for magnetic force function from Equation (41) can be written as

u +
1

Rm

∂2φ

∂y2 = 0, (49)

and the associated boundary conditions are

φ|y=h1 = 0, φ|y=h2 = 0, (50)

Now, the solution of Equation (49) will take the form

φ =

Rm

(
∂pm
∂x + M2

(
2A + ∂pm

∂x (h1 − y)(h2 − y)(1 + ϑ1) + E
(
1 + M2(h1 − y)(h2 − y)(1 + ϑ1)

))
−M2(E + 2A) +

∂pm
∂x

(
cosh

(
M(h1+h2−2y)

√
(1+ϑ1)√

2

)
sec h

(
M(h1+h2)

√
(1+ϑ1)√

2

)))
4M2(1 + ϑ1)

, (51)

and the axial induced magnetic field hx(x, y) is obtained by taking the derivative of Equa-
tion (51) w.r.t “y”, and the expression of non-dimensional current density in the fixed frame
is given as

Jz(x, y) = Rm

(
E + u − ∂2φ

∂y2

)
. (52)

The expression for pressure rise can be written as

Δpm =
∫ 1

0

dpm

dx
dx. (53)

4. Graphical Results and Discussion

This section comprises seven subsections. The effects of various parameters on the
velocity component (u), magnetic force function (φ), induced magnetic field (hx), cur-
rent density (Jz), pressure rise (Δp), temperature profile (θ) and trapping mechanism
are presented.

4.1. Velocity Profiles

Figure 2a–e shows the behavior of axial velocity versus the different physical parame-
ters. In Figure 2a, we observe that by increasing the values of the Hartmann number (M),
the velocity of fluid gradually decreases in the center of the ciliated tapered channel because
the Hartmann number is the ratio of electromagnetic forces to viscous forces. Therefore,
large values of the Hartmann number create a resistance in the opposite direction of fluid
movement as compared to the very small values of the Hartmann number, which cause a
decline in the velocity field. Additionally, we can see the Lorentz force is less dominating
closer to the walls of the channel. However, in Figure 2b, a similar type of behavior is
noticed for the Jeffrey parameter (ϑ1) on the velocity profile. Further, when the Jeffrey
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fluid parameter ϑ1 → 0 the behavior of the fluid becomes Newtonian, which ensures that
present results are valid for both Newtonian and non-Newtonian models. In Figure 2c, we
observe that the velocity of the fluid is maximum at the center and gradually decreases
at the wall for large values of eccentricity parameter (ω). Figure 2d depicts that as we
increase the cilia length parameter (ε) the velocity of fluid is maximal at the center of the
channel but behaves differently at the walls of the channel. From Figure 2e it is noticed
that when the values of inclined angle (β) of the unperturbed walls increases, then the
velocity profile significantly increases closer to the wall but decreases in the middle of the
channel. This shows that the inclination angle is also responsible and plays an efficient role
to control the flow.

Figure 2. Effects of different physical parameters on axial velocity u.

4.2. Magnetic Force Function

The magnetic force function for different values of the Hartmann number (M) and
Jeffrey fluid parameter (ϑ1) is plotted in Figure 3a,b. It is noticed that the magnitude of
magnetic force function shows a significant decline when (M) and (ϑ1) increases. The
Lorentz force dominates the magnetic force function, as seen in Figure 3a. However, in
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Figure 3b, it can be seen that the Jeffrey fluid parameter has little or no influence on
the magnetic force function but is decreasing. In Figure 3c, we see that increasing the
magnetic Reynolds number (Rm) strengthens the magnetic force function. The magnetic
Reynolds number is directly proportional to magnetic permeability and electromagnetic
forces, as shown by Equation (31). Higher magnetic Reynolds numbers increase magnetic
permeability, which helps in improving the magnetic force function. In Figure 3d, it is seen
that increasing the eccentricity of the elliptic path (ω) optimizes the magnetic force function,
although the changes are minor. Figure 3e shows that a change in the inclination angle (β)
influences the behavior of the magnetic force component over the whole domain. Higher
inclination values indicate an increasing trend in the velocity characteristic along the entire
channel. Figure 3f illustrates that the magnitude of the magnetic force function at the wall
of the channel is opposite to each other for different values of cilia length parameter (ε).

Figure 3. Effects of different physical parameters on magnetic force functions φ.
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4.3. Magnetic Field Characteristics

Figure 4a–f depicts the findings for the induced magnetic field hx across several
important parameters. As seen in Figure 4a, when the Hartmann number (M) increases,
the induced magnetic displays dual behavior, such as a reducing mechanism in the bottom
part of the channel and a growing mechanism in the upper boundary. The Jeffrey fluid
parameter (ϑ1) and inclination angle (β) exhibit comparable effects on the induced magnetic
field in Figure 4b,c; however, the effects from both variables on the induced magnetic field
are insignificant. In the presence of a magnetic field Reynolds number (Rm), the induced
magnetic field accumulates in the bottom half of the channel and decreases in the upper
section, as illustrated in Figure 4d. In Figure 4e, a similar kind of pattern is observed for
the eccentricity parameter (ω), although the impacts are essentially minor. The induced
magnetic field increases over the entire domain under the significant effect of the cilia
length parameter, as seen in Figure 4f.

Figure 4. Effects of different physical parameters on induced magnetic fields hx.
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4.4. Current Density

Figure 5a–g depicts the variance in current density characteristics for all emerging
parameters, and all graphs are parabolic in shape. It is also noticed that towards the
middle of the channel and along the channel walls, the current density behaves in the
opposite direction, as seen in Figure 5a–d for different values of the Hartmann number (M),
Jeffrey parameter (ϑ1), eccentricity parameter (ω), and inclined angle (β). Figure 5a,b shows
that the Hartmann number and Jeffrey fluid parameter oppose the increase in current
density in the streamwise direction, but adjacent to the boundaries, the response is entirely
reversed. The eccentricity parameter shows negligible effects on the current density profile
as shown in Figure 4c. The consequences of the inclined angle tend to reduce the current
density profile in the channel’s center, while it increases closer to the walls as illustrated in
Figure 4d. The existence of a magnetic Reynolds number (Rm) and an electric field (E) helps
in optimizing the current density profile dramatically, as seen in Figure 4e,f. As the cilia
length rises, the current density grows in the upper portion of the channel while declining
in the lower half. However, we identified a major point in this graph at y ≈ 0.2.

Figure 5. Cont.
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Figure 5. Effects of different physical parameters on current density Jz.

4.5. Pressure Rise

The main purpose of this part is to discuss the pumping characteristics along the whole
flow region. Therefore, Figure 6a–e demonstrates the effects of the Hartmann number (M),
Jeffrey parameter (ϑ1), cilia length parameter (ε), the inclined angle of the unperturbed
wall, and the eccentricity of an elliptical path (ω) on the pressure rise profile. It can be
seen in Figure 6a that as the influence of Hartmann number (M) increases, the pressure
rise phenomenon is observed to decrease equally throughout the pumping region. On the
other hand, the large values of the cilia length parameter (ε) show that the pumping rate
increases in the region (−1 ≤ Q < 0) but decreases in the remaining region (0 < Q ≤ 1) as
illustrated in Figure 6b. Figure 6c,d shows the pumping rate rises in the region (0 < Q ≤ 1)
but decreases in the other region (−1 ≤ Q < 0) for higher values of the Jeffrey parameter
(ϑ1) and inclined angle (β), respectively. Figure 6e represents the decreasing behavior of the
pressure rise throughout the pumping region for larger values of eccentricity parameter (ω).

Figure 6. Cont.
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Figure 6. Effects of different physical parameters on pressure rise Δp.

4.6. Temperature Profile

Figure 7a,b demonstrates the effects of the Prandtl number (Pr) and the Eckert number
(Ec). It is observed that the nature of temperature profiles exhibits an increasing tendency
concerning both parameters. As a result, we may conclude that momentum diffusivity and
advective transport contribute significantly to the enhancement of temperature profiles.
Figure 7c shows the behavior of thermal radiation (Rd) on the temperature profile. Thermal
radiation replicates the function of radiative heat transmission compared to thermal con-
duction heat transfer. When Rd = 0, the temperature profile reveals that radiation effects
are absent. It can be seen that higher amounts of radiation reduce the temperature profile.
Figure 7d illustrates that as the temperature ratio (m) values are increased, the temperature
profile rises.

4.7. Trapping Phenomena

Trapping is another essential peristaltic transport mechanism. Trapping is the produc-
tion of an inwardly flowing bolus of fluid by enclosed streamlines, which is propelled as a
head together with the peristaltic wave. This physical phenomenon may be responsible for
regulating blood thrombus creation and food bolus motility in the gastrointestinal system.
Figures 8–13 show streamlines for all of the emerging parameters for the ciliated tapering
channel. These images represent the trapping phenomena, in which a trapped bolus of fluid
enveloped by streamlines moves along a metachronal wave. Figure 8 shows that as the
Hartmann number (M) is increased, the number of trapped boluses diminishes. Figure 9
depicts similar results for the Jeffrey parameter (ϑ1). The non-Newtonian effects inhibited
the development of the trapping bolus, while in Figures 10 and 11, the opposite behavior is
noticed for cilia length (ε) and inclined angle (β), respectively. Increased values in these
parameters improve the volume and frequency of trapping boluses. Figures 12 and 13
show that the number of boluses reduces initially for smaller values of electric field (E) and
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eccentricity parameter (ω), whereas when (E > 1) and (ω > 0) the effects are negligible,
and no change occurs.

Figure 7. Effects of different physical parameters on temperature profile θ.

Figure 8. The behavior of Streamlines for different values of Hartmann number M.
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Figure 9. The behavior of Streamlines for different values of Jeffrey parameter ϑ1.

Figure 10. The behavior of Streamlines for different values of cilia length parameter ε.

Figure 11. The behavior of Streamlines for different values of inclined angle β.

36



Mathematics 2022, 10, 2007

Figure 12. The behavior of Streamlines for different values of electric field E.

Figure 13. The behavior of Streamlines for different values of eccentricity parameter ω.

5. Concluding Remarks

In this study, the Jeffrey fluid model is used to evaluate cilia-driven flow through
a ciliated, asymmetric tapering channel with thermally radiative heat transfer and mag-
netic phenomena. The suggested problem’s mathematical formulation is simplified using
lubrication theory. Since the finalized differential equations are coupled and linear, we
employed computer tools to find analytical solutions. The most important findings are
listed below:

i. The velocity profile decreases for large values of the Hartmann number and Jeffrey
fluid parameter, while the eccentricity parameter exhibits the opposite trend.

ii. For the velocity profile and magnetic force function, large values of the cilia length
parameter exhibit an opposing tendency closer to the walls.

iii. For a higher magnetic Reynolds number, inclined angle, and for higher eccentricity
parameter values, the magnetic force function acts as an increasing function. How-
ever, for the Hartmann number and the Jeffrey parameter, the opposite result has
been noticed.

iv. The effects of the Hartmann number, Jeffrey fluid, and inclined angle on induced
magnetic exhibit similar behavior, although the effects of eccentricity parameter and
magnetic Reynolds number are opposite.

v. The magnetic Reynolds number and electric field have had a considerable influence
on current density, whereas the Hartmann number and Jeffrey fluid parameter have
shown identical behavior.

vi. Temperature profiles reveal rising behavior for the Eckert and Prandtl numbers but
decreasing behavior for the radiation parameter.
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vii. The number of trapped boluses falls as the influence of the Hartmann number and
Jeffrey fluid parameter improves but increases in the presence of the cilia length
parameter and inclination angle.

viii. For large values of the electric field and eccentricity variable, the number of trapped
boluses functions similarly.
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Nomenclature

V′ Velocity vector
X′, Y′ Cartesian coordinates system [m]
U′, V′ Velocity components [m/s]
X0 Reference position of the cilia
t′ Time [s]
ε Cilia length parameter
ω Eccentricity of elliptical path
a Half-width of the channel [m]
c Wave Speed [m/s]
λ Wavelength [m]
ϕ Phase difference
β Inclined angle of unperturbed wall
μ′ Magnetic permeability [H/m]
ξ ′ Specific heat [J·kg−1·K−1]
σ′ Electric conductivity [S/m]
p′ Pressure [N/m2]
q Heat flux vector
q′r Radiative heat flux
k′ Thermal conductivity [W·m−1 K−1]
T Temperature [K]
p′m Modified pressure [N/m2]
ρ Density [Kg/m3]
k∗ Mean absorption coefficient [m−1]
σ∗ Stefan-Boltzmann constant [W·m−2 K−4]
δ Wave number [m]
hx Dimensionless axial magnetic field
hy Dimensionless transverse magnetic field
Re Reynolds number
Rm Magnetic Reynolds number
M Hartmann number
Pr Prandtl number
Ec Eckert Number
θ Dimension less Temperature
Rd Radiation parameter
Q Instantaneous flow rate

38



Mathematics 2022, 10, 2007

φ Magnetic force function
B′ Total magnetic field [T]
B′

0 Applied magnetic field
B′

1 Induced magnetic field
E′ Total electric field [V/m]
E′

0 Applied electric field
E′

1 Induced electric field
J′ Total current density [A/m2]
J′0 Applied current density
J′1 Induced current density
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Abstract: On the basis of theoretical considerations (mechanistic model), an equation was determined
that allowed to calculate the free energy (Helmholtz) of a spherical droplet deposited on a flat surface
in a system without external forces. Assuming isochoric and isothermal transformation of the system
and a very fast conversion of mechanical energy into heat, the obtained equation allows to determine
the trajectory of thermodynamic transformation consisting of the spreading of the droplet on the
surface of the substrate. The similarities and differences in the behaviour of spherical droplets
described by the mechanistic model and Young’s model, together with its improvements, were
discussed. The trajectories of free energy changes during the spreading of droplets in a system in
which the adhesive force acting perpendicular to the wetted surface was considered as well.

Keywords: wetting; droplet spreading; free energy of a droplet; contact angle

1. Introduction

The phenomenon of wetting has accompanied mankind for thousands of years. Probably,
at first, it was important mainly during washing, then indirectly during drying clothes.
However, just over two hundred years ago, the first papers that attempted a mathematical
description of this phenomenon appeared. At present, this phenomenon is important not only
at home, but also during manufacturing processes (e.g., painting and varnishing), transport
(e.g., lubrication), chemical and medical analysis (microfluidics), and many others.

The most cited paper is that written as an essay by Young in 1805 [1]. It contains a
description (in words) of the balance of forces, or rather stresses, acting on a spherical
droplet at the point where all phases meet—the droplet, its fluid surroundings, and the
flat surface of the solid substrate. It is worth noting that this relationship was written in
the form of an equation only over 100 years later [2]. This equation correlates the surface
tension at the interface of liquid phases with the tangential stresses to the surface to be
wetted. These stresses reflect the intermolecular interactions characterizing the interfacial
surfaces and therefore have the properties of physicochemical parameters. The equation
shows that for a given three—hase system, the contact angle should be independent of the
droplet volume. However, based on the results of the experiments, it is known that the
contact angle changes with the volume of the droplets [3]. This effect is especially visible
with small, but still macroscopic, droplets.

Due to these observations, an additional term was introduced into Young’s equation
corresponding to the stresses acting along the three—phase contact line [4]. This hypothesis
was verified based on the experimentally measured contact angle of gas bubbles deposited
on a solid substrate. It is worth adding that these stresses may cause shrinking or stretching
of this line, depending on the direction of action of this force described by its sign (positive
or negative). It should be noted that the introduction of an additional term improved the
accuracy of matching the experimental results to the modified Young’s equation. Apart
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from the fact that the modified Young’s equation is not the best representation of the
experimental results, the determined values of the forces acting along the three—phase
contact lines are greater by 5–6 orders of magnitude than their values calculated on the
basis of molecular simulation [5].

Also in 1805, Laplace published his multi—volume work on mechanics [6]. In one
of the chapters, he proved that the curvature of a flexible surface requires that a certain
force acts perpendicular to it. If this flexible surface is an interphase surface, its curvature
is due to the pressure difference on both sides of it. One can find out about it by observing
the column of liquid in the thin capillaries immersed in it. However, even in 1883, when
mathematically modeling the shape of the droplets was performed, a constant parameter
was adopted instead of this pressure difference [7]. The current form of Laplace–Young’s
equation (taking into account pressures) is due to Neuman [8]. It is worth emphasizing
here that a perfectly spherical shape of a drop is possible only when the pressure inside it
is identical throughout its volume.

In the first half of the twentieth century, the phenomenon of spreading liquid droplets
on porous or rough surfaces was mainly studied. Wenzel [9] noticed that the actual wetted
surface on the surface of such materials is larger than the geometrically determined one. As
a result of this observation, he introduced the roughness coefficient to the Young’s equation,
which is the ratio of the two surfaces mentioned. It is worth emphasizing that this factor
only affects the tangential stress to the wetted surface of the solid substrate. Cassie and
Baxter [10] took into account that as the liquid spreads over the porous surface, it closes
a certain amount of gas contained in the pores. As a result of this approach to Young’s
equation, another factor was introduced, which modified the value of the contact angle
on the flat substrate to the contact angle at the inlet to the pores. This coefficient did not
take into account the dependence on the pore diameter, and the determined contact angle
for the pores was not compared to the contact angle observed on a flat substrate. Also in
this case, the introduced factor only influenced the tangential stress between the spreading
liquid and the substrate.

The first relationship based on thermodynamic considerations was derived by Reiss [11]
who determined the work of creating a spherical drop in a system not subjected to external
forces. The derivation was made on the basis of the free energy (Helmholtz) definition for a
two—phase liquid droplet—fluid environment. It is worth noting that during the deriva-
tion, no potential mechanism ensuring the isochoric nature of the system was indicated
(despite the liquid evaporation), assuming only its isothermal nature.

In 1977, Boruvka and Neuman published a paper in which they derived equations
for the internal energy of a macroscopic three—phase system based on the equations
used to describe molecular systems [11]. In the obtained equation, apart from typical
thermodynamic parameters, the internal energy depended on the interfacial areas, the
length of the lines separating the three phases, and the force acting along them, as well
as on point energy sources corresponding to local point forces acting in the system. In
the case of a spherical droplet deposited on a solid substrate, determining its minimum
internal energy requires maintaining the same entropy of all phases present in the system.
On the other hand, further determination of the sufficient condition for this minimum is
very complicated from the mathematical point of view and is not presented in this paper.

The need for entropy balancing in all phases has been eliminated by using free energy
(Helmholtz) for thermodynamic analysis of a liquid droplet deposited on a solid substrate
and assuming the isothermal nature of the system [12,13]. This approach made it possible to
precisely define the necessary condition for the occurrence of the minimum free energy [14],
but still it was not possible to determine the sufficient condition determined on the basis
of equilibrium thermodynamics. Only the analysis based on non—equilibrium thermody-
namics made it possible to determine the equation which was the condition of a sufficient
minimum of free energy (Helmholtz) [15], and also allowed to determine the trajectories
of free energy changes during droplet deposition on a solid substrate. On this basis, it
was possible to determine whether the droplet spreading over the surface is spontaneous
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or forced. It is worth noting that the thermodynamic trick described in Appendix [15]
ensured the isochoric nature of each of the fluid phases present in the isothermal system
under consideration.

It should be emphasized that the equations describing thermodynamic functions
(internal energy, thermodynamic potential, free energy) in multi—phase systems were
formulated on the basis of ad hoc summation of the energy of interfacial surfaces, energy
of phase contact lines, etc. However, the definitions of these state functions (among others
in [16]) link their change during thermodynamic transformations with the work performed
by the system or performed on the system. It is only as a result of these works that the
interfacial surfaces, phase contact lines, etc. change. Each of the performed works results
from the forces acting in the system and the change of interfacial surfaces, the position of
the phase dividing lines, etc. Therefore, it is surprising that the equations obtained from
the models [11–15] do not indicate the existence of adhesion forces perpendicular to the
interface at the liquid–solid substrate boundary. After all, the change of molecules from
the continuous phase to the droplet molecules should be associated with a change in the
energy of the system due to the differentiation of forces acting between the molecules and
the surface of the solid substrate. The Lenard–Jones model [17] shows such an impact.

In the available literature, one can find a mathematical model which takes into account
all known forces acting on a droplet depositing on a solid substrate [18]. The balance of
forces causing the droplet spreading was determined as the minimum of its mechanical
energy. Apart from the necessary condition, a sufficient condition for the occurrence of
such a minimum has also been established. So far, this model has not been associated with
any of the thermodynamic state functions.

From the beginning of the second half of the 20th century until now, a number of
mathematical models less related to thermodynamics, or rather to thermodynamic func-
tions, were also formulated. In each of them, hypotheses of phenomena were formulated,
which would allow for the balancing of force or stress components perpendicular to the
substrate, acting along the three—phase contact line. The first hypothesis was put forward
by Deriagin, assuming the existence of a jointing–disjoining pressure characteristic for a
given system [19,20]. The result of the occurrence of such a phenomenon would have to be
a deformation of the curvature of the interfacial surface between the liquid phases in the
immediate vicinity of the three—phase contact line, i.e., the pressure occurring there that
differs from the pressure in the remaining droplet volume. Unfortunately, this contradicts
the Laplace condition [6] imposing a constant pressure in its entire volume, because in the
event of a pressure difference, forces forcing the liquid to move would appear. The second
hypothesis formulates the phenomenon of pinning occurring in the substrate along the
three—phase contact line [21]. This phenomenon would be associated with a change in
the structure of the substrate and the appearance of forces attracting or repelling the liquid
forming the droplet in this place. Considering the large variety of wetted substrates, such a
phenomenon would have to occur from the molecular to the macroscopic scale. So far, it
has not been possible to illustrate it experimentally.

It is worth noting that in both models [19–21], there is no adhesion phenomenon
consisting in the interaction with the substrate of all the liquid molecules located next to
it, see the Lenard—Jones interaction [17]. On the other hand, the interactions between the
droplet liquid and the substrate occur only along the three—phase contact line.

The droplet size that can be simulated in molecular modeling (105 molecules at most)
is not yet in the range that can be studied experimentally. However, the numerical contact
angles determined can be compared to those calculated from the Laplace—Young equation
with the experimentally determined constants for macroscopic droplets. Unfortunately,
the first attempts were unsuccessful [22] and it was necessary to apply appropriate com-
putational schemes to obtain the compliance of both results [23,24]. It should be noted,
however, that the simulations are performed for two—dimensional droplets and partially
end when Rayleigh instabilities occur, which means that the simulated droplets are far
from thermodynamic equilibrium.
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A negative or positive sign of a change in free energy during a thermodynamic trans-
formation indicates whether the transformation is spontaneous or forced (inter alia [16]).
However, in order to be able to make such an assessment, it is necessary to know the
equation describing this thermodynamic function, or rather the trajectory of its changes
while spreading over a solid substrate. In the case of Laplace—Young’s equation, such a
relationship has been derived [15].

The aim of this work is to formulate an equation defining the free energy (Helmholtz)
of a drop resting on a solid substrate based on a mechanistic model taking into account
the forces of adhesion between a liquid and a solid [18]. With some simplifications, this
relationship would allow the determination of the areas of spontaneous or forced spreading
of the droplets on the substrate. It should be emphasized that formulating conclusions
regarding the nature of the transformation (spontaneous or forced) is possible based on
the sign of the free energy difference between the final and the initial state of the system,
but it is not possible based on the magnitude of the forces acting in the system in each of
these states.

2. Theory

The analysis of the behavior of a droplet spreading on the surface of the substrate
should be started with writing the equation defining its free energy (Helmholtz):

dF = −S dT − p dV + dW (1)

and description of the geometry of the system under consideration.
The system consists of a droplet whose volume corresponds to the volume of a fully

spherical drop of radius Rπ . The droplet spreading on the flat surface of the substrate
forms a segment of a sphere with a radius R and a height z. Both these values characterize
the contact angle ϕ. The relationships between the mentioned parameters are determined
by the following equations:

z = R(1 − cosϕ) (2a)

r = Rsinϕ (2b)

λ = 2πr (2c)

R = Rπ

[
4

(1 − cosϕ)2(2 + cosϕ)

] 1
3

(2d)

Figure 1 schematically shows the adopted coordinate system and geometric parameters
used in Equation (2a–d). It should be emphasized that the wetted surface is circular due to
the spherical shape of the droplet segment.

 

Figure 1. The geometric meaning of the parameters indicated in the figure and applied in the formulae.
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In our previous paper [18], the equation describing the differential mechanical work
performed by the droplet spreading on the substrate in a system not affected by external
forces was derived:

dW = 2πσCI R2
π

{[
4

(1−cosϕ)2(2+cosϕ)

] 2
3 (1−cosϕ)(1+cosϕ)

2+cosϕ sinϕ

−2E (1+cosϕ)

(1−cosϕ)(2+cosϕ)2 sinϕ

−B
[

4
(1−cosϕ)2(2+cosϕ)

] 2
3 sinϕ

2+cosϕ

−D
[

4
(1−cosϕ)2(2+cosϕ)

] 1
3

1
2+cosϕ

}
dϕ

(3)

in which the constant parameters E, B, D are defined analogously to those given in our
previous paper [18] as:

E =
εRπ

σCI
(4a)

B =
σFI
σCI

(4b)

D =
FL

σCI Rπ
(4c)

Before proceeding to further discussion, it is necessary to quote the conditions and
limitations that were applied during the derivation of the above equation [18]:

1. In the vicinity of the state of equilibrium of forces acting on the droplet, it takes the
shape of a sphere segment, and the fluid velocity and its changes become so small that
the inertial forces of the moving fluid and its impact on the surface between fluids
due to the so—called dynamic pressure become negligible.

2. During droplet deposition on the substrate, the temperature of any of the system
components does not change.

3. The liquid forming the droplet does not change its volume—the entire system under
nature of the system, it is possible to avoid the need to consider the issue of droplet
evaporation [15]. On the other hand, the assumption of complete insolubility of the
components of both fluid phases allows to ignore the influence of the Marangoni effect.

Due to the isothermal and isochoric nature of the system under consideration, Equa-
tion (1) is simplified to the following form:

dF = dW (5)

Free energy is a function of state, therefore its change does not depend on the transfor-
mation trajectory, but only on the parameters characterizing the initial and final state of the
system. This means that the droplet transformation from the moment it touches the substrate
at one point until reaching the equilibrium state is described by the following integral:

f = dF
2πσCI R2

π
=

∫ ϕ

ϕ=180◦

{[
4

(1−cosϕ)2(2+cosϕ)

] 2
3 (1−cosϕ)(1+cosϕ)

2+cosϕ sinϕ

−2E (1+cosϕ)

(1−cosϕ)(2+cosϕ)2 sinϕ − B
[

4
(1−cosϕ)2(2+cosϕ)

] 2
3 sinϕ

2+cosϕ

−D
[

4
(1−cosϕ)2(2+cosϕ)

] 1
3

1
2+cosϕ

}
dϕ

(6)

and as a result, we get the equation:
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f = F
2πσCI R2

π
= { −(1 − cosϕ)2

[
4

(1−cosϕ)2(2+cosϕ)

] 2
3 [

3
√

3(2 + cosϕ)
2
3

2F1

(
2
3 , 2

3 ; 5
3 ; 1−cosϕ

3

)
− 1
]

− 2
9 E
[

3
2+cosϕ + ln (2+cosϕ)2

(1−cosϕ)2

]
− B(1 − cosϕ)(1 + cosϕ)

[
4

(1−cosϕ)2(2+cosϕ)

] 2
3

+Dsinϕ

[
4

(1−cosϕ)2(2+cosϕ)

] 1
3 }ϕ

ϕ=180◦

(7)

in which the expression 2F1

(
2
3 , 2

3 ; 5
3 ; 1−cosϕ

3

)
denotes the hypergeometric function described

by Gauss back in the 19th century [25].
Before the drop spreads and reaches the state of equilibrium of forces, the liquid

fragments inside it will obtain a certain kinetic energy not included in Equation (7). As a
result of the viscosity of the fluid, this kinetic energy will be converted into heat, causing
an increase in the entropy of the system, which, due to its isothermal nature, will not
change the expression SdT in Equation (1). Moreover, in our considerations, we do not
analyze the kinetics (hydrodynamics) of the liquid flow and, as a result, the appearance and
disappearance of its kinetic energy. Therefore, we can assume that the kinetic energy that
appears is transformed infinitely fast into heat, and according to the isothermal condition of
the system, this heat is infinitely removed outside the system. This assumption corresponds
exactly to the infinitely high viscosity of the liquid or the infinitely slow spreading of
the droplet. It is also worth noting that such an assumption does not affect the form
of Equations (6) and (7) because the viscosity of the liquid and time are not parameters
of the model, but only affect the shape of the thermodynamic transformation trajectory,
determining its asymptotic course. This, in turn, allows one for the determination of areas
for which the droplet spreading is spontaneous or forced.

Based on the above observations, it is possible to interpret the relationship of the
following terms in Equations (6) and (7) with specific sources (forces) in the system under
consideration. The first term is related to the pressure changes inside the droplet caused
by the change in the curvature of the interfacial surface between the fluid phases, and
actually with the technical work (Vdp) performed in the system. The second term describes
the change in free energy caused by the adhesive force acting between the liquid and the
substrate—perpendicular to the substrate. The third one corresponds to the free energy
changes due to the force acting on the three—phase contact line—tangent to the substrate.
On the other hand, the fourth one corresponds to the free energy changes caused by the
force acting along the three—phase contact line causing it to shrink or stretch.

The hypergeometric function is expressed as a series with an infinitely large number
of terms. Therefore, instead of calculating it, it is much more convenient to perform a
numerical calculation of the dimensionless free energy f using Equation (6).

3. Results and Discussion

Due to the large variety of behaviors of the analyzed system, a detailed analysis was
carried out for only three cases identical to those described in [18].

3.1. Young’s Solution

The classical Young’s equation takes into account only surface tension stresses (forces)
acting at the interface of liquid phases and tangential stresses to the substrate surface,
stresses shrinking or stretching the wetted circumference [1,2]. In the case of the derived
model [18], the balance of forces is described by the following equation:

cosϕ = ±√
1 − B (8)

a stable solution is obtained only for ϕ < 90◦ [18], i.e., when the sufficient condition for
the occurrence of the minimum free energy is fulfilled. It is also worth noting that real
solutions can only be obtained for 0 < B < 1.
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It should be emphasized that the contact angle tends to the right angle ( ϕ → 90◦ )
while the value of the parameter B tends to unity ( B → 1), which means that the surface
tension stress is balanced by the force stretching the wetted circuit. On the other hand, in
Young’s equation, the contact angle reaches this value when B → 0 , which means that the
droplet is not affected by any forces, and yet it rests on the substrate.

In the case under consideration, the dimensionless free energy is described by the equation:

f =
dF

2πσCI R2
π
=
∫ ϕ

ϕ=180◦
sinϕ

2 + cosϕ

[
4

(1 − cosϕ)2(2 + cosϕ)

] 2
3

[(1 − cosϕ)(1 + cosϕ)− B] dϕ (9)

Changes in the free energy of a spherical droplet during its spreading on a solid
substrate (Young’s case) are shown in Figure 2. After a droplet comes into contact with the
substrate, it is necessary to supply it with some mechanical energy in order to initiate its
spreading. Only after reaching a certain maximum value of free energy, corresponding to
the unstable balance of forces, the drop will start to spread spontaneously. This maximum
is higher the higher the B parameter value is. After this maximum is exceeded, the droplet
spreads spontaneously on the substrate until it reaches the minimum free energy value.
The droplet can spread further only as a result of supplying it with additional mechanical
energy. It is worth noting that for B ∼= 0.74 the level of this minimum corresponds
to the free energy of the drop characterizing its state before contact with the substrate.
For higher values of this parameter, the free energy at its minimum point is higher than
the initial one. For the value of B = 1, the minimum of free energy disappears, and
there is only the inflection point. It is also worth noting that for B = 0, there is no local
free energy maximum and the droplet spreads spontaneously over the entire surface of
the flat substrate. Moreover, the free energy of a fully spherical droplet is higher than
that of a flat liquid surface. This means that this spherical droplet is characterized by a
thermodynamically unstable being.

Figure 2. Changes in the dimensionless free energy of a spherical droplet during its spreading on a
solid surface—the Young case.

In the traditional Young’s model [1,2], for the value of the parameter B = 0, the contact
angle is equal to ϕ = 90◦. For such a system, there is a minimum area of the spherical cup,
which justifies the existence of the minimum free energy determined on the basis of the
so—called surface energy of the drop. However, in such a system, the balance of forces
acting in the direction perpendicular to the surface of the substrate is evidently not satisfied.
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There is simply no stress along the three—phase contact line to balance the surface tension
of the contacting interface between the fluid phases at this point.

3.2. Improved Young’s Solution

When the droplet is subjected to a force tangential to the surface of the substrate and a
force that stretches or shrinks the three—phase contact line, the balance of forces (minimum
free energy) is described by the following equation [18]:

sin2 ϕ − B − D
1

sinϕ

[
4

(1 − cosϕ)2(2 + cosϕ)

]− 1
3

= 0 (10)

On the other hand, the equation describing the dimensionless free energy (6) simplifies
to the form:

f = dF
2πσCI R2

π
=

∫ ϕ

ϕ=180◦

{[
4

(1−cosϕ)2(2+cosϕ)

] 2
3 (1−cosϕ)(1+cosϕ)

2+cosϕ sinϕ

−B
[

4
(1−cosϕ)2(2+cosϕ)

] 2
3 sinϕ

2+cosϕ

−D
[

4
(1−cosϕ)2(2+cosϕ)

] 1
3

1
2+cosϕ

}
dϕ

(11)

Due to the richness of the behavior of the considered system and the limited volume
of the article, only three graphs shown in Figures 3–5 were prepared for illustration. A
single, stable minimum of free energy (Helmholtz) occurs whenever one of the following
conditions is met [18]: B > 1.92 or D < −1.07. In such cases, the droplets spread spon-
taneously on the substrate. However, due to the very significant values of parameter B,
the analysis of this issue would not assess the impact of parameter D on the solutions of
Young’s Equation (8), but would only contribute to the discussion of an unrelated case.

Figure 3. Change of the dimensionless free energy of the system during spreading of the droplet for
the parameter B = 0.
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Figure 4. Change of the dimensionless free energy of the system during spreading of the droplet for
the parameter B = 1.

Figure 5. Changes of dimensionless free energy during droplet spreading for the values of parameters
B and D for which there are two stable minima of this function.

In the considered case, a single and stable minimum of free energy also occurs when
one of the following conditions is met: −1.42 < B < 0 and D > 1 or 0 < D < 3.5 and
B < 1 [18]. Thus, the analysis covered two extreme cases for which Young’s solution should
be met, i.e., for the parameters B = 0 and B = 1. The results are shown in Figures 3 and 4.
However, in order to initiate the spontaneous spread of the droplet on the substrate, initially
it is necessary to provide the droplet with a certain amount of mechanical energy so as to
exceed a certain threshold value of free energy. The graphs also show example curves for
which the conditions for the occurrence of a single stable minimum of free energy were
not met. Thus, in Figure 3 it is the curve for B = 0 and D = 1.5, and in Figure 4 the
curve for B = 1 and D = 1. In both cases, the spreading of the liquid on the substrate
requires additional energy to be supplied to the system. Moreover, the curve for B = 0
and D = −0.5 was also plotted in Figure 3. For such parameter values, the droplet will
spontaneously spread over the entire surface of the substrate. Figure 4 also shows the curve
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corresponding to the values of parameters B = 1 and D = −0.2. In this case, the spreading
droplet can reach two free energy minima corresponding to two contact angle values.

The formulated model [18] predicts the occurrence of two minima of the free energy of
a droplet deposited on a flat surface. These stable minima occur when one of the following
conditions is met: 0 < B < 1.92 and D < 1 or −1.07 < D < 0 and B > 0 [18]. For
such parameter values, the droplets spread spontaneously after contact with the substrate
reaching the first minimum of free energy. Moving to the next minimum requires a certain
amount of mechanical energy to be supplied. Therefore, it is important to determine this
energy, or rather its minimum value, which is a measure of the system durability. For this
purpose, Figure 5 was prepared, showing exemplary free energy trajectories of spreading
droplets on the substrate.

With the increase in the value of the B parameter, the trajectories of free energy changes
during the spreading of the droplet, shown in Figure 5, become increasingly flat. This
means that a smaller and smaller portion of mechanical energy has to be delivered to the
droplet so that it passes from one state to another one that meet the conditions of a stable
balance of forces.

It is worth noting that the thermodynamic description of the phenomenon related to
the improved Young’s equation [15] does not indicate the existence of two stable minima of
free energy. These minima represent the balance of forces acting on the droplet and can
potentially correspond to the advancing and receding contact angles observed during the
experiments [5].

3.3. Influence of Adhesion Force on Free Energy Variation

The cases described so far were related to the Young’s equation [1,2] because they
took into account only the same forces; more specifically, forces tangential to the surface
of the substrate stretching or shrinking the wetted surface, stretching or shrinking the
three—phase contact line, and the surface tension acting at the interface of fluid phases.
On the other hand, the Young’s equation does not take into account the adhesive force
acting between the molecules of the liquid forming the drop and the substrate material and
directed perpendicularly to it. This in turn means that the zero value of the parameter E
appearing in Equations (3), (6) and (7).

Let us consider a typical case of Young, in which, apart from the forces tangential to
the substrate, stretching or shrinking the wetted surface [1,2], we also take into account
the adhesion force acting perpendicular to the surface of the substrate. Then, the equation
describing the balance of forces is described by the following equation [18]:

sin2 ϕ − 1
2

E

[
4

(1 − cosϕ)2(2 + cosϕ)

] 1
3

sin2 ϕ − B = 0 (12)

In such a case, the Equation (6) describing the dimensionless free energy is simplified
to the form:

f = dF
2πσCI R2

π
=

∫ ϕ

ϕ=180◦

{[
4

(1−cosϕ)2(2+cosϕ)

] 2
3 (1−cosϕ)(1+cosϕ)

2+cosϕ sinϕ

−2E (1+cosϕ)

(1−cosϕ)(2+cosϕ)2 sinϕ

−B
[

4
(1−cosϕ)2(2+cosϕ)

] 2
3 sinϕ

2+cosϕ

}
dϕ

(13)

The characteristic point of Young’s equation, mentioned in Section 3.1, is determined
by the contact angle ϕ = 0, for which there is evidently no equilibrium of forces acting per-
pendicular to the substrate to be wetted. On the other hand, transforming the Equation (12)
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in the absence of forces acting tangentially to the wetted substrate (B = 0), the following
equation can be obtained:

2σCI
R

= ε (14)

which proves that the adhesion forces balance the surface tension forces acting on the
wetted perimeter, and more precisely, the adhesion forces balance the overpressure inside
the droplet caused by the curvature of the interfacial surface between the fluid phases. It is
also worth noting that this balance of forces will be stable, which can be determined based

on the sufficient condition of presence of the minimum free energy [18], d f
dϕ = 0 and d2 f

dϕ2 > 0.
The results shown in [18] imply that for a surface adhesion force greater than or

equal to zero (E ≥ 0 or ε ≥ 0), the equilibrium of forces in the analyzed system can only
occur when B ≤ 1. In addition, as shown in the previous paper [18], the solutions to the
equilibrium equation of forces acting on the droplet for the value of the parameter B = 0
divide the entire area of solutions to the equilibrium equation of forces into two parts. In
the first region where the parameters can vary within the range 0 < B < 1 and 0 < E < 2,
a stable equilibrium of forces cannot exist for large values of the contact angle ϕ. On the
other hand, in the second, for 0 < B < − ∝ and 0 < E < + ∝, this stable equilibrium of
forces cannot occur for small values of this angle. Since the relationship between the free
energy and the forces acting on the droplet (3) and (5) is the same for both areas, the shapes
of the free energy changes as a function of the contact angle should have a topologically
similar course. To explore this, Figure 6 was created, on which several trajectories for each
of the areas were plotted.

Figure 6. Changes in dimensionless free energy in a system in which there is no force acting along
the three—phase contact line causing its stretching or shrinking (D = 0).

For negative values of parameter B, for which the forces tangential to the surface of the
substrate cause shrinkage of the wetted area, after contact with the substrate, the droplets
spread out spontaneously reaching the minimum free energy. However, further spreading
of the droplets requires the application of mechanical energy to them until free energy
reaches a certain maximum value. After this maximum is exceeded, further spreading of
the droplets occurs spontaneously again until the surface of the substrate is completely
covered with the liquid. On the other hand, for non—negative values of this parameter
(B ≥ 0), after the droplet comes into contact with the substrate, it is initially necessary to
supply the droplet with a certain amount of mechanical energy to drive it to spread. Only
after exceeding a certain maximum free energy of the system, the spontaneous spread of
the droplets begins until the minimum of this energy is reached. Further spreading of the
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droplet requires the supply of mechanical energy to it. A certain exception is the course of
the trajectory for B = 0, for which the initial maximum of energy does not occur and the
droplet spreads spontaneously from the moment it touches the substrate.

It is worth noting that for positive values of parameter pairs B and E, the free energy
characterizing its minimum may be greater than the initial free energy of the droplet. This
means that achieving a stable balance of forces requires the supply of a certain amount of
mechanical energy to a droplet.

Although the derivation of the equations shown in the paper concern the spherical
shape of the droplet, the results of the experiments show that droplets of other shapes can
also form on solid substrates [5]. Looking from the point of view of thermodynamics, such
cases are very rarely analyzed mainly due to obvious mathematical difficulties. Currently
published papers [26] concern the description of surface energy rather than the description
of the total or free energy of such systems. The basic problem seems to be the combination
of all types of energy (e.g., surface and adhesion) as a function of the state.

4. Conclusions

This work is an extension of the mechanistic model of liquid distribution on the
surface of a solid substrate [18]. It presents the analytical derivation of the equation of the
dependence of free energy (Helmholtz) on the contact angle, which allows to determine
the nature of the spherical droplet spreading (spontaneous or forced) on a solid substrate.
Appropriate calculations can be performed based on the knowledge of the unit forces
(physicochemical parameters) acting parallel and perpendicular to the surface to be wetted
and on the interface between the fluids.

In the case of solutions corresponding to the Young model [1,2], the minimum free
energy (stable force equilibrium) may occur only when the stretching force of the wetted
perimeter acts parallel to the substrate and perpendicular to the three—phase contact line.
However, the free energy of a droplet sessile on the substrate will be lower than the energy
of the spherical droplet floating above the substrate when the ratio of the stretching force
of the wetted perimeter to the surface tension at the interface of fluid phases will be less
than B < 0.74. This means that for higher values of this ratio, the droplet spreading will
be forced.

The solutions corresponding to the improved Young’s equation indicate that only
in certain ranges of variability of physicochemical parameters (surface tension between
fluid phases, tension stretching or shrinking the wetted area, unit force acting along the
three—phase contact line), there is at least one stable minimum of free energy. The most
important, however, is that in the case of tangential stress to the wetted surface stretching
the wetted perimeter and the unitary force shrinking the wetted perimeter acting along
the line of contact of three phases, there are two stable minima of the free energy of the
system. This behavior confirms the results of experiments in which two contact angles
advancing and receding are observed [5]. It is also important that the energy barrier (free
energy change) necessary to overcome when passing from one minimum to another may
be relatively small. It should be emphasized that such a theoretical explanation is provided
only by a formulated mechanistic model.

In the case of very high adhesion forces, the free energy reaches a stable minimum,
practically regardless of whether there is a stretching or shrinking tension of the wetted
perimeter. Only after the droplet comes into contact with the substrate and the stretching
tension on the wetted perimeter occurs is it necessary to provide a certain amount of work
to the droplet so that it starts to spread spontaneously. For the shrinking tension acting on
this perimeter, such spreading occurs spontaneously from the moment the droplet contacts
the substrate.

If, during the spreading of the droplet, the mechanical energy is infinitely fast con-
verted into heat, the derived dependence of the free energy on the contact angle can be
treated as a trajectory of such isochoric and isothermal thermodynamic transformation.
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Abbreviations

The following abbreviations are used in this manuscript:
Nomenclature

B constant parameter
D constant parameter
f dimensionless free energy
E constant parameter
F free energy (Helmholtz)
FL force acting along three-phase contact line
p pressure
r radius of the wetted surface
R radius of the droplet bowl
Rπ radius of the sphere with a volume equal to the volume of the droplet
S entropy
T temperature
V droplet volume
W work
z droplet height
Greek Letters

ε unitary adhesion force perpendicular to solid surface (droplet–substrate interface)
λ perimeter of the wetted surface
ϕ contact angle
σFI tension parallel to the substrate surface, perpendicular to the three-phase

contact line, stretching or shrinking wetted area
σCI surface tension (droplet—fluid surrounding interface)

References

1. Young, T. An Essay on the Cohesion of the Fluids. Philos. Trans. R. Soc. Lond. 1805, 95, 65–87.
2. Maxwell, J.C.; Strut, J.W. Capillary Action. In Encyclopædia Britannica, 11th ed.; Encyclopædia Britannica Inc.: London, UK; New

York, NY, USA, 1911; pp. 256–277.
3. Good, R.J.; Koo, M.N. The Effect of Drop Size on Contact Angle. J. Colloid Interface Sci. 1979, 71, 283–292. [CrossRef]
4. Vesselovsky, V.C.; Pertzov, V.N. Adhesion of Air Bubbles to the Solid Surface. Zhurnal Fiz. Khimii 1936, 8, 245–259.
5. Erbil, H.Y. The debate on the dependence of apparent contact angles on drop contact area or three-phase contact line: A review.

Surf. Sci. Rep. 2014, 69, 325–365. [CrossRef]
6. Laplace, P.S. Traite de Mecanique Celeste. In Chez Courcier; Imprimeur-Libraire pour les Mathematiques: Paris, France, 1805;

Volume 4.
7. Bashforth, F.; Adams, J.C. An Attempt to Test. In The Theories of Capillary Action; University Press Warehouse: Cambridge, UK,

1883.
8. Neuman, F. Theorie der Capillarität: Leipzig, Verlag von B. G. Teubner; University of California Libraries: Los Angeles, CA, USA,

1894.
9. Wenzel, R.N. Resistance of solid surfaces to wetting by water. Ind. Eng. Chem. 1936, 28, 988–994. [CrossRef]
10. Cassie, A.B.; Baxter, S. Wettability of porous surfaces. Trans. Faraday Soc. 1944, 40, 546–551. [CrossRef]
11. Boruvka, L.; Neuman, A.W. Generalization of the classical theory of capillarity. J. Chem. Phys. 1977, 66, 5464–5476. [CrossRef]

53



Energies 2022, 15, 4725

12. Drelich, J.; Miller, J.D. The Line/Pseudo-Line Tension in Three Phase System. Part. Sci. Technol. 1992, 10, 1–20. [CrossRef]
13. Drelich, J. The Significance and Magnitude of the Line Tension in Three-Phase (Solid-Liquid-Fluid) Systems. Colloid Surf. A 1996,

116, 43–54. [CrossRef]
14. Widom, B. Line Tension and the Shape of a Sessile Drop. J. Phys. Chem. 1995, 99, 2803–2806. [CrossRef]
15. Torbus, S.; Dolata, M.; Jakiela, S.; Michalski, J.A. Analysis of Existing Thermodynamic Models of the Liquid Drop Deposited on

the Substrate—A Sufficient Condition of the Minimum Free Energy of the System. Coatings 2019, 9, 791. [CrossRef]
16. Pohorecki, R.; Wronski, S. Kinetyka I Termodynamika Procesów Inżynierii Chemicznej; Wydawnictwo Naukowo-Techniczne: Warsaw,
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Abstract: The leaching of material from concrete fracture surfaces has an impact on the structural
concrete in service, but the number of studies that consider the effect of the coupling of the leaching,
fracture geometry and hydraulic processes on concrete fractures is insufficient. In this study, a series
of experiments was conducted, and a leaching model proposed, to investigate the mechanism of
leaching behavior on the geometric and hydraulic characteristics of concrete fractures. Following
the leaching experiment, the evolution of fracture geometric characteristics was observed by a three-
dimensional (3D) laser scanning technique, finding that the fracture produces residual leached depth
and local uneven leaching, which results in a decrease in roughness. The hydraulic characteristics
were then investigated by permeability tests, and it was found that the fracture hydraulic aperture
and permeability increase monotonically with leaching time. A simulation of fluid flow in a numerical
fracture revealed the effect of residual leached depth and a decrease in roughness on the hydraulic
characteristics. Finally, based on the analysis of the chemical composition of the leaching solution,
a leaching model of concrete rough fracture surface is proposed and the mechanism of leaching
behavior is discussed. These new findings are useful for the understanding of the development of
leaching, local to concrete fracture surfaces.

Keywords: underground engineering; leaching of concrete; fracture geometric characteristics;
hydraulic characteristics

1. Introduction

Concrete is an excellent building material with high strength and reliable water re-
sistance; it is widely used in underground engineering [1], such as in tunnel lining [2]
and coal mine shafts [3]. The phenomenon of leaching consists in the dissolution of solid
calcium in cement hydrates when concrete is exposed to any aggressive solution (most of
the time, pure water or water with a very low calcium concentration) [4–6]. This leaching
process involves the dissolution of the most soluble phase of cement hydrates, calcium
hydroxide (Ca(OH)2), and the subsequent transport of dissolved ions out to the environ-
ment [7–9]. The long-term effect of this leaching phenomenon is to weaken the material’s
solid matrix and the concrete’s durability [6,7,10,11], thereby causing the degradation of
concrete structures in aggressive environments [12]. At the same time, structural concretes
in service develop fracturing from different causes, including early-age thermal shrinkage
or long-term mechanical loadings [2]. Fractures provide preferential transport pathways
for the ingress of water, which contributes greatly to the effect of leaching of hydration
products from fractured regions in concrete [13,14]. Therefore, studying the leaching of
hydration products from fractured regions in concrete has more important engineering
significance than concrete itself [7,15] (Figure 1).
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Figure 1. Different leaching degrees of hydration products from fractured regions in concrete (tunnel
lining). (a) mild, (b) moderate and (c) severe.

Compared with the relatively flat surface of concrete, the surface of fractures in
concrete is rough, and the geometric characteristics are complicated [16,17]. The roughness
and complicated geometric characteristics affect the hydraulic characteristic of fractures
(hydraulic aperture) [18–21]; the hydraulic characteristic controls the flow state of water in
fractures [22] and the flow state, in turn, affects the leaching characteristics [7]. Leaching also
alters the fracture geometric characteristics [23,24], and the evolution of fracture geometric
characteristics then affect the characteristics of fracture space [25]; this determines the
hydraulic characteristics of fractures [26], and the evolution of hydraulic characteristics
will further affect the leaching characteristics on the surface of concrete fractures [13]. This
is a coupling of the leaching, fracture geometry and hydraulic processes, shown in Figure 2.
The effects of fracture geometric characteristics on hydraulic characteristics are many.
Brown et al. [25] considered the roughness of fracture surface and modified the cubic law
to obtain the hydraulic aperture. Zoorabadi et al. [27] established a new equation between
mechanical and hydraulic aperture for different roughnesses. Chen et al. [28] studied the
effect of fracture geometric characteristics on the permeability in deformable rough-walled
fractures. In contrast, the effect of leaching on the fracture surface geometric characteristics
was only explored by a few [29]. Recently, however, it has gradually attracted the attention
of several scholars. For example, Wang et al. [30] and Duan et al. [31] studied the effect of
leaching on a series of geometric characteristics of limestone fractures. Compared with
limestone, concrete is an artificial material composed of fine and coarse aggregates and
additives [6], and its physical and chemical properties are quite different. The evolution of
fracture geometric and hydraulic characteristics after concrete fracture leaching was not
well investigated in previous studies.

Figure 2. Coupling of the leaching, fracture geometry and hydraulic processes.

In summary, it is necessary to study the evolution law of fracture geometric charac-
teristics after the leaching of concrete, and its effect on hydraulic characteristics. In this
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paper, the direct leaching method was used to carry out leaching experiments on concrete
fractures; several three-dimensional (3D) laser scanning tests and permeability tests in
different time periods were then conducted to observe the evolution of fracture geometric
characteristics and their effects on the hydraulic characteristics. Numerical simulations
were compared to reveal the effect of variation in fracture surface geometric characteristics
on hydraulic characteristics. Finally, the chemical composition of the leaching solution
was analyzed and a leaching model of rough fracture surface is proposed to discuss the
mechanism of leaching on concrete rough fracture surface. The results of this research
paper will contribute, to some extent, to a better understanding of the development and
mechanism of leaching on concrete fractures.

2. Materials and Methods

In an attempt to approach a real rough fracture, the Brazilian splitting test was used
to make a random fracture surface. A series of leaching experiments were carried out on
concrete samples with single fractures. In the experiments, the fracture surface geometric
characteristics were obtained by 3D laser scanning technology and the fracture permeability
was tested using a permeability experimental setup every 120 h to observe the evolution
law of leaching on the fracture surface geometric characteristics and the influence of this
evolution on fracture permeability, respectively. To validate universal conclusions, two
groups of reproducibility experiments were added.

2.1. Preparation of Fracture Samples

First, concrete samples with rough single fractures were prepared before the experi-
ments. We referred to the method of preparing concrete samples with rough single fractures
introduced by Anwar [14]. Firstly, the concrete was configured and poured into concrete
cylinders. The Brazil splitting test was then used to produce rough single fractures. The
main steps were as follows:

(1) Configuring the concrete. In order to meet the strength and water resistance re-
quirements of general underground engineering [32], composite cement P.C.32.5 and
medium sand (fineness modulus between 2.3 and 3.0) were selected and mixed with
clean water. The mixing ratio of cement, sand and water was 1:3:0.55. A waterproof
agent (SJM-1500, Suzhou Institute of Building Science Group Co.,Ltd., Suzhou, China)
was added to reduce the permeability of the concrete (2% of cement dosage).

(2) Pouring the concrete cylinders. A release agent was applied on the inner wall of each
cylindrical mold (height 50 mm and outer diameter 50 mm) to facilitate demolding
after initial setting. The prepared concrete was poured into the molds three separate
times. After each pouring, each mold was placed on the shaking table and shaken
for 30 s. The purpose of shaking was to eliminate the bubbles in the concrete to
make the filler denser. The shaking time was controlled to prevent the separation of
solids and liquid in the concrete. After all the concrete was poured, the concrete-filled
molds were put into the curing room at a relative humidity of 100% and tempera-
ture of 20 ◦C for the initial setting of the concrete. When the initial setting of the
concrete was completed (about 8 h), each mold was disassembled and the concrete
cylinder removed.

(3) Curing the concrete. The intact cement cylinders were placed in the curing room for
further curing and left for 28 days to complete the curing process.

(4) Making the rough single fracture. A specially designed Brazilian splitting test machine
was used to split each cylinder into two half-cylinders along the long axis, creating an
artificial fracture by tensile stress within the sample.

Six rough fracture surfaces on three pairs of samples were processed in the same
way. Under the same experimental conditions, the three pairs of samples were considered
as reproducibility experiments to obtain the universal law. The three pairs of samples
were named S1, S2 and S3, respectively, and the suffixes A- and B-side were added to the
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two halves of each pair of samples, respectively (see Figure 3). For example, S1A indicated
the A side of sample S1.

Figure 3. Process of samples preparation. (a) Pouring cement samples, (b) Brazilian splitting test and
(c) numbering of fracture surfaces.

2.2. Leaching Experiments

The direct leaching method enables the placing of the cement-based material samples
(cement, mortar, concrete, etc.) in an aggressive solution (deionized water, mineral water,
sulfate, etc.) [33,34]. If the actions of water head and mechanical stress are not to be
considered, the direct leaching method is the most widely used contact leaching method
because of its simplicity [33]. In this paper, the effect of water head and mechanical stress
were not considered, so the direct leaching method was selected. The six rough fracture
surfaces from three pairs of samples were put in a constant temperature water tank (25 ◦C).
Deionized water was selected as the aggressive solution because deionized water, itself, has
good leaching ability, and was often used as the aggressive solution in leaching experiment
by other scholars [5,6,10]. Based on the experimental experience of Duan et al. [31], the
deionized water was replaced every 24 h in order to simulate the flow of the groundwater
environment and maintain a high concentration gradient.

2.3. Evolution of Fracture Surface
2.3.1. Obtainment of Fracture Surface

3D laser scanning technology is a non-contact three-dimensional measurement tech-
nology which can quickly obtain a wide range of high-precision fracture surface geometries
without damaging the fracture surface [28]. The scanning interval used in this paper was
0.05 mm and the scanning accuracy was 0.01 mm, which satisfied the requirements of
obtaining the geometric characteristics of a fracture surface [35,36]. In order to control the
same fracture surface scanned at different times in a unified coordinate system, identifiable
coordinate marks were marked on the outer surface of each sample (see Figure 4).

Figure 4. Obtainment process of fracture surfaces by 3D laser scanning.

As shown in Figure 5, red indicates high elevation and blue indicates low elevation. It
can be seen that the fracture surface has a complicated geometry, from which key geometric
characteristics must be extracted and characterized for further study.
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Figure 5. Geometry of concrete samples used in this study.

2.3.2. Analysis of Geometric Characteristics of Fracture Surface

After obtaining the fracture surface geometry in Section 2.3.1, the geometric character-
istics were analyzed. Based on previous studies [20,25] on the relationship between fracture
geometric characteristics and hydraulic characteristics, roughness is an important indicator
affecting hydraulic characteristics [20]; it was, therefore, first necessary to accurately iden-
tify the surface roughness [37]. The joint roughness coefficient (JRC) is a basic parameter
proposed by Barton [38] to describe the roughness fluctuation of a fracture surface and is
widely used in engineering [39]. The JRC values can be calculated with a dimensionless
parameter Z2 [40], widely discussed, and defined as follows [40,41]:

Z2 =
1
L

x=L∫
x=0

(
dz
dx

)2
=

√√√√ 1
n

n

∑
i=1

(
Zi+1 − Zi
Xi+1 − Xi

)2
(1)

Subsequently, the JRC values can be evaluated by [40]:

JRC = 32.2 + 32.47lgZ2 (2)

where, L is the nominal length of the profile, Xi is the ith segment of L, Zi is the amplitude
of the roughness of the profile. According to the definition of the JRC, it is initially the
quantization parameter of the profile (2D). The JRC values of all profiles on the same
fracture surface by scanning interval can be calculated and averaged to characterize the
JRC value of the fracture surface (3D).

It can be seen from Table 1 that the JRC values of the fracture surfaces of the A- and
B-side from the same pair of samples are almost the same, but not exactly consistent. This is
because the fracturing process of concrete is often accompanied by particle disintegration,
so the two surfaces of the A- and B-side cannot be completely consistent, and the JRC
values are not exactly the same.
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Table 1. Initial JRC values for sample surfaces.

Fracture Surface Number JRC (0 h)

S1A 22.0
S1B 20.5
S2A 20.4
S2B 20.0
S3A 20.4
S3B 21.0

According to Equations (1) and (2) and the calculation method of the 3D fracture
surface JRC, the JRC value of the 3D fracture surface represents the macro roughness of
the fracture surface. In order to obtain a detailed description of the fracture surface at the
meso level, additional parameters describing the geometric characteristics were needed.
Therefore, the distribution of slope [42] was added to the description of the fracture surfaces
at the meso level. The slope was defined as follows [42]:

Slope =
dz
dx

=
Zi+1 − Zi
Xi+1 − Xi

(3)

It can be seen that the slope is one segment unit in the JRC calculation, which represents
the rough fluctuation of a segment unit in the fracture surface. Correspondingly, the JRC
is the averaging of the slopes of all segment units on the fracture surface. Therefore, the
JRC and slope distribution can describe the roughness characteristics of the fracture surface
more comprehensively at the macro and meso levels, respectively. Figure 6 shows the slope
distribution of the fracture surfaces, where black represents the A-sides and red represents
the B-sides.

Figure 6. Distribution of surface slope.

60



Materials 2022, 15, 4584

Figure 6 shows that the slope distribution of the fracture surfaces exhibit Gaussian
distribution. The slope of S1 is −0.037 ± 0.485 (for S1A) and 0.019 ± 0.436 (for S1B). The
slope of S2 is −0.002 ± 0.433 (for S2A) and −0.002 ± 0.422 (for S2B). The slope of S3 is
0.020 ± 0.434 (for S3A) and −0.028 ± 0.450 (for S3B).

2.4. Permeability Test of Single Fracture

For the purpose of achieving the hydraulic characteristics of the fractures, we used a
self-developed permeability experimental setup to test permeability of fractures
(see Figure 7). The cell pressure (i.e., confining pressure) range was 0–80 MPa and the
accuracy was 0.01 MPa. The water pressure difference (i.e., pressure difference between
inlet- and outlet- pressure) range was 0~16 MPa and the accuracy was 0.01 MPa. These
pressures were controlled by computer. The concrete sample was saturated according to
the operational standard in order to remove air from the samples. After gently washing the
fracture surfaces with deionized water, the two half-concrete samples were fitted carefully
together to avoid introducing small debris into the fracture. Samples were marked to
ensure that the two half-concrete samples matched equally between different experiments.
The fitted sample was then confined within the rubber membrane by iron hoops. Filter
paper was sandwiched between the sample and the cushion block to prevent small de-
bris from blocking the outlet pipe, and the sample was then placed into the pressure cell
(see Figure 8). Each concrete sample with a single fracture was subjected to a confining
pressure of 2 MPa and a water pressure difference of 0.2 MPa, and monitored by computer
to accurately maintain the specified pressure. The measurable flow rate was obtained in the
process. The only liquid used in the permeability experiments was also deionized water.

Figure 7. Schematic of experimental setup for permeability experiment.
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Figure 8. Sample loading.

The linear Darcy’s law was used to describe the laminar fracture flow at low velocity,
given by [43]:

k =
μQL
A∇P

(4)

where k is the intrinsic permeability, μ is the fluid viscosity, Q is the flow rate, A is the
cross-sectional area, and ∇P is the differential pressure. Similarly, the fracture permeability
was evaluated via the hydraulic aperture obtained using a parallel plate approximation,
namely [44]:

bn =

(
12μLQ
W∇P

)1/3
(5)

k =
b2

n
12

(6)

where bn is the hydraulic aperture and W is the sample width.

3. Results and Analyses

3.1. Variations in the Fracture Geometric Characteristics

Through the techniques and methods introduced in Section 2.3, the evolution results
of the geometric characteristics of concrete fracture surfaces after the leaching experiments
were summarized in universal laws and analyzed for causes.

3.1.1. Evolution of Fracture Surface Geometry

First, since the evolution laws are consistent, the S2 fracture surface was selected as an
example to show its variation in geometry.

In each group surface variation shown in Figure 9, the upper half is the initial fracture
surface before the leaching experiment (0 h), and the lower half is the fracture surface after
the experiment (480 h). The middle part shows the intact fracture surface, and the left and
right parts are enlarged images of dotted boxes to facilitate the observation of detailed
geometry. The legend indicates the elevation of the fracture surface. The red wireframe in
the figure shows the local areas before the experiment, and the white (or black) wireframe
shows the changed area after the experiment. It can be seen that the red areas (several areas
with high elevation) decrease in size and fade in color after leaching, while the blue areas
(several areas with low elevation) increase in size and deepen in color after leaching. This
shows the degraded depth of the fracture surface elevation, the surface solid components of
the fracture surface (such as calcium hydroxide) being removed by the leaching experiment;
that is, the leaching phenomenon was confirmed in the fracture surface geometry.
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Figure 9. Temporal evolution in fracture surface geometry variation.

Second, in order to further obtain the degraded depth of the fracture surface
elevation and summarize the universal law, the elevation distributions of all fracture
surfaces are shown in Figure 10, where, the black line indicates the distribution of
elevation before the leaching experiment and the red line indicates the distribution after
the leaching experiment.
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Figure 10. Temporal evolutions in elevation distribution variation.

It can be seen from Figure 10 that the peak value of the elevation distribution curve
of all fracture samples moves to the left; that is, the macroscopic elevation of the fracture
surface shows a declining law, which proves the results shown in the 2D cloud above
(see Figure 9), and also shows that the influence of leaching on the morphology of the
fracture surface has a universal law. The degraded depth of the fracture surface is called
the leached depth [5,10].

3.1.2. Evolutions of Fracture Surface Macro Roughness

In order to study the evolution of fracture surface roughness, the JRC values of three
pairs of samples at 0 h, 120 h, 240 h, 360 h and 480 h are listed in Table 2.
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Table 2. Fracture surface JRC values at different leaching time.

Fracture Surface Number
JRC

0 h 120 h 240 h 360 h 480 h

S1A 22.0 21.5 21.3 21.3 21.2
S1B 20.5 20.5 20.0 19.9 19.5
S2A 20.4 20.0 19.3 19.2 19.0
S2B 20.0 19.7 19.4 19.2 18.9
S3A 20.4 20.2 19.8 19.6 19.6
S3B 21.0 20.9 20.8 20.5 20.4

It can be seen from Table 2 that the JRC value of the fracture surface in each test
decreases with the increase in leaching time. It is not appropriate to compare the JRC
between different tests in Table 2, because the concrete samples are different in each test.
Therefore, in order to compare the sensitivity of leaching time to roughness, the ratios of
the JRC relative to initial conditions (0 h) (i.e., normalized JRC) are calculated and shown
in Figure 11.

Figure 11. Temporal evolutions in fracture surface normalized JRC variation.

Figure 11 shows that S1A decreased by 3.97%, S1B decreased by 4.74%, S2A decreased
by 6.83%, S2B decreased by 5.45%, S3A decreased by 4.35% and S3B decreased by 2.71%
from 0 h to 480 h. These findings are consistent with those of Duan et al. [31] in that the
roughness of the limestone fracture shows a decreasing trend after long-term leaching in
deionized water.

It can be seen from Figure 10 that although there are exceptions (S2B and S3B), the
elevation of fracture surfaces decreases unevenly and shows a more centralized trend.
The peak value of fracture surface elevation distribution after the leaching experiment
moves to a lower elevation than that before the experiment. The peak value is larger,
that is, the frequency is larger. The centralization of elevation indicates that the fracture
surface elevations decrease unevenly, but some of the higher elevations decrease more
and some of the lower elevations decrease less. Therefore, the fracture surface tends to
be flattened, with mainly the raised part of the fracture being flattened. According to the
meaning of roughness (JRC), when the fracture surface geometric characteristics tend to
be flat, its roughness decreases. This explains very well the continuous decrease in JRC
seen in Figure 11. The evolution in roughness (JRC) is still at the macro level, and we need
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to continue to investigate the mechanism of the effect of leaching on the fracture surface
characteristics at the meso level of the detailed part of the fracture surface.

3.1.3. Evolutions of Fracture Surface Local Details

In order to further study the evolution of the fracture surface details at the meso level
and investigate the mechanism of the uneven variation of the fracture surface elevation,
we first studied the evolution of the slope distribution of the fracture surface, as shown
in Figure 12.

Figure 12. Temporal evolutions in slope distribution variation.

Where, black indicates the slope distribution of the fracture surface before the exper-
iment, red indicates the slope distribution after the experiment, and the arrows point to
the evolution trend in the slope distribution. It can be seen in Figure 12 that the area with
a larger absolute value of slope on the fracture surface of all samples decreases and the
area with a smaller absolute value of slope increases; furthermore, the slope distribution
after the leaching experiment is more centralized towards the slope with a lower absolute
value. Further proof can be obtained from the standard deviation of the slope distribution
of the fracture surface from the start to the end of experiment. The standard deviation
of S1A decreases from 0.485 to 0.455, that of S1B decreases from 0.436 to 0.407, that of
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S2A decreases from 0.433 to 0.392, that of S2B decreases from 0.422 to 0.391, that of S3A
decreases from 0.434 to 0.407, and that of S3B decreases from 0.450 to 0.432. The lower the
standard deviation, the more centralized the distribution. From the centralization of slope
distribution, it can be inferred that asperities with higher slopes were flattened to lower
slopes by the leaching effect.

Finally, to verify this mechanism more visually, we fit the two fracture surface models
from same pair of samples. According to the triangular stability principle, ignoring the
deformation of fracture surface, it is assumed that there are only three contact points
between the two fracture surfaces which intercept the profile along the seepage direction
(see Figure 13).

Figure 13. Illustration of fitting the two fracture surfaces and intercepting the profile.

The profile of S2 at Y = 10 mm was selected as an example for presentation and analysis.
It can be seen from Figure 14 that after the fracture surfaces of the same sample were

fitted together, the initial profiles of A- and B-side surfaces are not exactly coincident
(as outlined by the solid line in the figure), which is also consistent with the phenomenon
that the JRC values of the A- and B-side surfaces are not same (see Table 1); this proves
the existence of an initial aperture in the fracture, providing a channel for fluid flow. The
profiles are shifted backward after being subjected to the leaching experiment (with the
A-side surface at the bottom, the profile is shifted downward; with the B-side surface
at the top, the profile is shifted upward), which is consistent with the evolution law of
the elevation decrease of the fracture surface (leached depth) in Figure 10. However, the
average value of the backward shift of the fracture profile is 63.8% of the average of leached
depth. The leached depth is produced by the leaching of the cement component in the
concrete, which also leads to the phenomenon of the profile on the same side shifting
backward (solid to dashed line). It should be noted that when the fracture surface is fitted,
especially when the permeability is being measured (the confining pressure is applied), the
two surfaces of the A- and B-side will be in contact with each other. Therefore, the degraded
depth of the fracture surface evolution (leached depth) is not completely consistent with
the backward distance of the fracture profile after fitting. However, the backward distance
will not be completely cancelled because concrete is a special material with a combination
of many components. As mentioned in Section 2.1, regarding the preparation of samples,
concrete mainly includes cement, water and sand particles, so sand particles and gravel
will be embedded into the fracture surface of concrete (as shown in Figure 15). The leaching
property of a sand particle is different from that of cement. The property of a sand particle
is more stable, the leaching rate is low, and it is not easily dissolved. Therefore, when
fitting fracture surfaces, these sand particles will become the support of the aperture and
prevent the fracture surface from getting bigger. In terms of the profile, although there is
backward distance, the amount of backward distance is not as large as the leached depth.
We, therefore, refer to this backward distance as the residual leached depth after the sample
is fitted.
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Figure 14. Temporal evolutions in profile variation. (a) profile of Y = 10 mm, (b) enlarged view of
X = 17−20 mm and (c) enlarged view of X = 40−43 mm.

Figure 15. Illustration of sand particles and gravel embedded into the fracture surface.

It can be seen from the enlarged view (see Figure 14b,c) that, in addition to the residual
leached depth of the profile, the profile local asperity with a large slope becomes smoother
and the slope decreases after the leaching experiment. This directly proves the inference
that the large slope of the asperity is flattened into a low slope, and this is caused by the
leaching experiment; it also reveals the direct reason for the decline law of the JRC value of
fracture surface. Moreover, it intuitively shows the evolution of the slope distribution in
Figure 12, and further verifies the analysis of the evolution law of fracture surface elevation.

So far, the evolution law of fracture surface geometric characteristics has been observed
and analyzed at the macro level (JRC) and the meso level (slope distribution and profile).

3.2. Variations in Fracture Permeability

In the permeability experiment, the samples were tested for different leaching times
(0 h, 120 h, 240 h, 360 h and 480 h). In order to obtain the universal law, three groups of
tests with the same conditions were carried out, specifically, with a confining pressure of
2 MPa and a seepage pressure difference of 0.2 MPa. The direct results of the experiment,
the steady flow rate, are recorded in Table 3.
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Table 3. Experimental results of flow rate.

Sample Number
Flow Rate (mL/min)

0 h 120 h 240 h 360 h 480 h

S1 3.74 4.96 7.60 8.41 9.22
S2 3.28 3.86 4.17 5.08 6.51
S3 3.00 5.42 5.94 6.46 7.22

It is seen in Table 3 that, under the same conditions (confining pressure 2 MPa, seepage
pressure difference 0.2 MPa) after the leaching experiment, the flow rate in the fracture
increases. S1 increases by 146.4%, S2 increases by 98.6% and S3 increases by 140.7%.
The hydraulic aperture (bn) and permeability (k) of each group of samples, according to
Equations (1)–(3) introduced in Section 2.4, are shown in Tables 4 and 5, respectively.

Table 4. Calculated hydraulic aperture at different leaching times.

Sample Number
bn (m)

0 h 120 h 240 h 360 h 480 h

S1 1.55 × 10−5 1.7 × 10−5 1.97 × 10−5 2.03 × 10−5 2.1 × 10−5

S2 1.49 × 10−5 1.57 × 10−5 1.61 × 10−5 1.72 × 10−5 1.87 × 10−5

S3 1.44 × 10−5 1.76 × 10−5 1.81 × 10−5 1.86 × 10−5 1.93 × 10−5

Table 5. Calculated permeability at different leaching times.

Sample Number
k (m2)

0 h 120 h 240 h 360 h 480 h

S1 2.01 × 10−11 2.42 × 10−11 3.22 × 10−11 3.45 × 10−11 3.66 × 10−11

S2 1.84 × 10−11 2.05 × 10−11 2.16 × 10−11 2.46 × 10−11 2.9 × 10−11

S3 1.73 × 10−11 2.57 × 10−11 2.73 × 10−11 2.89 × 10−11 3.11 × 10−11

Similar to the normalized JRC in Section 3.1.2, it is not appropriate to compare the
hydraulic characteristics between different tests in Tables 4 and 5, because the concrete
samples have different initial mechanical apertures. Therefore, in order to compare the
sensitivity of leaching time to the hydraulic characteristics, the ratios of hydraulic aperture
and permeability, relative to initial conditions (0 h), i.e., normalized hydraulic aperture and
normalized permeability, were calculated and are shown in Figure 16.

Figure 16. Temporal evolutions in fracture normalized hydraulic aperture (left) and permeability
(right) variation.
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It can be seen from Figure 16 that the curves for the evolutions of hydraulic aperture
and permeability present the same shape, but the increase rate of permeability is much
higher than that of hydraulic aperture. As the leaching time increases from 0 to 480 h, the
hydraulic apertures of S1, S2 and S3 increase by 35%, 26%, 34%, while the permeability of
S1, S2 and S3 increases by 82%, 58%, 80%, respectively. Since fracture is the main channel
of fluid flow, combined with the evolution of fracture characteristics in the Section 3.1, it
can be considered that the evolution of fracture hydraulic characteristics is closely related
to the evolution of fracture geometric characteristics. The evolution of the geometric
characteristics of the fracture surface after the leaching experiment was summarized and
analyzed in Section 3.1, and the concept of residual leached depth was presented. The
generation and development of the residual leached depth widens the seepage channel of
the fracture and increases the hydraulic aperture. Meanwhile, the roughness and slope
of the fracture surface also changes (the JRC value decreases and the slope distribution
concentrates to a low absolute value) due to the local asperity of the fracture surface being
flattened, caused by the leaching experiment. This will weaken the resistance effect of a
rough sidewall on the fluid flow in the fracture, further improving the permeability of the
fracture, and increasing the hydraulic characteristics of the fracture.

In order to validate this analysis, the fluid in the fracture was simulated on the profile
(S2, Y = 10 mm), shown in Figure 14.

Incompressible Newtonian flow is governed by the well-known Navier–Stokes
equations [43,45,46]:

ρ

(
∂U
∂t

+ U·∇U
)
= −∇P + μ∇2U + F (7)

where ρ is the fluid density, U is the velocity vector of flow particle and F is the body
force vector. Because the Navier–Stokes equation cannot be solved directly, the numerical
method is widely used to solve it [47–49], and to simulate and study the flow characteristics
of a fluid in rough fractures [50]. In this paper, Fluent 16.0 was used to simulate and
analyze the seepage in rough fractures. Many scholars [46,51,52] verified the reliability of
the calculation software. The inlet on the left-hand side of the fracture model was set as the
velocity inflow boundary: the velocity magnitude was 1 m/s and the free outlet boundary
was on the right-hand side. The upper and lower boundaries of the fracture model were
set as the wall boundary conditions without fluid flow or slip.

Figure 17a,b shows the velocity distribution in the X direction of the fluid in the
fracture before and after the leaching experiment. The seepage channel has been widened,
and the hydraulic aperture and permeability have increased. The simulation results show
that the hydraulic aperture increased by 82% and the permeability increased by 231%.
Figure 17c,d is a local enlarged view, showing the seepage at the asperity where the local
slope decreases at X = 17−20 mm. It can be seen that the resistance of the sidewall to the
fluid is weakened.
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Figure 17. Numerical simulation of fluid flow in actual fracture model by Fluent 16.0. (a) Fracture
before leaching, (b) fracture after leaching, (c) enlarged view of X = 17−20 mm before leaching and
(d) enlarged view of X = 17−20 mm after leaching.

Since Figure 17 shows the actual profile of fracture before and after leaching exper-
iment, both the mechanical aperture and roughness are variables. Therefore, in order to
further analyze the influence of the evolution of roughness on the fluid in the fracture, the
profile at Y = 10 mm and X = 17–20 mm on S2A, before and after leaching, were selected as
the wall boundaries with different roughnesses, respectively; the profiles were horizontally
translated by the same 0.2 mm aperture to establish an idealized fracture model. In this
model, the influence of varying roughness on fracture seepage can be studied.

It can be seen from Figure 18 that the streamline in Figure 18a is significantly more
tortuous than that in Figure 18b, and the streamline at the center of the aperture in Figure 18a
is 3.65% longer than that in Figure 18b. The simulation results show that the hydraulic
aperture of Figure 18b increases by 46% and the permeability increases by 112% compared
with Figure 18a. This shows that when the mechanical aperture is the same, the decrease in
fracture surface roughness leads to the increase in fracture permeability. The numerical
simulation results are consistent with the experimental results, and validate the analysis of
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the evolution mechanism of fracture hydraulic characteristics well. Moreover, the results
of the experiment and the numerical simulation agree well with the empirical equation
according to a large number of experiments presented by Barton et al. [20,53]:

bn =
b2

m
JRC2.5 (8)

where bm is mechanical aperture. Equation (8) shows that in the case of a constant mechani-
cal aperture, as the JRC increases, the hydraulic aperture also increases.

Figure 18. Numerical simulation of fluid flow in idealized fracture model (equal mechanical aperture)
by Fluent 16.0. (a) fracture before leaching and (b) fracture after leaching.

4. Discussion

4.1. Mechanism of Rough Fracture Surface Leaching

To further investigate the mechanism of the effect of leaching on the geometric char-
acteristics of the fracture surface, we measured the elements and concentrations of the
deionized water, soaked during the leaching experiment, by inductively coupled plasma
mass spectrometry (ICP-MS). Since the initial deionized water contained no other element,
the measured element concentrations should originate from the concrete samples only.
Figure 19 shows the chemical composition analysis results and pH values for a period of
time after the replacement of the deionized water.

Figure 19. The analysis of chemical composition (left) and PH value (right) in leaching solution.

From the graph, it can be seen that the calcium ion concentration changes to the
greatest extent and is consistent with the pH trend (R = 0.957). Referring to previous
studies [4,11,54], it can be assumed that the main chemical reaction occurring in concrete
leaching experiment is:

Ca(OH)2 = Ca2+ + 2(OH)− (9)
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That is, mainly the cement components in concrete undergo a leaching reaction, so
the following calcium concentration is the main object of study. Figure 19 shows that
the gradient of the calcium concentration curve is initially large, then small and, finally,
stabilizes when it reaches 60–70 min. It indicates that the leaching reaction rate is from fast
to slow and reaches the near equilibrium state at the later stage. The mechanism of the
leaching reaction can be inferred from this. The initial deionized water has a low calcium
concentration, so the gradient in calcium concentration between the water and the fracture
solid surface is large, and the rate of leaching is fast. As the leaching reaction proceeds, the
calcium concentration continues to rise, and the calcium concentration reaches a higher
level at the later stage (after 60 min) and remains stable: the leaching reaction is basically
balanced, and the PH value also tends to be stable. When the calcium concentration in
deionized water is very low, the calcium concentration gradient is large, which is con-
ducive to driving the rapid precipitation reaction of calcium hydroxide components on
the concrete surface. When the calcium concentration in the leaching solution increases
and the gradient of calcium concentration decreases, the leaching reaction rate of calcium
hydroxide decreases and the reaction between solid and liquid reaches equilibrium, inhibit-
ing leaching from proceeding. Thus, the existence of the calcium concentration gradient
between the concrete fracture solid surface and the leaching solution can be considered as
the mechanism of leaching reaction, which agrees well with the mainstream view [13,33].

Based on this theory, the mechanism by which the geometric characteristics of rough
fracture surfaces is affected by leaching is further discussed. A rough fracture surface
leaching model is proposed based on the profile (see Figure 14), as shown in Figure 20.

Figure 20. Illustration of concrete rough fracture leaching model.

In Figure 20, the dashed line is the initial profile; the solid line is the final profile after
the leaching experiment; the blue circles represent ions or ion clusters (mainly calcium);
the size and density indicate ion mass and concentration; the dashed line with arrows
indicates the direction of ion transport; and the length of the dashed line indicates the rate
of ion transport. Figure 20 shows the asperity in the slope of the raised part of the wide
surrounding area; the nearby deionized water flow is great so the leached calcium ions are
easily diffused and carried away by the water flow. Therefore, the concentration of calcium
ions in the deionized water around the raised part will maintain a low value, and as the ion
mass and concentration around the raised part in the model is small, this region maintains a
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higher gradient in calcium concentration. This, in turn, promotes the raised asperity part to
leach further, and the ion transport rate becomes greater, as can be seen in the model. While
the asperity in the slope of the depressed part is limited by the surrounding raised part,
mobility is poor. Moreover, early by the higher initial calcium concentration gradient effect
results in the leaching of calcium ions. Calcium ions tend to aggregate, so the concentration
of calcium ions in deionized water around the depressed part will maintain a higher value.
As the model around the depressed part of the ion mass and concentration is larger, and
this region maintains a lower calcium concentration gradient, it inhibits the depressed
asperity part from further leaching, so the ion transport rate in the model is smaller. In
summary, the leaching in the raised part is promoted and the leaching in the depressed
part is inhibited, so the leaching in the raised part is faster and greater than the leaching
in the depressed part. After the leaching experiment, the profile of the raised part moved
back more than that of the depressed part (see Figure 14b,c), resulting in the decline of the
local slope, that is, the evolution law shown in the slope (see Figure 11). When the whole
rough fracture surface is affected by this leaching mechanism, it leads to the reduction of
roughness, that is, the evolution law shown in the roughness (see Figure 10). This model
reveals effectively the mechanism of the geometric characteristics of the rough fracture
surface under the action of leaching at the micro level.

4.2. Mechanism of the Effect of Leaching on Fracture Hydraulic Characteristics

In this paper, we found that fracture permeability increases gradually with the devel-
opment of leaching. In the previous sections, we investigated the impact of leaching on
the geometric characteristics of fracture surfaces, which leads to the evolution of fracture
hydraulic characteristics. That is, the rough fracture surface is leached, and the surface
elevation decreases; the residual leached depth is generated after the samples were fitted
together, resulting in an increase in aperture. Moreover, the roughness of the fracture
surface (JRC) decreases and the effect of inhibiting flow also decreases. These actions
together lead to the increase in the hydraulic aperture and the permeability of fractures.

However, the law that the decrease in fracture surface roughness leads to the increase
in permeability cannot be simply understood as the lower the roughness, the higher the
permeability, especially between different samples. We observed that the initial average JRC
of S1, S2 and S3 on both surfaces of the A- and B-sides are 21.3, 20.2, 20.7, but the hydraulic
aperture is 1.55 × 10−5 m, 1.49 × 10−5 m, 1.44 × 10−5 m, respectively, and the permeability
is 2.01 × 10−11 m2, 1.84 × 10−11 m2,1.73 × 10−11 m2, respectively. The permeability of S2,
which has the smallest JRC, is instead smaller than that of S1, which has the largest JRC.
This is because the initial mechanical aperture between them is different (see Equation (8)).
Furthermore, the JRC values of the three groups of samples are very close to each other,
which makes the influence caused by other chance factors very large, so it is difficult to
establish an accurate relationship between the JRC value of a fracture surface and its hydraulic
characteristics (hydraulic aperture and permeability). In this study, the main purpose of
designing three pairs of samples was to conduct a repeated experiment from which to derive
a universal law governing the effect of leaching on the fracture surface. The relationship
between the roughness JRC and the hydraulic characteristics obtained is, therefore, the only
law presented by the same sample under the effect of leaching. The inability to establish
an exact equation for the relationship between the JRC and hydraulic characteristics does
not prevent the correctness of the conclusion that the decrease in fracture surface roughness
caused by leaching leads to an increase in permeability. This is because it is based on the law
observed for the same pair of fracture surfaces at different leaching times and is verified by
repeatability experiments and analyzed by numerical simulations.

5. Conclusions

In this study, leaching behavior acting on the fracture was verified through laboratory
work. The main conclusions are summarized as follows:
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(1) The series of 3D laser scanning test results show that the elevation of fracture surfaces
decreases unevenly, the JRC decreases monotonically with leaching time and the slope
distribution centralizes to a low absolute value. The solid element of the concrete
fracture surface was leached by an aggressive solution (deionized water) and the
degree of this leaching is uneven in different areas of the fracture surface. The leached
degree of the high slope area is greater than that of the low slope area, and this analysis
was verified from the profile.

(2) The hydraulic characteristics and the fluid flow state in the fractures were investigated
by using the permeability test combined with the fracture numerical model. The
existence of residual leached depth widens the hydraulic aperture of the fracture, and
the flattened asperity weakens the resistance to the fluid. This variation in geometric
characteristics, caused by leaching, increases the hydraulic aperture and permeability
of fractures.

(3) The chemical analysis of the soaked solution in the leaching experiment showed an
inevitable linkage between the leached degree and the calcium concentration gradient
in the solution. Therefore, a leaching model of concrete rough fracture surface was
proposed to describe the mechanism of leaching on the fracture characteristics. The
rough surface of the fracture leads to an uneven calcium concentration gradient near
the asperity, resulting in a greater degree of leaching in the raised part than that in the
depressed part.

This study confirms that the leaching behavior acting on a natural rough concrete
fracture exposed to aggressive solution results in a long-term evolution of geometric and
hydraulic characteristics. This conclusion is useful for a better detection of the variation in
fracture of structural concrete in service from the standpoint of practical applications and
for further illustration of hydraulic performance in the long term.

The leaching method used was relatively simple and the proposed model is straight-
forward because the interactions of normal pressure in the leaching processes are omit-
ted; these are, however, applicable to open fracture without normal pressure in concrete
structures. Generally, when considering a closed fracture under normal pressure, the phe-
nomenon of pressure leaching may occur and be significant [44,55–57]. This phenomenon
will make the concrete fracture leaching model more complicated but is a longstanding
inspiration in the field of rock engineering [57–59]. In the near future, we will improve the
current model by taking into account the normal pressure interaction to examine its effects
on concrete fracture leaching.

Author Contributions: Conceptualization, Y.W. and M.T.; Data curation, M.T.; Formal analysis, Y.N.;
Funding acquisition, Y.W.; Investigation, Y.W., M.T., D.F. and Z.W.; Methodology, Y.J.; Writing—
original draft, M.T.; Writing—review & editing, Y.W. and M.T. All authors have read and agreed to
the published version of the manuscript.

Funding: The research was funded by the National Natural Science Foundation of China (U1765204,
41772340).

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Informed consent was obtained from all subjects involved in the study.

Data Availability Statement: The data used to support the findings of this study are included within
the article.

Conflicts of Interest: The authors wish to confirm that there are no known conflicts of interests
associated with this publication and there has been no significant financial support for this work that
could have influenced its outcome.

75



Materials 2022, 15, 4584

References

1. Kairong, H. Development and Prospects of Tunnels and Underground Works in China in Recent Two Years. Tunn. Constr. 2017,
37, 123–134.

2. Shi, L.; Zhou, H.; Gao, Y.; Lu, J.; Li, Q. Experimental study on the acoustic emission response and permeability evolution of tunnel
lining concrete during deformation and failure. Eur. J. Environ. Civ. Eng. 2020, 26, 3398–3417. [CrossRef]

3. Behera, M.; Bhattacharyya, S.; Minocha, A.; Deoliya, R.; Maiti, S. Recycled aggregate from C&D waste & its use in concrete—A
breakthrough towards sustainability in construction sector: A review. Constr. Build. Mater. 2014, 68, 501–516. [CrossRef]

4. De Larrard, T.; Benboudjema, F.; Colliat, J.-B.; Torrenti, J.M.; Deleruyelle, F. Concrete calcium leaching at variable temperature:
Experimental data and numerical model inverse identification. Comput. Mater. Sci. 2010, 49, 35–45. [CrossRef]

5. Faucon, P.; Le Bescop, P.; Adenot, F.; Bonville, P.; Jacquinot, J.; Pineau, F.; Felix, B. Leaching of cement: Study of the surface layer.
Cem. Concr. Res. 1996, 26, 1707–1715. [CrossRef]

6. Kamali, S.; Gérard, B.; Moranville, M. Modelling the leaching kinetics of cement-based materials—-Influence of materials and
environment. Cem. Concr. Compos. 2003, 25, 451–458. [CrossRef]

7. Li, K.; Li, L. Crack-altered durability properties and performance of structural concretes. Cem. Concr. Res. 2019, 124, 105811.
[CrossRef]

8. Mainguy, M.; Tognazzi, C.; Torrenti, J.M.; Adenot, F. Modelling of leaching in pure cement paste and mortar. Cem. Concr. Res.
2000, 30, 83–90. [CrossRef]

9. Burlion, N.; Bernard, D.; Chen, D. X-ray microtomography: Application to microstructure analysis of a cementitious material
during leaching process. Cem. Concr. Res. 2006, 36, 346–357. [CrossRef]

10. Kamali, S.; Moranville, M.; Leclercq, S. Material and environmental parameter effects on the leaching of cement pastes: Experi-
ments and modelling. Cem. Concr. Res. 2008, 38, 575–585. [CrossRef]

11. Gérard, B.; Le Bellego, C.; Bernard, O. Simplified modelling of calcium leaching of concrete in various environments. Mater.
Struct. 2002, 35, 632–640. [CrossRef]
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Abstract: Droplet train impingement is a fundamental approach to mimic the complicated interactions
between the fluid and the substrate in advanced thermal engineering applications in industry.
Differently from previous studies, the main original contribution of this study is to perform an
inclined droplet train impingement on a non-uniformly heated surface. Ethanol was used as the
liquid for droplet train impingement applications, while glass substrate was selected as the target
surface. The inclined flow angle was 63 degrees. Both optical and thermographic observations were
performed on the target surface by focusing on the droplet impact area. Three experimental sets were
created with the Weber numbers 667.57, 841.90, and 998.01. A surface temperature range was selected
between 85.00 ◦C and 200.00 ◦C, which was above the boiling point of the ethanol. The maximum
spreading length was measured at 0.97 mm at the surface temperature of 82.00 ◦C for the experiment
with the Weber number of 998.01, whilst the minimum spreading length was found at 0.18 mm at
the highest surface temperature for the experiment with the Weber number of 667.57. A uniform
splashing direction was observed above 170.00 ◦C for all experiments, which meant that the sign of
the transition regime appeared.

Keywords: boiling; droplet evaporation; two-phase heat transfer; droplet spreading; thermal imaging;
hydrodynamic patterns

1. Introduction

Droplet impingement onto a target surface is a fundamental approach to mimicking
modern and sophisticated engineering applications in thermal-fluid engineering, such as
thermal management of electronic packaging [1], data center cooling [2], spray cooling
and jet impingement [3,4], fuel spraying [5], and drop-on-demand studies [6,7]. There
are two types of droplet impingement techniques, which are single droplet impingement
and droplet train impingement [8]. Single droplet impingement is the established way to
observe rebounding, oscillation, wettability (on the target surface), the impact of coating,
and the impact of the surface slope and elevation by focusing on the boiling behaviors
related to the heat fluxes, evaporation rate, etc. [9–11]. However, the real interactions
between the liquid and the target surface are more complicated than the represented cases of
single droplet impingement as the liquid flow is continuous and multiple, which results in
different scenarios, such as steady, transient, and pseudo-transient flows. Therefore, droplet
train impingement has a wider perspective to consider the mentioned complex interactions
because it provides multiple and continuous flows on the target surface. Thereby, more
detailed investigations, such as observing the spreading diameter, crown rim formation,
and splashing angle, can be performed [12–14]. Regarding this fact, there is a considerable
amount of work related to droplet train impingement.
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There are two main flow characteristics in droplet train impingement studies: the
Weber number (We) and the Reynolds number (Re). The Weber number is the ratio of
inertia to surface tension. The inertia is defined by the liquid density, characteristic velocity,
and characteristic length. Using the We, the break-up and coalescence of the droplets can
be quantified to help with the parametric settings of experimental studies. The Reynolds
number is the ratio of the inertial forces to viscous forces for quantifying the turbulent
flows. Both We and Re are defined in Equations (1) and (2), respectively.

We =
ρ·ν2·d

σ
(1)

Re =
ρ·ν·d

μ
(2)

where ρ is the liquid density, ν is the surface tension, d is the average diameter of the droplet
in the air, σ is the surface tension of the liquid, and μ is the dynamic viscosity of the liquid.

One of the cornerstones in this area was presented by Yarin and Weiss [8], who
described the experimental behavior of ethanol droplet train impingement on a hot surface
while explaining the theoretical fundamentals of the boiling phenomenon. It was seen
that the experimental results were in good agreement with the defined theory. The reason
behind selecting the ethanol was its lower surface tension and boiling point compared to
water, which made the boiling observation more observable at lower surface temperatures.
However, water is also one of the most preferred liquids in droplet train impingement
studies. Gradeck et al. [15] focused on the surface temperature range of 250.00–675.00 ◦C
to observe the boiling behavior of water droplet train impingement above the Leidenfrost
point. They preferred a very low We value: lower than 30.00. Li et al. [16] also preferred a
low We study, below 200.00, by focusing on the impact of different droplet frequencies and
We values. The impact of frequency was found to be negligible, but changes in the contact
angle and the We values were found to be noteworthy in the boiling trends of water droplet
train impingement. Another low We (<200.00) study was conducted by Dunand et al. [17]
by impinging a water droplet train onto a surface that had a temperature value above the
Leidenfrost point. Besides the hydrodynamic trends (e.g., splashing, crater formation, etc.),
the temperature field was also observed via a thermographic camera within the impinging
area and for the splashed droplets. That study was one of the first works aimed at the
combined investigation of the thermal and hydrodynamic behaviors of a droplet train.

HFE-7100 is another preferred liquid in droplet train applications as it is widely used in
the thermal management of electronic packaging and data center cooling, where the droplet
train impingement method can closely mimic the heat transfer characteristics. Zhang et al.
carried out single droplet train [18] and multiple droplet train [19] impingement studies to
observe the crater and crown formation together. In a single droplet train impingement
study with a We range of 270.00–600.00 [18], they were able to improve the given theory by
Yarin and Weiss [8] by adding the velocity distribution and the liquid film thickness, which
became more prominent at higher We values, into the theory. In the multiple droplet train
impingement study [19], the surface temperature was lower than the boiling point, and
the main focus was the hydrodynamic patterns of the multiple droplet train. Considering
that each train impingement created a unique crater, a hump was observed between
craters. The heat transfer rate increased when the spacing between the craters became
greater. The heat transfer rate calculations were performed by analyzing the thermographic
camera data. When the number of droplet trains increased from two to six, hydrodynamic
pattern observation became more difficult as the supplied liquid amount significantly
increased. The main outcome was that the global heat transfer rate increased by raising
the spacing between the craters, whilst the local heat transfer rate showed the opposite
trends in hexagonal-arranged droplet train studies. In the We range of 262.00–850.00,
droplet train impingement studies were performed with high-frequency values [20,21]. It
was deduced that the droplets produced radial momentum; hereby, the maximum heat
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transfer rate was observed in the crown propagation region. Compared to low-frequency
and low-We studies, the high-frequency and high-We experiments have more complicated
hydrodynamic trends and droplet–surface interactions. Thermal investigations were not
only performed with thermographic cameras but also with numerical studies. Trujillo
et al. [22,23] presented a numerical model for thermal boundary layer analysis during the
droplet train impingement of HFE-7100. Computational simulations were designed for We
values below 300.00, and the main focus was a better understanding of heat transfer trends.
The numerical simulations showed that the crater walls behaved like barriers between the
inside and outside regions of the crater, where the inside region had a higher heat transfer
rate. Additionally, it was obtained that the heat transfer was a single-phase mechanism
between the wall surface and the accumulated liquid (also called liquid film) at the current
conditions. The increase in the surface temperature can provide a two-phase heat transfer
mechanism between the wall surface and the liquid film.

In addition to the above-mentioned efforts, several studies were performed in our
research group via water and ethanol droplet train impingement setups. Liu et al. [24–26]
applied water droplet train impingement on a hot surface up to 246.00 ◦C for observing
the spreading diameter, splashing angles, and jumps of the secondary droplets on the
target surface. Another study by Liu et al. [27] developed a statistical analysis approach
for the main droplet and the splashed droplets from the hot surface. Kanbur et al. [28,29]
observed the transient hydrodynamic patterns of ethanol droplet train impingement at
high-We values. They defined the spreading diameter and the splashing angle trends on a
glass surface during the transient period. Shen et al. [30] also applied ethanol droplet train
impingement, but the main focus was to see the impact of a nanotube coating on a titanium
surface under steady conditions. The vast majority of those studies were vertical water
droplet train impingement studies, except for a small section in Ref. [26] that applied the
droplet train with three different impact angles. It was seen that there were no significant
changes in the spreading diameter when the impact angles changed, but the decrease
in the impact angle increased the splashing angle and made the splashing phenomenon
observable even at high surface temperatures. Recently, Kanbur et al. [31,32] experimentally
observed the hydrodynamic patterns and thermal gradients of inclined ethanol droplet
train impingement on an aluminum target surface and then compared it with the gradients
on a glass surface. It was inferred that the aluminum surface had a significantly better
evaporation rate than the glass surface, so that the thermal gradients were more uniform on
the aluminum surface as the thermal conductivity of aluminum is dramatically higher than
the thermal conductivity of glass, which also provided smaller spreading lengths. In those
studies [31,32], the aim was also to create a non-uniform temperature distribution on a hot
aluminum surface before the impingement, but it was not very successful as the aluminum
had a very high thermal conductivity and therefore the surface quickly became uniform.

Following recent trends and applications in the area, the main contribution of this
study is to create a temperature non-uniformity on the target surface by investigating
the hydrodynamic patterns and the thermal gradients when droplet train impingement
is applied with an inclined flow at steady conditions. The following contributions can
be given as follows: (i) inclined ethanol droplet train impingement is applied with three
different We values at high frequency, which has not been performed previously as far as
we know; (ii) hydrodynamic patterns and thermal gradients are observed at the same time
using an optical camera and a thermographic camera together; (iii) a small temperature
gradient is achieved on the glass surface before the impingement, which is preferred
because many real applications have temperature non-uniformity on the target surface.

2. Experimental Setup

A simplified view of the experimental setup is shown in Figure 1. The ethanol liquid
was stored in a stainless-steel tank. It was pressurized via a compressed air stream up
to 10 bar. In the experiments, compressed air with a pressure of 2 bar was used to send
the ethanol (purity ≥ 99.9%; density 789.00 kg/m3; surface tension 0.022 N/m; dynamic
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viscosity 0.012 Pa·s; saturation temperature 78.40 ◦C, Sigma-Aldrich, St. Louis, MO, USA)
from the tank to the droplet generator. A flow meter and a temperature sensor were located
between the droplet generator and the tank to continuously measure the flow rate and the
temperature. The ethanol temperature was kept constant at 26.00 ◦C, which was also the
room temperature where the experiments were conducted. The droplet generator (FMP
Technology GmbH, Erlangen, Germany) was coupled with a piezoelectric element that
was connected to a function generator. The generated high frequencies in the generator
produced successive ethanol droplets from the coupled droplet generator–piezoelectric
element component. The nozzle part of the droplet generator was stainless-steel, and the
size of the generated droplet was controlled by an orifice-like element called a pinhole.
Different from previous studies in the literature, the droplet train impinged on the surface
with an incline of 63.00 degrees. The inclined droplet train impingement process became
steady after the first 100 ms. A glass substrate was selected as a target surface because there
are a considerable amount of engineering cases where the ethanol and the glass are coupled
as the liquid and the surface [28–30]. The inclined droplet train impinged on a single point,
where it behaved like a point heat sink in the experiments. The droplet impact area and the
inclined flow direction are also shown in Figure 1.
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Figure 1. Simplified schematic of the experimental setup.

Furthermore, to create a temperature gradient on the target surface, the glass was
heated from one side while the other side was open to the ambient environment. There
was no uniform temperature on the glass surface, which was one of our main goals, as
temperature gradients on the target surface are a reality in many engineering applications.
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The heating of the glass was performed by using a copper block with a cartridge heater
inside. The copper block was well insulated. The impingement was monitored via an opti-
cal camera (Phantom V711, 1024 × 512 resolution, images with 14,000 frames per second,
1 μs exposure time, and Canon MP-E 65 lens with 2× magnification) and a thermographic
camera (ImageIR® 8300, Infratech, Dresden, Germany, 640 × 512 resolution) at the same
time. It is worth noting that the thermographic camera was not a high-speed camera, unlike
the optical camera, so the optical camera recorded the video while the thermographic
camera captured images when the impingement point (on the surface) reached the target
temperature. To collect accurate surface temperature data on the glass surface, the bottom
side of the glass was covered with black tape, which minimized the reflection. Additionally,
focusing on the droplet train impingement point, the temperature data were collected
via the thermographic camera and a thermocouple; the temperature values were then
compared to each other to avoid misreading and minimize uncertainty. The thermographic
camera was calibrated before using it in the experiments. For the experimental investi-
gation, the spreading length and the splashing angle were selected as the main focuses.
When the droplet train impinged onto the target surface, an impact area (crater region)
occurred. In vertical droplet train impingement studies, that area can be characterized
by the spreading diameter as the impact area has a circular shape [28,29,33]. However, in
the inclined flows, the impact area becomes more elliptical so that the spreading length is
preferred to characterize the impact of the droplet train [31,32]. In addition, a splashing
phenomena occurs when the surface energy levels become high enough; thus, splashing
trends are also focused on in this study. Both the spreading length and the splashing can be
seen in Figure 1. Following the experimental procedure, three different droplet trains were
generated; each train type was titled as a unique experiment (Exp.), and their characteristics
can be seen in Table 1.

Table 1. Droplet train characteristics.

Parameters Experiment I Experiment II Experiment III

Pinhole diameter (D0) 75.00 μm 100.00 μm 150.00 μm
Droplet diameter in air (d) 0.14 mm 0.17 mm 0.20 mm
Mean droplet spacing (l) 0.47 mm 0.47 mm 0.46 mm
Droplet velocity (ϑ) 11.52 m/s 11.85 m/s 11.70 m/s
Frequency (f) 24.77 kHz 25.12 kHz 25.46 kHz
Weber number (We) 667.57 841.90 998.01

Image and Data Analysis

The experimental setup provided two different media: (i) a video record of the droplet
train impingement using an optical camera and (ii) a thermal image of the moment the
droplet train impinged on the target surface at the desired surface temperature. In the
study, an experimental investigation was performed with a surface temperature of 85.00 ◦C
to 200.00 ◦C. Unlike the previous works performed at uniform surface temperatures, the
current study aimed to create a thermal gradient on the target surface by heating the glass
only from one side while the other side was open to the environment. Hence, the above-
mentioned surface temperature term refers to the surface temperature at the droplet train
impact point, which created an impact area (crater formation) around it. The procedure of
image and data analysis is illustrated in Figure 2.
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Figure 2. Image and data analysis steps of the study.

The main steps of the procedure are explained as follows: once the temperature at
the impact point reached more than the target temperature (e.g., 85.00 ◦C, 110.00 ◦C), the
thermographic camera captured a thermal image. In parallel to this, the corresponding
optical camera view was captured from the recorded video at the same time. The optical
camera images allowed us to measure the spreading length and observe the existence
of the splashing phenomenon, whilst the thermal images presented the changes in the
temperature gradient and the impact of the droplet train on the target surface. The ther-
mographic camera defined the surface with 640 × 512 pixels, which was equal to the
thermographic camera resolution. Each pixel had a temperature value, and all pixel data
were transferred to the MATLAB environment for pixel-based thermal gradient analysis. In
the thermographic analysis, we realized that the temperature value at each pixel point was
not exactly the same as in the repeated experiment, although the experimental conditions
were exactly the same. The deviation for each pixel-based temperature was found to be
nearly (and sometimes above) 5% between the performed and the repeated experiments.
In the current study, we aimed to observe the deviation of 1% for pixel-based temperature
values, but surface temperatures did not provide the desired deviation value. To overcome
this in future works, some potential solutions are given in the last paragraph of the Results
and Discussion section. In the MATLAB environment, each pixel-based temperature corre-
sponded to an element in a 640 × 512 matrix, therefore we were able to analyze, measure,
and plot the thermographic data. Similar to the thermographic observations, the captured
image from the recorded video was analyzed in the MATLAB environment for measuring
the spreading length. In addition to the experimental procedure, it is worth noting that the
observed surface temperature values were different from one another between Exp. I, II,
and III due to the fact that the thermal image was manually captured (via hand), while the
optical image was easily captured thanks to its high time frame value (14,000 frames per
second). Although we tried to capture the thermal images at the same surface temperatures
for each experimental set (e.g., 85.00 ◦C, 110.00 ◦C, 140.00 ◦C, 170.00 ◦C, 185.00 ◦C, and
200.00 ◦C), we could not catch the desired surface temperature due to the rapid changes in
temperature values at the droplet impact point. Nevertheless, the obtained temperature
values were sufficient to plot the spreading length trends for boiling investigation. Table 2
presents the obtained surface temperature values for the experimental sets. Optical and
thermal images were collected for some of the obtained surface temperature values for
observational analysis.
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Table 2. The obtained surface temperature values for each experimental set.

Experiment I Experiment II Experiment III

87.00 ◦C 92.00 ◦C 95.00 ◦C
104.00 ◦C 96.00 ◦C 109.00 ◦C
120.00 ◦C 114.00 ◦C 120.00 ◦C
125.00 ◦C 118.00 ◦C 136.00 ◦C
132.00 ◦C 132.00 ◦C 155.00 ◦C
140.50 ◦C 142.50 ◦C 163.00 ◦C
149.00 ◦C 151.00 ◦C 174.50 ◦C
154.00 ◦C 160.00 ◦C 181.00 ◦C
158.00 ◦C 168.00 ◦C 185.00 ◦C
168.00 ◦C 177.00 ◦C 188.00 ◦C
172.50 ◦C 193.00 ◦C 194.00 ◦C
185.00 ◦C 200.00 ◦C

3. Results and Discussion

The optical images of droplet train impingement between the surface temperatures of
85.00 ◦C and 115.00 ◦C are shown for Experiments I–III in Figure 3. For all experimental
sets, liquid pool accumulations were observed around the droplet impact area and were
mostly opposite the inclined droplet train direction. The minimum accumulated liquid pool
was seen for Experiment I, which had the lowest Weber number and the lowest droplet
diameter and pinhole diameter (see Table 1). When the droplet diameter and Weber number
increased, the accumulated liquid pool became more chaotic and difficult to observe, which
was in agreement with the outcomes of Refs. [20,21]. Additionally, the crater wall became
more visible at higher Weber numbers.

Figure 3. Steady-state hydrodynamic patterns of ethanol droplet train impingement on the target
glass surface at different Weber numbers for the surface temperature values of 85.00 ◦C to 115.00 ◦C.

The first row of Figure 3 represents the lower surface temperature values when
compared to the second row. Compared to the lower surface temperatures, the volume of
the accumulated liquid pool was slightly smaller at higher surface temperature values. The
reason behind that observation is the energy balance on the target glass surface. That is,
if the droplet impinging on the surface had a lower temperature value than the ethanol
boiling point, the mass of the supplied ethanol (via droplet impingement) would be equal to
the mass of the accumulated liquid on the target surface. Because the surface temperature
values were higher than the ethanol boiling point, there was a certain amount of ethanol
evaporation from the surface. Following this, the mass and energy balance show that the
supplied ethanol rate was equal to the sum of the evaporated ethanol and the accumulated
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liquid on the target surface. Nevertheless, Figure 3 infers that the evaporation rate was
small at the observed surface temperature values; hence, the accumulated liquid pool was
large for all experimental sets. The accumulated pool formation and the impact of the Weber
number and droplet diameter (in the air) were also observed during the thermographic
analysis, as shown in Figure 4.

 

Figure 4. Steady-state thermographic images of ethanol droplet train impingement on the target
glass surface at different Weber numbers for the surface temperature values of 85.00 ◦C to 115.00 ◦C.

Figure 4 shows that a smaller droplet diameter has a smaller impact area, which
is in good agreement with the observed hydrodynamic patterns in Figure 3; therefore,
it cooled down a limited area around and resulted in a higher thermal gradient on the
surface. In real applications, to overcome high thermal gradients, the number of droplet
trains should be increased, as also observed in Ref. [19]. In parallel to the discussion in
Figure 3, the accumulated liquid pool became smaller at higher surface temperature values
for all the experimental sets. Moreover, as also shown in Figure 3, the accumulated liquid
flow was more chaotic at higher Weber numbers. In addition, similar to the outcomes in
Refs. [22,23], thermographic images showed that the crater walls behaved like barriers
between the inside and outside regions of the droplet impact area, which most probably
resulted in different heat transfer coefficients in those regions. Figure 5 shows the steady-
state hydrodynamic patterns of ethanol train impingements at higher surface temperature
values: from 135.00 ◦C to 200.00 ◦C.

Compared to the lower surface temperature values in Figure 3, it can be clearly seen
that the spreading length became smaller, and the volume of the accumulated ethanol
liquid decreased at higher surface temperatures. The reason for this is related to the
increment in the surface energy level of the glass, which resulted in a higher evaporation
rate and therefore a smaller droplet impact area for all Weber number cases. Unlike (i) the
vertical droplet train impingement studies that had Weber numbers higher than 1100 [28,29]
and (ii) the inclined droplet train impingement studies at similar Weber numbers but on
the aluminum surface that had significantly higher thermal conductivity than the glass,
nucleate bubbles, which represents the nucleate boiling regime, were not observed near the
droplet impact area. The reason for this might be the lower thermal conductivity value of
the glass substrate, which was not able to provide sufficiently high surface energy levels,
even though the surface temperatures were close to the inclined droplet train impingement
on the aluminum surface [31]. The low thermal conductivity inherently affected the surface
energy level so that the existing accumulated liquid prevented the formation of nucleate
bubbles. Figure 5 also presents non-uniformly splashed microdroplets from the crown
of the droplet impact area in the first row (surface temperatures of 136.00–142.00 ◦C).
When the splashed droplets are observed, it can be assumed that the surface energy
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level was significantly high enough to break the main droplet into microdroplets from its
crown. It must be noted that the nucleate bubbles were not observed in this range, unlike
the vertical droplet train impingement studies [28,29]. The reason for this might be the
above-mentioned facts: the glass substrate had lower thermal conductivity, and thus the
accumulated ethanol droplet was in the opposite direction to the inclined flow.

 

Figure 5. Steady-state hydrodynamic patterns of ethanol droplet train impingement on the target
glass surface at different Weber numbers for the surface temperature values of 135.00 ◦C to 200.00 ◦C.
A Supplementary Material (Video S1) can be seen as well.

By increasing the surface temperature above 170.00 ◦C, it was seen that the splashed
microdroplets had a uniform direction opposite to the inclined flow direction. As already
stated in Refs. [25,28,29,31], observing the splashing in a single direction can be assumed
to be a sign of the transition regime. However, differently from previous ethanol droplet
train impingement works [28,29,31], the splashing angle was slightly higher than zero and
the increment/decrement in the angle value was negligible when the surface temperature
continued to increase up to 200.00 ◦C; thus, we were not able to detect the exact initial
moment of the transition regime. Therefore, it can be said that the nucleate boiling was in
the surface temperature range of 100.00–135.00 ◦C, whereas the sign of the transition regime
and the transition regime were observed in the temperature range of 170.00 ◦C–200.00 ◦C. To
better visualize the flow trends, Figure 6 projects the thermographic camera measurements
from the surface temperature of 135.00 ◦C to 200.00 ◦C.

Thermographic images support the observations performed in Figure 5, which stated
that the spreading length became smaller by the rising of the surface temperature for all
experiments. It was also seen that the crater wall continued to behave like a barrier between
the inside and outside regions of the droplet impact area. Compared to the thermographic
observations in Figure 4, the amount of accumulated liquid was notably decreased due to
the high energy level and the high temperature of the surface, which provided a higher
evaporation rate. At high temperatures, especially above 170.00 ◦C, which corresponded
to the sign of transition regime referring to Figure 5, it was observed that Experiment I
(minimum droplet diameter and Weber number) had a very local cooling impact on the
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plate, while greater Weber numbers (Experiments II and III) achieved a larger impact area
that can be considered as a heat sink.

Figure 6. Steady-state thermographic images of ethanol droplet train impingement on the target
glass surface at different Weber numbers for the surface temperature values of 135.00 ◦C to 200.00 ◦C.

Hydrodynamic pattern evaluation allowed us to measure the spreading length of the
droplet impact areas via optical camera images. Figure 7a shows the measured spreading
length values of Experiments I–III. Apart from the experiments above the boiling point of
ethanol, an additional experiment was performed for surface temperature lower than the
ethanol boiling point to see the spreading length before the boiling step. For Experiments I,
II, and III, the lowest surface temperatures were 68.00 ◦C, 69.50 ◦C, and 76.00 ◦C, with the
corresponding spreading length values of 0.38 mm, 0.59 mm, and 1.19 mm, respectively.
When the surface temperature was increased above the ethanol boiling point, there was a
notable decrement with the ratio of 15.67%, 10.77%, and 18.32% for Experiments I–III, respec-
tively. The measured decrements showed the importance of substrate surface temperature
when it was higher than the boiling point of the liquid compared to the operations below the
boiling point. The decrease of the spreading length continued with the rising of the surface
temperature, as observed in Figures 3–6, which supports the reason given due to the thermal
energy balance between the supplied ethanol liquid and the surface energy level of the
glass. From the surface temperature range of 85.00–90.00 ◦C to 140.00 ◦C, the decrease in the
spreading length was found to be nearly 30.00% for all the experiments. From the surface
temperature of 140.00 ◦C to 172.50 ◦C, the spreading length did not change significantly,
but it fluctuated in Experiment I (Weber number of 667.57). Considering the fact that the
increase in surface temperature provided a high surface energy level that meant a high
evaporation rate, the splashed microdroplets might balance the thermal energy between
the surface and the supplied liquid ethanol; therefore, the spreading length fluctuated in a
specific range of 0.20–0.22 mm but did not decrease until a surface temperature of 172.50 ◦C.
However, for the surface temperature of 172.50 ◦C to 185.00 ◦C, which was most probably
in the transition regime regarding the discussion in Figure 5, the spreading length decreased
from 0.20 mm to 0.18 mm.

88



Fluids 2022, 7, 229

 

Figure 7. Spreading length measurements of (a) Experiments I–III and (b) comparative cases of
Experiment I of this study and another study from Ref. [31].

For other experiments (Experiments I and II), the spreading length decreased continu-
ously without any fluctuation, which indicated the micro-splashed droplets were not able
to achieve the thermal balance between the supplied ethanol liquid and the glass surface.
The minimum spreading lengths were 0.26 mm and 0.30 mm for Experiments II and III,
respectively. The comparative spreading length analysis among different Weber numbers
deduced that the glass surface temperature was critical for observing different boiling
behaviors, but it was not the only critical factor because the supplied ethanol rate was
also critical for manipulating the boiling behaviors at different (higher or lower) surface
temperature values.

In addition to the current discussion, Figure 7b compares the spreading length values
of two different experiments with very close Weber numbers to each other: (i) Experiment
I of this study, and (ii) an inclined ethanol droplet train impingement (with the same
angle) on an aluminum surface in Ref. [31]. The experiment in Ref. [31] was performed
with a pinhole diameter of 100 μm, which is the same diameter as Experiment II, but
the Weber number is close to Experiment I of the current study. When the spreading
lengths of Experiments I and II are compared in Figure 7a, it can be seen that the greater
pinhole diameter generated a higher ethanol liquid supply on the surface, which affected
the evaporation behaviors and the accumulated liquid on the target surface; this can also
be seen in Figures 3–6. However, Figure 7b shows that the spreading length values of the
droplet train impingement in Ref. [31] were very close to the spreading length values of
Experiment I of the current study, although the experiment in Ref. [31] had higher supplied
ethanol liquid on the surface. To this end, it can be said that the higher thermal conductivity
of the substrate significantly improves the evaporation rate and the boiling performance,
which has also been discussed in Figure 5 above.

Following the given discussions above, the main limitations and potential future
improvements can be mentioned. One of the main limitations is related to the experimental
conditions. In the current work, we wanted to work with a non-uniformly heated surface,
so the glass substrate was heated from a single side while the other side was open to the
environment. A temperature gradient was achieved, but the repeated experiments (for each
experimental set, Exp. I, II, or III) showed that the pixel-based temperature values were
not the same in the repeated experiments, and the deviation between them was above 5%,
whilst we preferred a deviation of 1% from the point of view of accuracy. To overcome this
limitation, a better thermographic camera resolution could be used, or the target of thermal
gradient creation could be sacrificed and the glass substrate uniformly heated by the heater
block in Figure 1. Another limitation is the strong accumulated liquid flow in the opposite
direction of the inclined ethanol flow, which made observation of the droplet impact area
difficult, especially for higher Weber numbers. By decreasing the Weber number values, the
boiling behaviors near the droplet impact area can be observed, or the inclined flow angle
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could be changed to higher values (closer to 90 degrees represents the vertical droplet train
impingement). Alternatively, without changing the thermographic camera resolution or
the inclined flow angle, a substrate with better thermal conductivity (such as aluminum in
Ref. [32]) could be preferred; however, it must be noted that substrates with higher thermal
conductivity can rapidly reach the uniform temperature distribution, and that can block the
purpose of investigating the non-uniformly heated surface. Besides the limitations and their
potential solutions, near-future insights could be related to the efficient and smart analysis
of the camera data, particularly for thermographic camera images. Our recent works [7,33]
showed that both thermal and optical images and videos can be used to analyze and
predict the future steps of the flow (via extrapolation). For the current case, thermographic
image-related extrapolation studies could be performed, but the hydrodynamic-related
images will most probably need additional effort due to the moving pixels related to the
droplet train movements before impinging the surface.

4. Conclusions

The presented study aimed to observe the hydrodynamic patterns of inclined ethanol
droplet train impingement on a non-uniformly heated surface while a thermographic
camera collected the thermal gradients of the moment the droplet impact area was formed
in steady conditions. To create a non-uniform temperature distribution, a glass substrate
was selected and heated on a single side while the other side was open to the environment.
The inclined flow angle was adjusted to 63 degrees. Three different experimental sets were
designed with the Weber numbers 667.57, 841.90, and 998.01. The glass substrate was
heated up to 200.00 ◦C. The main conclusions are given as follows:

• Crater walls around the droplet impact area became more visible while the accumu-
lated liquid pool was more chaotic when raising the Weber number.

• The spreading length decreased by the raising of the surface temperature for the
Weber numbers of 841.90 and 998.01. However, a decrement was observed until a
surface temperature of 172.50 ◦C, then the spreading length fluctuated until the surface
temperature reached 180.00 ◦C for the experiment with the Weber number of 667.57.
The splashed micro droplets from the crown rim of the droplet impact area might have
achieved the thermal energy balance between the surface and the supplied ethanol
liquid so that the spreading length fluctuated instead of there being a continuous
decrement at the Weber number of 667.57. To highlight this speculative understanding,
future works should focus on surface temperatures with smaller temperature intervals.

• Non-uniform splashing was observed at the surface temperature values of 135.00–142.00 ◦C,
which showed that the nucleate bubbles were not able to be seen due to the strong
flow of the accumulated liquid in the opposite direction to the inclined flow. In future
works, experiments with lower Weber numbers could be carried out to observe the
nucleate bubbles.

• Signs of the transition regime started to be observed from a surface temperature of
170.00 ◦C by observing the splashed microdroplets in a single direction. The splashing
angle did not change significantly when the surface temperature increased to 200.00 ◦C;
therefore, no exact temperature value was found to define the start of the transition
regime. Smaller surface temperature intervals and/or experiments with low Weber
numbers could be useful ways to detect this in the future.

• Thermographic images showed that the crater walls created a barrier between the
inside and outside of the droplet impact area, which can affect the heat transfer
coefficients in those regions. More detailed works could be carried out via better
thermographic resolutions at lower Weber number values or numerical studies that
can be performed under transient conditions.

• The greatest spreading length was found at 0.97 mm for the experiment with the
Weber number of 998.01, while the minimum one was measured at 0.18 mm for the
experiment with the Weber number of 667.57, when the surface temperatures ranged
between 85.00 ◦C and 200.00 ◦C.
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Future works could focus on the fundamental relationship between the droplet impact
area and the target surface by considering the spreading length, splashed droplet, and
crater wall formation by applying experimental and computational (computational fluid
dynamics and/or molecular dynamic simulations) approaches. Additionally, parametric
studies using different liquid types (water, HFE-7100, etc.), various flow angles, and surface
materials could be performed.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/fluids7070229/s1, Video S1: Inclined droplet train impingement
on the target surface at the surface temperature of 141 ◦C and the Weber number of 667.57.
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Abstract: Viscoelastic liquid sheet of couple-stress type streaming with relative motion into an
inviscid gas through porous molium is studied theoretically and quantitatively in this project. To
derive the differential equations that describe liquids, gases, and the electric field, we linearized the
governing equations of motion and continuity, Maxwell’s equations in quasi-static approximation,
and the appropriate boundary conditions at the two interfaces. Then we used the normal mode
method. It was demonstrated analytically that the solutions to these differential equations can be
found for both symmetric and antisymmetric disturbances, respectively. We could not obtain an
explicit form of the growth rates since we could not solve the dispersion relations for both situations
because they were obtained in highly complex forms. The Mathematica program is used to solve
the dimensionless forms of the dispersion relations numerically using Gaster’s theorem. Various
influences on the stability analysis of the considered system have been studied in detail, and it is
determined that the system in the presence of a porous material is more unstable than it would be
otherwise. In a two-dimensional system, the antisymmetric disturbance case is found to be more
unstable than the corresponding symmetric disturbance situation. Some characteristics, such as Wabe
number, Ohnesorge number, and electric field, have destabilizing effects, whereas others, such as
porosity, medium permeability, viscoelasticity parameter, gas-to-liquid viscosity ratio, and dielachic
constants, have stabilizing effects. Finally, it is discovered that the gas-to-liquid velocity ratio plays a
dual role in the stability condition depending on whether the gas-to-liquid velocity ratio U ≶ 1. In
the past, we have only found evidence of very few previous studies.

Keywords: hydrodynamic stability; electrohydrodynamics; liquid sheet; couple-stress flunds; flows
through porous medium

1. Introduction

The instability of a thin liquid sheet has been extensively investigated in the past and
is of great scientific and technological value. In relation to the process of atomization, it
was studied by Squire [1], Hagerty and Shea [2], Dombrowski and Johns [3], and Li and
Tankin [4] on the stability and breakup process of thin liquid sheets. An inviscid liquid
sheet in a stationary inviscid gas medium was studied by Squire [1]. If the Weber number
(We) is greater than one, he found that instability arises. Antisymmetric and symmetric
waves are the only two types of waves that Hagerty and Shea [2] found to exist at any given
frequency. Researchers discovered that antisymmetric waves have a higher growth rate
than their symmetric counterparts. Dombrowski and Johns [3] were the first to investigate
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the instability of viscous liquid sheets and derive a drop-size relation that showed to be
in good agreement with experimental results. They based some of their conclusions on a
few educated guesses. Li and Tanken [4] found that the viscosity of a viscous liquid sheet
moving in an inviscid gas is complicated at small wave numbers because the dispersion
curve exhibits two local maxima, one corresponding to aerodynamic instability, and the
other is viscosity enhanced.

Several practical applications rely on the ability of a liquid sheet to fragment into
minute droplets when ejected into a gaseous medium, including spray painting and inkjet
printing, as well as gas turbine and liquid rocket motors and oil burners [5]. Understanding
how liquid sheets become unstable and break up is important both for science and industry.
There are a wide variety of uses for this technology, and books about it tend to focus on a
single application. Examples include Lefebvre [6], Yarin [7], and Lin [8], all of which deal
with non-Newtonian fluids, as well as Lefebvre’s book on internal combustion and Lin’s
book on liquid sheet and liquid jet breaking up. The review article by Dasgupta et al. [9]
provides an excellent overview of the issue.

For practical reasons, electrohydrodynamics is an essential branch of fluid mechanics
that studies the interactions between electric and hydrodynamic forces. Hydrodynamic
motion and electric phenomena are linked in this manner. Consequently, the electrohy-
drodynamic equations of motion can be split into two groups: hydrodynamic equations
and electrical fields-equation sets. The boundary conditions for these equations are also
influenced by their connection. The electro-fluid dynamics of biological systems, liquid
ejection in zero gravity environments, and liquid and gas insulation studies are all examples
of electrohydrodynamics applications. Due to the complexity of the fluid-elastic interac-
tion in the presence of an electric field, few results are known about the instability and
breakup of electrohydrodynamic non-Newtonian liquid sheets, which is why new work
on the fundamental electrohydrodynamic phenomena involving non-Newtonian fluids is
increasingly needed [10–13]. Melcher [14] provides an overview of electrohydrodynamics
that includes numerous references to recent advances in the subject.

Couple-stress fluids are becoming increasingly important in current technology and
industry, making further study of these fluids desirable. Couple-stress fluids were first
proposed by Stokes [15]. The study of the lubricating mechanics of synovial joints, a topic
of current scientific inquiry, makes use of such fluids. Since the long chain hyaluronic acid
molecules in synovial fluid are discovered as additive, this theory states that fluids with
very large molecules exhibit noticeable magnitudes of Couple-stress [16–22]. In recent years,
there has been a lot of interest in figuring out how non-Newtonian fluids flowing through
porous media are affected by Couple-stress effects. The authors of [23–27] indicated an
increased interest in the possibilities of boosting oil recovery efficiency from water flooding
projects by mobility control with non-Newtonian displacing fluids in this area. It is also
important to note that the flow through porous media is of interest to petroleum engineers
and geophysical dynamicists; for example see refs. [28,29]. The present work hopes to
provide a foundation for further investigations of the instability and breakup of viscoelastic
liquid sheets in the presence of electric fields [30,31].

Electrohydrodynamic time instability of viscoelastic liquid sheet streaming with rela-
tive motion into an ambient inviscid gas through porous material is the focus of this paper.
For both antisymmetric and symmetric disturbances, the three-dimensional dispersion
relations in non-dimensional form have been established using complex forms. To the
best of our knowledge, this subject has never been explored before, and certain limiting
examples of prior efforts are found in the literature. Using a novel numerical technique to
see the impacts of various parameters on the stability of the system, stability analysis and
discussion are provided in this article’s concluding remarks section.

2. Formulation and Perturbation Equations

We consider a viscoelastic dielectric liquid sheet of couple-stress type whose thickness
is 2a that issues from a nozzle at a velocity U0l and has a density ρl , pressure pl , dielectric
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constant εl , kinematic viscosity vl(= μl/ρl), and kinematic viscoelasticity v′l
(
= μ′

l/ρl
)
,

where μl and μ′
l are the dynamic viscosity and dynamic viscoelasticity, respectively. This

liquid sheet is surrounded by a moving inviscid dielectric gas whose velocity is U0g and
has a density ρg, pressure pg, dielectric constant εg and kinematic viscosity νg, as shown
in Figure 1. The whole system is influenced by the presence of an electric field E0 parallel
to the interfaces y = ±a, and streaming through a porous medium whose porosity is ε,
and whose permeability is k1.

Figure 1. Description of the system for (a) Symmetric and (b) Antisymmetric disturbances.

The governing equations in three-dimensional Cartesian coordinates are the equation
of continuity, Navier–Stokes equation of motion, and Maxwell’s equations in both liquid
and gas media defined by [32,33]
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∇× Ej = 0 (10)

Maxwell’s equations of motion are used to derive Equations (9) and (10) by assuming
that the quasi-static approximation is applicable in this problem, and so the electric field Ej
can be calculated from the gradient of a scalar electric potential ψj. The subscripts (j = l, g)
signify the liquid sheet and the gas.
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The flow has been divided into a steady flow and a time dependent perturbation.
The total electric field will be defined as Ej = E0i −∇ψj, then Equation (9) indicates that
electric potentials ψj in the two regions satisfy the following Laplace’s equations

∇2ψj = 0 (11)

Let u1j, v1j, w1j, p1j, and ψ1j where (j = l, g), denote perturbations in the fluid velocity
components u0j, v0j, w0j, the pressure p0j, and the electric potentials ψ0j. Hence, we also
can write

uj = u0j + u1j, vj = v1j, wj = w1j, pj = p0j + p1j and ψj = ψ0j + ψ1j

Substituting for the above quantities into Equations (1)–(8), and (11), we obtain the
following perturbed equations in the liquid sheet medium
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and in the gas region as
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∂t
+ U0g

∂v1g

∂x
+

ε2vg

k1
v1g

]
= − 1

ρg

∂p1g

∂y
(18)

1
ε2

[
ε

∂v1g

∂t
+ U0g

∂v1g

∂x
+

ε2vg

k1
w1g

]
= − 1

ρg

∂p1g

∂z
(19)

Together with the electric potential equations in both regions

∇2ψ1l = 0 and ∇2ψ1g = 0 (20)

3. Normal Modes Analysis and Solutions

We seek solutions to Equations (13)–(20) in the liquid and gas medium whose
dependency on x, y, z, and t is of the type [34] to analyze the disturbance into normal
modes analysis

(u1l , v1l , w1l , p1l , ψ1l) = (Ul , Vl , Wl , Pl , Ψl) exp[i(kx + nz) + ωt] (21)(
u1g, v1g, w1g, p1g, ψ1g

)
=
(
Ug, Vg, Wg, Pg, Ψg

)
exp[i(kx + nz) + ωt] (22)

where Ul , Vl , Wl , Pl , Ψl and Ug, Vg, Wg, Pg, Ψg are functions of y only; k and n are the wave
numbers in the x and z, respectively, and ω = ωr + iωi is the complex frequency.

The interface displacement is given by

η = η0 exp[i(kx + nz) + ωt] (23)
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Substituting Equations (21) and (22) into Equations (13)–(20), we obtain in the liquid
sheet medium the equation

ikUl + DVl + inWl = 0 (24){
(εω + ikU0l) +

ε2

k1

[
vl − v′l

(
D2 − m2

)]}
Ul = − ε2

ρl
(ikPl) (25){

(εω + ikU0l) +
ε2

k1

[
vl − v′l

(
D2 − m2

)]}
Vl = − ε2

ρl
(DPl) (26){

(εω + ikU0l) +
ε2

k1

[
vl − v′l

(
D2 − m2

)]}
Wl = − ε2

ρl
(inPl) (27)(

D2 − m2
)

Ψl = 0 (28)

where m2 = k2 + n2. Similarly, in the gas medium we obtain the following equations

ikUg + DVg + inWg = 0 (29)[(
εω + ikU0g

)
+

ε2vg

k1

]
Ug = − ε2

ρl

(
ikPg

)
(30)

[(
εω + ikU0g

)
+

ε2vg

k1

]
Vg = − ε2

ρl

(
DPg

)
(31)

[(
εω + ikU0g

)
+

ε2vg

k1

]
Wg = − ε2

ρl

(
inPg

)
(32)

(
D2 − m2

)
Ψg = 0 (33)

Multiplying Equation (25) by ik, operate by the operator D on Equation (26), multiply
Equation (27) by in, and add the obtained three equations. Afterwards, using Equation (24),
we obtain (

D2 − m2
)

Pl = 0 (34)

The solution of Equation (34) is given by

p1l =
[
C1emy + C2e−my] exp[i(kx + nz) + ωt] (35)

where C1 and C2 are constants of integration to be determined. Then, we can write
Equation (25) can be written in the form(

D2 − s2
)

Ul =
ikk1

ρlv′l

(
C1emy + C2e−my) (36)

where

s2 = m2 +
k1(εω + ikUol) + ε2vl

ε2v′l
(37)

Hence, the general solution of nonhomogeneous differential Equation (36) is given by

u1l =

[
C3esy + C4e−sy +

ikk1

ρlv′l

(
C1emy + C2e−my

m2 − s2

)]
exp[i(kx + nz) + ωt] (38)

Similarly, Equations (26) and (27) can be written in the form(
D2 − s2

)
Vl =

mk1

ρlv′l

(
C1emy − C2e−my) (39)
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(
D2 − s2

)
Wl =

ink1

ρlv′l

(
C1emy + C2e−my) (40)

The solutions to nonhomogeneous differential Equations (39) and (40) are

v1l =

[
C5esy + C6e−sy +

mk1

ρlv′l

(
C1emy − C2e−my

m2 − s2

)]
exp[i(kx + nz) + ωt] (41)

w1l =

[
C7esy + C8e−sy +

ink1

ρlv′l

(
C1emy + C2e−my

m2 − s2

)]
exp[i(kx + nz) + ωt] (42)

where C3–C8 are constants to determined. Furthermore, from Equations (29)–(32), we obtain(
D2 − m2

)
Pg = 0 (43)

The solution of Equations (28), (33) and (43) can be written in the forms
Hence, we can write

p1g =
[
C9emy + C10e−my] exp[i(kx + nz) + ωt] (44)

ψ1l =
[
A1emy + A2e−my] exp[i(kx + nz) + ωt] (45)

ψ1g =
[
B1emy + B2e−my] exp[i(kx + nz) + ωt] (46)

where A1, A2, B1, B2, C9 and C10 are constants of integration to be determined.

4. Boundary Conditions

If the disturbance is antisymmetric or symmetric, the required boundary conditions
for the considered system are different. The upper and lower interfaces are used for
antisymmetric disturbances, for example at y = ±a is described by y = a + η and
y = −a + η, respectively, while for symmetric disturbance, the two interfaces are described,
respectively, by y = a + η and y = −a − η, where η is defined by Equation (23).

The antisymmetric disturbance case boundary conditions at y = ±a are [8,13]

1. The kinematic boundary condition should be satisfied at the two interfaces, which
states that the normal velocities of the liquid sheet at y = ±a are

v1l = ε
∂η

∂t
+ U0l

∂η

∂x
at y = ±a (47)

and for the gas medium, this condition yields

v1g = ε
∂η

∂t
+ U0g

∂η

∂x
at y = a (48)

2. The perturbed velocity of the gas far away from the interface should be vanishes, i.e.,

v1g = 0 at y → ±∞ (49)

3. The stress tensor’s tangential component must be continuous at the interfaces, i.e.,

τyx =
1
k1

(
μl − μ′

l∇2
)(∂u1l

∂y
+

∂v1l
∂x

)
= 0 at y = ±a (50)

τyz =
1
k1

(
μl − μ′

l∇2
)(∂v1l

∂z
+

∂w1l
∂y

)
= 0 at y = ±a (51)
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4. At the interfaces, the electric field’s tangential component is continuous.

∂ψ1l
∂x

=
∂ψ1g

∂x
at y = ±a (52)

5. At interfaces, the electric displacement’s normal component is continuous.

εl
∂ψ1l
∂y

− εg
∂ψ1g

∂y
= ikηE0

(
εl − εg

)
at y = ±a (53)

6. The stress tensor normal component is broken up at the interface by the surface
tension coefficient, i.e.,

− p1l + εlE0
∂ψ1l
∂x

+ 2
(

μl − μ′
l∇2
)∂v1l

∂y
= −p1g + εgE0

∂ψ1g

∂x
+ pσ at y = ±a (54)

where pσ is the pressure due to the surface tension σ.
Please note that for symmetric disturbances the boundary conditions that change
forms are

7. The kinematic boundary condition (47) and the electric displacement boundary
condition (53) at y = −a take the forms

v1l = −
(

ε
∂η

∂t
+ U0l

∂η

∂x

)
at y = −a (55)

v1g = −
(

ε
∂η

∂t
+ U0g

∂η

∂x

)
at y = −a (56)

εl
∂ψ1l
∂y

− εg
∂ψ1g

∂y
= −ikηE0

(
εl − εg

)
at y = −a (57)

5. The Antisymmetric Disturbance Case

For each of the fluid sheets and gas media (upper and lower phases), as well as the
differential equation representing the influence of the electric field, we will try to find
solutions in this section as follows:

5.1. Solutions in the Liquid Sheet Phase

The kinematic boundary condition (47), on using Equations (23) and (41), can be
written at the two interfaces in the form

C5esa + C6e−sa +
mk1

ρlv′l

(C1ema − C2e−ma)

(m2 − s2)
= (εω + ikU0l)η0 (58)

C5e−sa + C6esa +
mk1

ρlv′l

(C1e−ma − C2ema)

(m2 − s2)
= (εω + ikU0l)η0 (59)

Solving Equations (58) and (59), we obtain

C5 =
(εω + ikU0l)η0

2 cosh(sa)
− mk1{C1 sinh[(s + m)a]− C2 sinh[(s − m)a]}

ρlv′l(m2 − s2) sinh(2sa)
(60)

C6 =
(εω + ikU0l)η0

2 cosh(sa)
− mk1{C1 sinh[(s − m)a]− C2 sinh[(s + m)a]}

ρlv′l(m2 − s2) sinh(2sa)
(61)
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The tangential stress boundary condition (50), on using Equations (38), (41), (58)
and (59), can be written at the two interfaces in the form

C3sesa − C4se−sa +
ikk1m(C1ema − C2e−ma)

ρlv′l(m2 − s2)
+ ik(εω + ikU0l)η0 = 0 (62)

C3se−sy − C4sesa +
ikk1m(C1e−ma − C2ema)

ρlv′l(m2 − s2)
+ ik(εω + ikU0l)η0 = 0 (63)

Solving Equations (62) and (63), we obtain

C3 = − ikk1m{C1 sinh[(s + m)a]− C2 sinh[(s − m)a]}
sρlv′l(m2 − s2) sinh(2sa)

− ik(εω + ikU0l)η0

2s cosh(sa)
(64)

C4 =
ikk1m{C1 sinh[(s − m)a]− C2 sinh[(s + m)a]}

sρlv′l(m2 − s2) sinh(2sa)
+

ik(εω + ikU0l)η0

2s cosh(sa)
(65)

The tangential stress boundary condition (51), on using Equations (41), (42), (58)
and (59), can be written at the two interfaces in the form

s
(
C7esa − C8e−sa) = −in(εω + ikU0l)η0 − inmk1(C1ema − C2e−ma)

ρlv′l(m2 − s2)
(66)

s
(
C7e−sa − C8esa) = −in(εω + ikU0l)η0 − inmk1(C1e−ma − C2ema)

ρlv′l(m2 − s2)
(67)

Solving Equations (66) and (67), we obtain

C7 = − in(εω + ikU0l)η0

2s cosh(sa)
− inmk1{C1 sinh[(s + m)a]− C2 sinh[(s − m)a]}

sρlv′l(m2 − s2) sinh(2sa)
(68)

C8 =
in(εω + ikU0l)η0

2s cosh(sa)
+

inmk1{C1 sinh[(s − m)a]− C2 sinh[(s + m)a]]}
sρlv′l(m2 − s2) sinh(2sa)

(69)

The equation of continuity (12) at y = ±a , on using Equations (38), (41), and (42) can
be written in the form[

sinh2(sa) cosh(ma) + cosh2(sa) sinh(ma)
]
C1

−
[
sinh2(sa) cosh(ma)− cosh2(sa) sinh(ma)

]
C2

+
ρlv′l
k1m

(
m2 + s2

)
(εω + ikU0l)η0 sinh2(sa) = 0 (70)

and [
sinh2(sa) cosh(ma) − cosh2(sa) sinh(ma)

]
C1

−
[
sinh2(sa) cosh(ma) + cosh2(sa) sinh(ma)

]
C2

+
ρlv′l
k1m

(
m2 + s2

)
(εω + ikU0l)η0 sinh2(sa) = 0 (71)

Solving Equations (70) and (71), we obtain

C1 = −C2 = −ρlv′l
(
m2 + s2)(εω + ikU0l)η0

2k1m cosh(ma)
(72)
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Substitute from Equations (72) into Equations (64), (65), (60), (61), (68), and (69),
respectively, we obtain

C3 = −C4 =
iks(εω + ikU0l)η0

(m2 − s2) cosh(sa)
(73)

C5 = C6 =
m2(εω + ikU0l)η0

(m2 − s2) cosh(sa)
(74)

C7 = −C8 = − ins(εω + ikU0l)η0

(m2 − s2) cosh(sa)
(75)

Substitute from Equations (72) and (75) into Equations (38), (41) and (42) we obtain

p1l = −ρlv′l
(
m2 + s2)(εω + ikU0l)η0 sinh(my)

k1m cosh(ma)
exp[i(kx + nz) + ωt] (76)

and

u1l =
ik(εω + ikU0l)η0

(m2 − s2)

[
2s sinh(sy)

cosh(sa)
−
(
m2 + s2) sinh(my)

m cosh(ma)

]
exp[i(kx + nz) + ωt] (77)

v1l =
(εω + ikU0l)η0

(m2 − s2)

[
2m2 cosh(sy)

cosh(sa)
−
(
m2 + s2) cosh(my)

cosh(ma)

]
exp[i(kx + nz) + ωt] (78)

w1l =
in(εw + ikU0l)η0

(m2 − s2)

[
2s sinh(sy))

cosh(sa)
−
(
m2 + s2) sinh(my)

)
m cosh(ma)

]
exp[i(kx + nz) + ωt] (79)

5.2. Solutions in the Gas Medium (in the Upper and Lower Phases)

Substitute form Equation (44) into Equations (30)–(32), we obtain

u1g = − ikε2(C9emy + C10e−my)

ρg

[(
εω + ikU0g

)
+

ε2vg
k1

] (80)

v1g = − mε2(C9emy − C10e−my)

ρg

[(
εω + ikU0g

)
+

ε2vg
k1

] (81)

w1g = − inε2(C9emy + C10e−my)

ρg

[(
εω + ikU0g

)
+

ε2vg
k1

] (82)

Using the kinematic boundary condition (48), and condition (49) in the two regions
(y → ∞) and (y → −∞), the in the upper gas region we obtain C9 = 0, while in the lower
gas region, we have C10 = 0. Then in the upper gas region (y ≥ a), we have

C10 =
ρg
(
εω + ikU0g

)
η0

mε2

[(
εω + ikU0g

)
+

ε2vg

k1

]
ema (83)

Therefore, in the upper gas medium, Equation (44) gives

pu
1g =

ρg
(
εω + ikU0g

)
η0

mε2

[(
εω + ikU0g

)
+

ε2vg

k1

]
exp[m(a − y)] exp[i(kx + nz) + ωt] (84)

Furthermore, Equations (80)–(82) yield the velocity component for (y ≥ a) as

uu
1g = − ik

(
εω + ikU0g

)
η0

m
exp[m(a − y)] exp[i(kx + nz) + ωt] (85)

101



Fluids 2022, 7, 247

vu
1g =

(
εω + ikU0g

)
η0 exp[m(a − y)] exp[i(kx + nz) + ωt] (86)

wu
1g = − ik

(
εω + ikU0g

)
η0

m
exp[m(a − y)] exp[i(kx + nz) + ωt] (87)

Similarly, in the lower gas region (y ≤ −a), we have

C9 = −ρg
(
εω + ikU0g

)
η0

mε2

[(
εω + ikU0g

)
+

ε2vg

k1

]
ema (88)

Therefore, in the lower gas medium, Equation (44) gives

pl
1g = −ρl

(
εω + ikU0g

)
η0

mε2

[(
εω + ikU0g

)
+

ε2vg

k1

]
exp[m(a + y)] exp[i(kx + nz) + ωt] (89)

Hence, Equations (80)–(82) yield

ul
1g =

ik
(
εω + ikU0g

)
η0

m
exp[m(a + y)] exp[i(kx + nz) + ωt] (90)

vl
1g =

(
εω + ikU0g

)
η0 exp[m(a + y)] exp[i(kx + nz) + ωt] (91)

wl
1g =

in
(
εω + ikU0g

)
η0

m
exp[m(a + y)] exp[i(kx + nz) + ωt] (92)

Furthermore, the pressure due to the presence of surface tension is given by

pσ = σ

(
∂2η

∂x2 +
∂2η

∂z2

)
= −σm2η0 exp[i(kx + nz) + ωt] (93)

5.3. Solutions of the Electric Field (in the Upper and Lower Phases)

From Equation (46), since ψ1g → 0 as y → ±∞, then in the upper gas region (y ≥ a),
we take B1 = 0, while in the lower gas region (y ≤ −a), we take B2 = 0. Then substituting
from Equation (45) of the liquid phase and Equation (46) for the gas phase (in the upper
and lower regions) into the boundary conditions (52) and (53) at y = ±a, we obtain(

A1ema + A2e−ma) = B2e−ma (94)(
A1e−ma + A2ema) = B1e−ma (95)

εlm
(

A1ema − A2e−ma)+ εgmB2e−ma = ikη0E0
(
εl − εg

)
(96)

εlm
(

A1e−ma − A2ema)− εgmB1e−ma = ikη0E0
(
εl − εg

)
(97)

Now, solving Equations (94)–(97), we obtain

A1 = −A2 =
ikη0E0

(
εl − εg

)
2m cosh(ma)

[
εl + εg tanh(ma)

] (98)

and

B1 = −B2 = − ikη0E0
(
εl − εg

)
ema tanh(ma)

m
[
εl + εg tanh(ma)

] (99)

Therefore, the solutions (45) and (46) can be written in the form

ψ1l =
ikη0E0

(
εl − εg

)
sinh(my)

m
[
εl + εg tanh(ma)

]
cosh(ma)

exp[i(kx + nz) + ωt] (100)

ψu
1g =

ikη0E0
(
εl − εg

)
tanh(ma)

m
[
εl + εg tanh(ma)

] exp[m(a − y)] exp[i(kx + nz) + ωt] (101)
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ψl
1g = − ikη0E0

(
εl − εg

)
tanh(ma)

m
[
εl + εg tanh(ma)

] exp[m(a + y)] exp[i(kx + nz) + ωt] (102)

6. The Symmetric Disturbance Case

In this section, we will try to obtain the solutions for the above-mentioned differential
equations describing each of the liquid sheet medium, and the gas medium (in the upper
and lower phases), together with the solution of the differential equation of the electric field,
in the corresponding case of symmetric disturbance. We note that the obtained solutions
for the gas medium in this case is found to be similar to the solutions for the previous case
of antisymmetric disturbances and will not be given here.

6.1. Solutions in the Liquid Sheet Phase

Following the same procedure shown in the previous case of antisymmetric distur-
bance together with the help of Equation (55) at y = −a, we obtain

C1 = C2 = −ρlv′l
(
m2 + s2)(εω + ikU0l)η0

2k1m sinh(ma)
(103)

C3 = C4 =
iks(εω + ikU0l)η0

(m2 − s2) sinh(sa)
(104)

C5 = −C6 =
m2(εω + ikU0l)η0

(m2 − s2) sinh(sa)
(105)

C7 = C8 =
ins(εω + ikU0l)η0

(m2 − s2) sinh(sa)
(106)

Hence, we have the following solution

p1l = −ρlv′l
(
m2 + s2)(εω + ikU0l)η0 cosh(my)

k1m sinh(ma)
exp[i(kx + nz) + ωt] (107)

u1l =
ik(εω + ikU0l)η0

(m2 − s2)

[
2s cosh(sy)

sinh(sa)
−
(
m2 + s2) cosh(my)

m sinh(ma)

]
exp[i(kx + nz) + ωt] (108)

v1l =
(εω + ikU0l)η0

(m2 − s2)

[
2m2 sinh(sy)

sinh(sa)
−
(
m2 + s2) sinh(my)

sinh(ma)

]
exp[i(kx + nz) + ωt] (109)

w1l =
in(εw + ikU0l)η0

(m2 − s2)

[
2s cosh(sy))

sinh(sa)
−
(
m2 + s2) cosh(my)

)
m sinh(ma)

]
exp[i(kx + nz) + ωt] (110)

6.2. Solutions of the Electric Field (in the Upper and Lower Phases)

Following the same procedure given in the previous case of antisymmetric disturbance,
together with the help of Equation (57) at y = −a, we obtain

A1 = A2 =
ikη0E0

(
εl − εg

)
2m sinh(ma)

[
εl + εg coth(ma)

] (111)

and

B1 = B2 =
ikη0E0

(
εl − εg

)
ema coth(ma)

m
[
εl + εg coth(ma)

] (112)

Hence, we have the following solutions

ψ1l =
ikη0E0

(
εl − εg

)
cosh(my)

m
[
εl + εg coth(ma)

]
sinh(ma)

exp[i(kx + nz) + ωt] (113)
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ψu
1g =

ikη0E0
(
εl − εg

)
coth(ma)

m
[
εl + εg coth(ma)

] exp[m(a − y)] exp[i(kx + nz) + ωt] (114)

ψl
1g =

ikη0E0
(
εl − εg

)
coth(ma)

m
[
εl + εg coth(ma)

] exp[m(a + y)] exp[i(kx + nz) + ωt] (115)

7. Non-Dimensional Dispersion Relations

Using the normal stress boundary condition (54) at y = a we can now calculate
the dispersion relation for the antisymmetric disturbance situation by substituting the
following Equations (75), (78), (84), (85), (93), (100), and (101) into the normal stress
boundary condition:

ρlv′l
(
m2 + s2)(εω + ikU0l)

k1
tanh(ma)− k2E2

0
(
εl − εg

)2[
εl + εg tanh(ma)

] tanh(ma)

+
2μm2(εω + ikU0l)

k1(m2 − s2)

[
2 ms tanh(sa)− m2

(
m2 + s2

)
tanh(ma)

]
(116)

+ 4μ′m3s(εω + ikU0l) tanh(sa) +
ρg
(
εω + ikU0g

)
ε2

[(
εω + ikU0g

)
+

ε2vg

k1

]
+ σm3 = 0

To facilitate the analysis, we need to write the dispersion relation (7) in dimension-
less form using the following non-dimensional quantities: Weber number We =

(
ρlU2

0l a
)
/σ,

Reynolds liquid number Rel = (U0l a)/vl , Ohnesorge number Oh =
√

We/Re = vl
√

ρl/(aσ)
gas to liquid density ratio ρ = ρg/ρl , gas to liquid velocity ratio U = U0g/U0l , gas to liquid
viscosity ratio v = vg/vl , Reynolds gas number Reg = (U/v)Rel , viscoelasticity parameter
V′ = (v′l/a2)

√
ρl/(aσ), electric field parameter E = E0/

√
σ, non-dimensional dielectric

constants ε̃l = εl a, ε̃g = εga, the non-dimensional medium permeability
κ1 = k1/a2 and let K = ka, N = na represent the non-dimensional wave numbers. Fur-
thermore, put M = ma, S = sa. We also define the quantities Ω = Ωr + iΩi

√
We, where

Ωr = ωra2
√

ρl/(σa), Ωi = (ωia)/U0l . Hence the non-dimensional form of the dispersion
relation (7) for antisymmetric disturbance case reduces to the form

{
(εΩ + iK

√
We)2

ε2 +

(
2M2V′ + Oh

)
κ1

(εΩ + iK
√

We)− K2E2(ε̃l − ε̃l)
2[

ε̃l + ε̃g tanh(M)
]} tanh(M)

− 4ε2V′(Oh)M3(εΩ + iK
√

We)[
κ1(εΩ + iK

√
We) + ε2(Oh)

] [S tanh(S)− M tanh(M)] (117)

+ 2(Oh)M2(εΩ + iK
√

We) tanh(M) + 4V′M3S(εΩ + iK
√

We) tanh(S)

+
ρv(Oh)(εΩ + iKU

√
We)

κ1
+

ρ(εΩ + iKU
√

We)2

ε2 + M3 = 0

where

S =

√√√√
M2 +

[
κ1(εΩ + iK

√
We) + ε2(Oh)

]
ε2V′ (118)

For the symmetric disturbance example, we use Equations (84), (86), (93), (107), (109),
(113), and (114) in Equation (54) to derive the following non-dimensional dispersion relation
in the form of a dispersion relation for the symmetric disturbance scenario.
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{
(εΩ + iK

√
We)2

ε2 +

(
2M2V′ + Oh

)
κ1

(εΩ + iK
√

We)− K2E2(ε̃l − ε̃l)
2[

ε̃l + ε̃g coth(M)
]} coth(M)

− 4ε2V′(Oh)M3(εΩ + iK
√

We)[
κ1(εΩ + iK

√
We) + ε2(Oh)

] [S coth(S)− M coth(M)] (119)

+ 2(Oh)M2(εΩ + iK
√

We) coth(M) + 4V′M3S(εΩ + iK
√

We) coth(S)

+
ρv(oh)(εΩ + iKU

√
We)

κ1
+

ρ(εΩ + iKU
√

We)2

ε2 + M3 = 0

The non-dimensional dispersion relations (7) and (7) for non-porous media ( ε = 1
and κ1 → ∞), and absence of viscosity and viscoelasticity parameters (Oh = 0, V′ = 0)
and gas velocity (U = 0), reduce to the dispersion relations obtained by El- Sayed [35],
which is a generalization of the work of Ibrahim and Akpan [36] in absence of electric field,
and hence their results have been recovered. This limiting case in the absence of an electric
field and presence of viscosity, reduces to the same results obtained by Dasgupta et al. [37],
while in absence of viscosity and presence of gas velocity, it reduces to the same results of
Nath et al. [38], respectively.

8. Stability Analysis and Discussion

The dispersion relations (7) and (7) are very complicated and cannot be solved ana-
lytically to express the real part of growth rates in terms of the wave numbers; otherwise,
these two equations can be solved numerically using Mathematica software, to yield values
of wave number K as a function of growth rate Ω for various values of the other physical
parameters included in the analysis. In providing a guessed root of Ωr, it is helpful to
realize that the imaginary part Ωi = −K, in accordance with Gaster’s theorem [39]. Please
note that the three-dimensional results are obtained from the numerical solutions of the
dispersion relations (7) and (7) with N = 1, 2 (the z-direction wave numbers), while the
two-dimensional results corresponds to the case N = 0. Hence, by solving the dispersion
relations (7) and (7) in the temporal mode of instability for both the antisymmetric and
symmetric disturbances cases, the effects of various parameters on the stability of an electri-
fied viscolastic couple-stress liquid sheet surrounded by an inviscid gas in porous medium
can be examined. These dispersion relations are solved numerically using Mathematica
via a new technique combined between Muller and Gaster methods, see refs. [40,41] to
obtain relationships between the non-dimensional real part of growth rates Ωr and the non-
dimensional wave numbers K of the both disturbances. The effects of the other physical
parameters including in this study are shown graphically in the following Figures 2–16
which exhibit the growth rate Ωr as a function of the wave number K for the flow. Both
symmetric and antisymmetric disturbances cause Ωr to rise initially when K climbs to its
maximum value, and thereafter it falls. The dominant growth rate and the related dominant
wave number are both referred to as the dominant growth rate and the dominant wave
number. The critical wave number Kc is the point where the growth rate curve intersects
the wave number axis. Couple-stress liquid sheet becomes unstable with positive growth
rate in the region beneath the growth rate curve whose wave number ranges from zero to
the cutoff critical wave number, which is defined as the instability zone. With maximum
dominant growth rates Ωr and dominant wave number K in place, the liquid sheet becomes
unstable. Figure 2 depicts the fluctuation of the non-dimensional growth rate Ωr with
the non-dimensional wave number K in the antisymmetric disturbance situation for two-
dimensional configurations (N = 0) and three-dimensional ones (N = 1, 2) and constant
physical parameter values. Two-dimensional disturbances (N = 0) have higher growth
rates than three-dimensional disturbances (N ≥ 1), and three-dimensional disturbances
with (N = 1) have higher growth rates than those with (N = 2), as seen in the figure.
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As a result, we can say that the system is more unstable in two dimensions than it is in
three dimensions.

Figure 2. Variation in the non-dimensional growth rate Ωr with different values of the non-
dimensional wave number K the two- and three-dimensional of configuration N = 0 and N = 1, 2,
respectively, when We = 1000; Oh = 0.1; ρ = 0.01; v = 0.2; κ1 = 2; ε̃l = 0.3; ε̃g = 0.1; E = 3; U = 1.5;
V′ = 0.1; ε = 0.5, for axisymmetric disturbance case.

Figure 3. For various Weber numbers We, the variation in the non-dimensional growth rate Ωr

depends on the non-dimensional wave number K, We, when N = 1; Oh = 0.1; ρ = 0.01; linebreak
n = 1; v = 0.2; κ1 = 2; ε̃l = 0.3; ε̃g = 0.1; E = 3; U = 1.5; V′ = 0.1; ε = 0.5, for axisymmetric
disturbance case.

Figure 4. Non-dimensional growth rate Ωr and non-dimensional wave number K for differ-
ent values of Ohnesorge number Oh, when We = 1000; N = 1; ρ = 0.01; v = 0.2; κ1 = 2;
ε̃l = 0.3; ε̃g = 0.1; E = 3; U = 1.5; V′ = 0.1; ε = 0.5, for axisymmetric disturbance case.
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Figure 5. Non-dimensional growth rate Ωr and non-dimensional wave number K for different values
of viscoelastitily parameter V′, when We = 1000; Oh = 0.1; ρ = 0.01; N = 1; v = 0.2; κ1 = 2;
ε̃l = 0.3; ε̃g = 0.1; U = 1.5; ε = 0.5, for axisymmetric disturbance case.

Figure 6. Analysis of non-dimensional growth rate Ωr and non-dimensional wave number K
for different electric field strengths E, when We = 1000; Oh = 0.1; ρ = 0.01; N = 1; v = 0.2;
ε̃l = 0.3; ε̃g = 0.1; E = 3; U = 1.5; V′ = 0.1; ε = 0.5, for axisymmetric disturbance case.

Figure 7. Variation of non-dimensional growth rate Ωr with non-dimensional wave number K for
various medium permeability values κ1, when We = 1000; Oh = 0.1; ρ = 0.01; n = 1; v = 0.2; κ1 = 2;
ε̃l = 0.3; ε̃g = 0.1; E = 3; U = 1.5; V′ = 0.1, for axisymmetric disturbance case.
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Figure 8. Non-dimensional growth rate Ωr and non-dimensional wave number K for different values
of porous medium porosity ε, when We = 1000; Oh = 0.1; N = 1; v = 0.2; κ1 = 2; ε̃l = 0.3;
ε̃g = 0.1; E = 3; U = 1.5; V′ = 0.1; ε = 0.5, for axisymmetric disturbance case.

Figure 9. Non-dimensional growth rate Ωr and non-dimensional wave number K for different gas
to liquid densities ρ, when We = 1000; Oh = 0.1; N = 1; ρ = 0.01; v = 0.2; κ1 = 2; ε̃l = 0.3;
ε̃g = 0.1; E = 3; V′ = 0.1; ε = 0.5, for axisymmetric disturbance case.

Figure 10. Change in non-dimensional growth rate Ωr with non-dimensional wave number K
for varied gas to liquid velocity values U < 1, when We = 1000; Oh = 0.1; N = 1; ρ = 0.01;
v = 0.2; κ1 = 2; ε̃l = 0.3; ε̃g = 0.1; E = 3; V′ = 0.1; ε = 0.5, for axisymmetric disturbance case.
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Figure 11. Variation of non-dimensional growth rate Ωr with non-dimensional wave number K
for varied gas to liquid velocities U > 1, when We = 1000; Oh = 0.1; N = 1; ρ = 0.01; v = 0.2;
κ1 = 2; E = 3; V′ = 0.1; ε = 0.5, for axisymmetric disturbance case.

Figure 12. Change in non-dimensional growth rate Ωr with non-dimensional wave number K
for various dielectric constants values ε̃l and ε̃g, when We = 1000; Oh = 0.1; N = 1; ρ = 0.01;
κ1 = 2; ε̃l = 0.3; ε̃g = 0.1; E = 3; V′ = 0.1; ε = 0.5, for axisymmetric disturbance case.

Figure 13. Non-dimensional growth rate Ωr and non-dimensional wave number K for different
gas to liquid viscosity values ν, when We = 2000; Oh = 2; N = 1; v = 0.2; ρ = 0.1; U = 1.5;
ε̃l = 0.3; ε̃g = 0.1; E = 10; V′ = 5; for axisymmetric disturbance case.
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Figure 14. Non-dimensional growth rate Ωr and non-dimensional wave number K for both case
of porous medium (ε = 0.5; κ1 = 2), and non-porous medium (ε = 1; κ1 → ∞), when We = 2000;
Oh = 2; N = 1; v = 0.2; ρ = 0.1; U = 1.5; ε̃l = 0.3; ε̃g = 0.1; E = 10; V′ = 5; for axisymmetric
disturbance case.

Figure 15. Variational of non-dimensional Ωr with non-dimensional K in three-dimensional case
(N = 1) for both anlisymmetric and symmetric disturbances with the same values of the parameters
shown before.

Figure 16. Change in in non-dimensional Ωr with non-dimensional K in two-dimensional case
(N = 0) for both antisymmetric and symmetric disturbances with the same values of the parameters
used above.

8.1. Effect of the Weber Number

For various values of the Weber number and constant values of other parameters
included in the analysis, the non-dimensional growth rate Ωr is shown in Figure 3 for
the antisymmetric disturbance example. This graph shows that when the Weber number
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rises, so do the dominant growth rates, dominant wave numbers, and critical wave num-
bers. Consequently, the instability zone expands, demonstrating that the Weber number
destabilizes the system.

8.2. Effect of Ohnesorge Number

For antisymmetric disturbances with fixed physical parameters, the Ohnesorge num-
ber Oh affects the non-dimensional growth rate Ωr against the non-dimensional wave
number K in Figure 4. The figure shows that all curves have the same wave number at
both the beginning and the conclusion, as can be seen. Increasing the Ohnesorge number
Oh raises the maximum dominant wave numbers, and they are the same as the dominant
wave number, while the critical wave numbers remain unchanged. As a result, we can infer
that the Ohnesorge number Oh destabilizes the system under consideration as the unstable
zone under the curves expands.

8.3. Effect of Viscolasticity Parameter

Viscoelasticity parameter and other physical constants remain constant in the anti-
symmetric disturbance situation, hence the growth rate Ωr of the non-dimensional wave
number K is shown in Figure 5. The graphic shows that the maximum dominating growth
rates fall as the viscoelasticity parameter V′ is increased, and that all curves have the
same starting wave number value and critical wave number value. The instability zone
shrinks when the viscoelasticity parameter V′ is increased, indicating that the viscoelasticity
parameter V′ has a stabilizing effect.

8.4. Effect of Electric Field

According to the antisymmetric disturbance case, the relationship between non-
dimensional growth rate Ωr and non-dimensional wave number K can be seen in Figure 5
for various electric field E values and constant other physical parameters. Increasing the
electric field E values increases both the maximum dominant wave numbers and critical
wave numbers, but the dominant wave number remains constant. For this sort of distur-
bance, the electric field has a destabilizing effect because it increases the instability zones.

8.5. Effect of Medium Permeability

The antisymmetric disturbance mode is depicted in Figure 7, which shows how distur-
bance Ωr growth rate changes with non-dimensional wave number K under various values
of medium permeability κ1 and constant values of other physical parameters. For example,
we see in this figure that as permeability is increased, dominant and critical wave numbers
remain at their predetermined values due to lower maximum dominant growth rates. In-
creased values of medium permeability κ1, therefore, we suggest that medium permeability
has stabilizing effects on this system of interest.

8.6. Effect of Porosity of Porous Medium

Using a non-dimensional growth rate Ωr vs. a non-dimensional wave number K and
the same values for the other parameters, Figure 8 depicts the effect of porous medium ε
porosity on the instability of couple-stress viscoelastic electrified liquid sheets for antisym-
metric disturbances. Increasing the porosity of porous medium decreases the maximum
dominant growth rate Ωr , but they retain at the same dominent wave number value. As a
result, we may deduce that increasing the porosity of a porous medium ε stabilizes this
system by raising the starting wave numbers and critical wave numbers, respectively, while
decreasing the instability zones.

8.7. Effect of Gas to Liquid Density Ratio

Non-dimensional growth rate of disturbance Ωr with non-dimensional wave number
K for varying gas to liquid density ratio ρ and constant values of the other physical
parameters is shown in Figure 9 for antisymmetric disturbance modes. When the gas to
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liquid density ratio grows, both the dominant growth rates and crucial wave numbers
increase, while the dominant wave numbers occur at the same fixed wave number value
and the starting points of the curves are coincidental. The instability zone expands as the
gas-to-liquid density ratio increases, demonstrating the destabilizing effect of gas to liquid
density on the examined structure.

8.8. Effect of Gas to Liquid Velocity Ratio

There is an antisymmetric form of disturbance when U ≶ 1, which is depicted in
Figures 10 and 11 by the fluctuation of the non-dimensional growth rate Ωr with the
non-dimensional wave number K for various values of the gas to liquid velocity ratio U.
With increasing gas to liquid velocity ratio U <1, both dominating growth rates and critical
wave numbers drop, and thus the instability zone reduces as well, as seen in Figure 10.
Therefore, we infer that the gas to liquid velocity ratio 0 ≤ U < 1 stabilizes the system in
question, as seen in the following figure: As shown in Figure 11, the gas to liquid velocity
ratio greater than one (U > 1) has a destabilizing effect on a similar system. Furthermore,
keep in mind that the dominant wave numbers fall and grow (slightly) as the gas to liquid
velocity ratio increases in the cases when U ≶ 1. Therefore, we conclude that the ratio
of gas to liquid velocity affects the stability of the system in two ways. Stabilization and
destabilization of the system are both dependent on U ≶ 1, and vice versa.

8.9. Effect of Dielectric Constants

Non-dimensional growth rate Ωr is shown in relation to the now-dimensional wave
number K for different values of dielectric constant ε̃l , ε̃g in liquid and gaseous media.
As dielectric constants are increased, the resultant curves tend to converge and the instabil-
ity zones narrow gradually, as seen by the curves’ behavior. The dislectric constants ε̃l , ε̃g in
liquid and gas media have a small stabilizing influence on the system under consideration,
therefore we can draw this conclusion.

8.10. Effect of Gas to Liquid Viscosity Ratio

Figure 13 shows the non-dimensional growth rate Ωr vs. the non-dimensional wave
number K as a function of the gas to liquid viscosity ratio ν and various other factors.
The figure clearly shows that the system is stable in the absence of gas viscosity, and we
found that increasing the gas to liquid viscosity ratio ν caused all of the curves to nearly
coincide, but the figure is not shown here. This result shows that the system is neutrally
unstable for small values of the gas to liquid viscosity ratio. It is also worth noting that
the maximum dominant growth rates and, thus, the instability zones shrink when the
gas to liquid viscosity ratio rises significantly. For very low gas to liquid viscosity ratios,
the corresponding effect is only mildly stabilizing, but for high gas to liquid viscosity ratios,
the effect is stabilizing.

8.11. Effect of Porous Medium

As shown in Figure 14, for antisymmetric disturbance mode, the non-dimensional
growth rate Ωr and wave number K are related to each other in the presence (ε and κ1) and
absence (ε = 1 and κ1 → ∞ ) of porous media. The presence of porous media makes the
system more unstable than it would be in the absence of porous medium, as can be seen
from this image. All preceding figures that indicate the effect of other parameters, such as
Figures 7 and 8, are based on this result. As a result, we have come to the conclusion that
the system is more susceptible to breakup in the presence of porous medium than in the
absence of such media.

8.12. Effect of Dimension

There is an inverse relationship between non-dimensional growth rates Ωr and non-
dimensional wave number K in the cases of a three-dimensional configuration (N = 1) and
a zero dimension (N = 0), as shown in Figures 15 and 16. According to Figure 15, both
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symmetric and antisymmetric disturbances have nearly the same influence on the increas-
ing rate of instability in the three-dimensional example. There is no difference between an
antisymmetric or symmetric disturbance’s impact on instability, because the growth rate
curves are nearly identical. Figure 16 shows that for small wave numbers, the dominating
growth rate for antisymmetric disturbance mode is higher than the equivalent symmetric
disturbance mode, whereas for higher wave numbers, the growth rate curves for both
antisymmetric and symmetric cases are coincident. To sum up, in the three-dimensional dis-
turbance case, every parameter has an identical effect in both antisymmetric and symmetric
mods, but in the two-dimensional disturbance case, the antisymmetric instability zone is
larger than the symmetric instability zone, and as a result, the system is more unstable
when configured in the antisymmetric mode than when configured in the symmetric mode.

9. Concluding Remarks

An incompressible viscoelastic dielectric liquid sheet of the couple-stress type stream-
ing with relative velocity in an inviscid dielectric gas medium through a porous medium
has been studied using fluid and electric field equations of motion with the corresponding
appropriate boundary conditions in this work, resulting in an electrohydrodynamic insta-
bility analysis. It was found that there are two types of disturbances: antisymmetric and
symmetrical. Analytically, we may derive the dispersion relations for both antisymmet-
ric and symmetric disturbances, and by defining some non-dimensional qualities of the
parameters included in our analysis, we can represent the derived dispersion equations
in dimensionless forms. The influence of various factors on the instability of this type of
liquid sheet problem can be explored by computationally resolving the non-dimensional
dispersion relations using Mathematica software via the Gaster technique. Based on the
preceding discussion and examination of the numbers, here are a few possible conclusions:

(1) When a system is placed in a two-dimensional configuration, it is more unstable
when it is subjected to antisymmetric disturbance than when it is subjected to
symmetric disturbance.

(2) A porous medium makes the system more unstable, and it breaks down more quickly,
compared to the lack of a porous medium.

(3) Ohnesorge number, Weber number, and electric field all have a destabilizing effect on
the system under consideration.

(4) The system is stabilized by the viscoelasticity parameter, the medium permeability,
the porous medium porosity, and the gas to liquid viscosity ratio.

(5) We have found that the dielectric constants have a small stabilizing effect.
(6) The gas to liquid velocity ratio affects system stability in two ways: it stabilizes when

U < 1 is less than one, and it destabilizes when U > 1 is more than one.
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Abstract: Though inclined under-expanded planar jets are used in many practical applications, the
wall stress resulting from their impingement has not been adequately characterized. Reduced-order
models for wall shear as a function of jet parameters have not been reported. This work uses
computational fluid dynamics to determine wall shear stress as a function of the nozzle parameters
and jet angle. The simulations of the impinging jet are validated against the experimental data and
direct numerical simulation; then, the jet parameters are varied to formulate an empirical relationship
for maximum wall shear stress as a function of a nozzle pressure ratio, standoff distance, jet Reynolds
number, and impingement angle. The global expression for shear stress agrees with the numerical
results within a mean deviation of 3%. The relationship can be used for applications where shear
stress information is required to design or assess the performance of practical systems, such as surface
cleaning, particle resuspension from the surface, and surface cooling.

Keywords: impinging jets; supersonic flow; wall shear stress; CFD

1. Introduction

Impinging jets have a wide range of scientific and engineering applications and have
been studied extensively. While most of these studies focus on heat and mass transfer [1–6],
the focus of this work is related to aerodynamic particle resuspension from the surfaces,
such as in surface cleaning [7,8] and non-contact particle sampling from surfaces [9–11].
Resuspension rates were correlated to wall shear stress [12]; for example, Phares et al. [13]
suggested that size-controlled microparticles’ resuspension could be used to estimate the
wall shear stress experimentally. Resuspension of small, deforming, or irregular shape
particles, such as residues of energetic materials [9,14–16], microorganisms [17,18], and
nanoparticles, require exposure to high velocities at the surface [19], which is associated
with high wall shear stress. These levels of shear stresses are not typical for weather-induced
conditions but can be generated by the impingement of supersonic or high-pressure under-
expanded jets. Studies of under-expanded jets have typically been confined to axisymmetric
jets with applications related to vertical take-off and landing aircraft [20–22].

Our earlier work parameterized the wall jet behavior from a normal impinging
jet [23,24]. Compared with round or low aspect ratio nozzles, the high aspect ratio planar
jets produce broader and more uniform regions of high shear stress. Obliquely impinging
planar jets have several advantages for cooling [25–27], drying [28], and aerodynamic parti-
cle sampling. In non-contact surface sampling, the wall jet flow entrains and directs the
resuspended particles for their subsequent collection and analysis in contrast to scattering
the sample with axisymmetric jets [15]. Fillingham et al. [24] presented parameterization of
the normal planar underexpanded jet, but the correlations developed in that work do not
extend to oblique jets. Crafton et al. [29] and Ngyuen et al. [30] studied the flow field from
round under-expanded jet impingement on an inclined surface. However, the authors did
not consider planar jets or wall shear stress correlations.
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The flow field of jets impinging normally and obliquely has been studied experi-
mentally and by numerical methods to develop relationships with wall shear stress. Dor-
repaal [31] found a similarity solution for subsonic 2-D incompressible non-orthogonal
stagnation point flow. Beltaos [32] used Preston tube measurements to calculate the wall
shear stress of the incompressible oblique planar jets. The behavior of compressible jets
and characterization of wall shear stress was not considered. Chin et al. [33] studied
the mass transfer of obliquely impinging planar jets but did not examine wall shear
stress. Hwang et al. [3] conducted a computational study of obliquely impinging slot
jets, but the k − ε turbulence model used is unreliable for wall shear stress measurement.
Rajaratnam et al. [34] studied erosion from obliquely planar jets; however, their results do
not directly apply to particle resuspension from a rigid surface.

Investigating inclined impinging jets can close a knowledge gap in microparticle
resuspension applications where shear stress is closely correlated with particle resus-
pension [12,13,35,36]. This work presents a parametric study of obliquely impinging,
under-expanded planar jets. Impingement angles from 0◦ to 60◦ are examined for jets
standoff height to nozzle width ratios of 15–30 and nozzle pressure ratios from 1.0–3.4. The
computational data is used to develop a simple relationship for maximum wall shear stress
as a function of only the jet parameters: impingement angle, jet width, jet standoff height,
and jet nozzle pressure. This reduced-order relationship allows evaluating wall shear stress
without performing extensive CFD simulations or performing labor-intensive experiments.

2. Methodology

2.1. Problem Description

Obliquely impinging under-expanded jets can be characterized by four parameters:
the standoff height (H), the jet width (W), the jet nozzle pressure ratio (NPR), and the jet
impingement angle (θ). The schematic of the jet impingement and the definitions are shown
in Figure 1. Table 1 summarizes the range of the values used in this study.

Figure 1. Schematic of oblique jet impingement on a flat plate.

Table 1. Range of geometric conditions used in the study.

Standoff Distance, H (mm) 15.0, 17.5, 30.0, 35.0, 60.0, 100.0

Width of the nozzle, W (mm) 0.5, 1.0, 2.0

Jet Angle, θ (◦) 0, 15, 20, 30, 45, 60

Nozzle exit pressure ratio, NPR 1.0, 1.2, 1.4, 1.6, 1.8, 2.0, 2.2, 2.4, 2.6, 2.8, 3.0, 3.2, 3.4
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The analysis is performed using non-dimensional parameters, such as the normalized
maximum wall shear stress is defined as, τ∗

max = τmax
1
2 ρoU2

o
, where ρo and Uo are the density

and velocity at the nozzle exit, respectively. The objective of this work is to develop a set of
equations for the prediction of the maximum normalized wall shear stress as a function
of the following non-dimensional parameters: jet height to width ratio— H

W , the nozzle
pressure ratio—NPR, the jet Reynolds number—Re = UoW

νo
, and the jet impingement

angle—θ, a naught subscript describes the properties at the nozzle exit.

2.2. Computational Method

The scientific literature does not report the experimental data or DNS related to the
wall jet developed from compressible impinging jets. To compute the flow properties
needed for the estimation of shear stresses, the CFD simulations solve the steady-state
Favre-Averaged Navier–Stokes equations:

∂(ρũi)

∂xi
= 0 (1)
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j u′′
i u′′

i

)
(3)

Numerical simulations were performed using ANSYS FLUENT 17.2 software (An-
sys, Canonsburg, PA, USA). A second-order scheme was used to solve the pressure. A
third-order monotonic upstream-centered scheme was used for density, momentum, and
turbulence, which was necessary to avoid the effects of numerical viscosity (associated with
the low-order schemes) on the jet dissipation, as well as pressure–strain relationship. Since
the flow contains non-negligible changes in temperature, the Sutherland model, based on
the kinetic theory of ideal gases and an idealized intermolecular force potential, was used
for viscosity calculation.

Turbulence closure models are challenged in modeling complex flow phenomena;
however, Jaramillo et al. [37] demonstrated that k − ω models result in good agreement
with DNS when calculating the mean flow of planar impinging jets. The k − ω shear stress
transport (SST) model used in this work, uses k − ε away from the wall in the free stream
and free jet portions of the flow while using k − ω near the wall to resolve the boundary
layer. As demonstrated by Alvi et al. [38] and discussed by Fillingham et al. [23], the
k − ω SST model [39] is a good choice for modeling underexpanded impinging jets while
resolving the wall jet boundary layer. Shukla and Dewan. [40] also found k − ω SST to be
superior to other closure models when considering planar impinging jets.

The computational grids contain ~500,000 quadrilateral elements. The grid is con-
structed so that, along the impingement surface, the first node in the wall-normal direction
is located within a y+ = 1 at the maximum shear stress location in every case. This is
ensured by evaluating the maximum wall shear stress for the normal impingement case at
the maximum NPR for each H/W ratio found in our previous work [24] and calculating
the distance from the wall that yields y+ = 1 for this maximum wall shear. The Δx of the
mesh is generated via biasing from Δx = 5Δywall at the impingement point to Δx = 50Δywall
at the edge of the domain. This grid resolution ensures that the viscous sublayer is resolved
for the entire domain. The maximum x-direction spacing gives an element aspect ratio of
less than 50:1. Mesh independence was confirmed by a simulation with the highest wall
shear stress case and doubled number of elements in each direction, such that the first node
was placed at y+ = 0.5 still with a maximum aspect ratio of 50:1. This mesh consisted of
approximately 2,000,000 elements; this further mesh refinement did not significantly affect
the results, leading to only a 0.12% change in the maximum wall shear stress value.
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The inlet boundary condition is defined as the exit of an isentropic nozzle where the
flow is choked; thus, the boundary can be described by a total pressure, total temperature
and a static pressure where the total pressure is necessarily (for an ideal diatomic gas)
1.893 times the static pressure. The walls are modeled as isothermal, no-slip boundaries.
The outlets are defined as atmospheric pressure outlets. The outlets are located at 50 jet
hydraulic diameters (100 jet slot widths) from the jet axis, corresponding to a minimum of
1.5 times the impingement height.

2.3. Model Validation

Validation of the CFD result is challenging in the absence of the experimental or DNS
data for compressible planar impinging jets needed for direct comparison. We evaluated
two flow regions: (i) impinging jet and (ii) wall jet region.

Impinging jet region validation: The implementation of k − ω SST jet in the impinging
jet region was previously validated with underexpanded axisymmetric jets using Schlieren
photography. The shape and the shock structures were shown to be in excellent agreement
with experimental observations [23]. Additionally, the CFD simulations were compared
with pressure profiles on the impingement surface from pressure-sensitive paint (PSP)
experiments [24]. PSP utilizes the emission spectra of a luminophore by relating the
emission intensity at specific wavelengths to the partial pressure of oxygen at the surface.
Images were taken under wind-on and wind-off conditions, and the images’ intensity
ratios were related to pressure. The CFD approach was evaluated using oblique planar
jet impingement against the PSP pressure measurements. The oblique jet produces an
uphill shift in the impingement point from the geometric center [32]. Figure 2 shows the
computed pressure profiles overlayed on the PSP measurements. The CFD simulations
show good agreement in the shape and magnitude of the pressure profile.

 

Figure 2. Normal pressure profiles from CFD (red) and pressure-sensitive paint (blue) experiments
for h = 30 mm, d = 1 mm, NPR = 1.0 with the impingement angle of 30 degrees (left) and 15 degrees
(right), as shown originally in Fillingham et al. [24].

Wall jet region validation: The k − ω SST simulations were compared to two separate
DNS studies. First, the model was used to replicate DNS data from normal planar im-
pinging jet conducted by Jaramillo et al. [37], reporting wall jet profiles downstream of the
impingement point. Figure 3a shows the agreement in velocity profile from Jaramillo et al.
and the k − ω SST computation. Second, the model was evaluated against the DNS of a
classical wall jet conducted by Naqavi et al. [41]. Figure 3b–d compares the development of
the wall jet thickness, y1/2, the maximum velocity, Um, and the wall shear stress.
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(a) 

(b) 

(c) 

(d) 

Figure 3. Validation of k−ω SST for impinging jet modeling as shown originally in Fillingham et al. [24].
(a) Comparison of the velocity profile at 8 jet widths downstream of impingement location against
DNS from Jaramillo et al. [37]. Comparison with wall jet DNS simulation from Naqavi et al. [41]
(b) Decay of half maximum velocity location. (c) Maximum velocity. (d) Wall shear stress.

In summary, the k − ω SST was found to be an acceptable model for use in the
parametric study because of the excellent agreement with the PSP measurements, validation
from two DNS studies describing wall jet development, and previously reported Schlieren
photography comparison for the axisymmetric impinging jet [23].

3. Results

The CFD data for the maximum wall shear stress was tabulated for each case and ex-
amined as a function of each jet parameter. As found in our previous work [24], supersonic
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flow is still present in the boundary layer for H/W values of less than 30. As such, we did
not include these cases in the analysis, and the relations developed in this work should only
be applied for H/W values above 30. Figure 4a plots the normalized maximum wall shear
stress against the nozzle pressure ratio for various conditions. The angle is coded by colors,
and the height-to-width ratio is represented by marker type. When each independent
parameter is fixed, the maximum wall shear stress increases with approximately the square
root of NPR for all cases. Figure 4b plots the normalized maximum wall shear stress against
the height to width ratio. As expected, the maximum wall shear stress decreases with
increasing height to width ratio. When all other parameters are fixed, the wall shear stress is
proportional to the inverse of the height to width ratio. Figure 4c illustrates that maximum
wall shear stress decreases with the impingement angle. This relationship was found to
resemble a function of the form: 1 − sin θ. After analyzing the maximum wall shear stress
as a function of jet parameters, we propose an equation for normalized maximum wall
shear stress of the form

τ∗
max = τ∗

max, θ=0

(
1 − a

(
H
W

)b
NPRc sind θ

)
. (4)

(a) 

 

(b)

 
Figure 4. Cont.
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(c) 

 
Figure 4. Normalized maximum wall shear stress plotted against Nozzle parameters with impinge-
ment angle represented by shade and height to width ratio designated by the symbol (a) nozzle
pressure ratio, (b) height-to-width ratio, (c) impingement angle.

To obtain the global fit based on the form of Equation (1), we first determine the
normalized maximum wall shear stress for a normal impingement angle θ = 0◦ as a
function of height to width ratio, nozzle pressure ratio, and jet Reynolds number. Based on
our previous work [23], we expect the Reynolds number term to be relevant as it accounts
for the effective turbulent viscosity increase for jets with higher Reynolds numbers. This
leads to increased energy dissipation in the free jet region and, thus, reduces the maximum
wall shear stress after the impingement. Therefore, to describe the maximum wall shear
stress at normal impingement, we propose the following equation:

τ∗
max, θ=0 = α

(
H
W

)β

NPRγReλ (5)

Least-squares fitting gives the following values for the coefficient and exponents:

α = 9338.08

β = −1.146

γ = 0.589

λ = −0.301

The prediction of maximum wall shear stress from a normal impingement of under-
expanded planar jets using Equation (5) agrees with the CFD data with a maximum
deviation of 5.7% and a mean deviation of 2.1%. Figure 5 plots the predicted maximum
wall shear stress against the calculated value from CFD.

After finding the normal impingement correlations, we calculated the coefficient and
exponents for Equation (1). Least-squares fitting yields the following coefficients:

a = 0.208

b = −0.276

c = 1.213

d = 1.512
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Inserting the coefficients into Equation (4) yields the final expression

τ∗
max = 9338.08

(
H
W

)−1.146
NPR0.589Re−0.301

(
1 − 0.208

(
H
W

)−0.276
NPR1.213 sin1.512 θ

)
(6)

Compared with the numerical data, the predicted normalized maximum wall shear
stress has an average deviation of 3.3% and a maximum deviation from CFD of 10.3%.
Figure 6 plots the predicted normalized maximum wall shear stress values against the
values calculated via CFD.

Figure 5. Predicted maximum normalized wall shear stress plotted against maximum normalized
wall shear stress from CFD for normal impingement. Shade represents the nozzle pressure ratio,
whereas the symbol represents the height-to-width ratio.

Figure 6. Predicted maximum normalized wall shear stress plotted against maximum normalized wall
shear stress from CFD for all impingement angles. Shade represents the nozzle pressure ratio, the symbol
represents the impingement angle, and the marker size represents the height-to-width ratio.

4. Conclusions

We report empirical formulation for predicting the maximum wall shear stress re-
sulting from obliquely impinging under-expanded planar jets as a function of four jet
parameters: the standoff height (H), the jet width (W), the jet nozzle pressure ratio
(NPR), and the jet impingement angle (θ). The empirical relationship for the normal

wall shear stress was developed in the form τ∗max, θ=0 = α
( H

W
)βNPRγReλ with the coef-

ficients (α = 9338.08, β = −1.146, γ = 0.589, λ = −0.301). The jet angle correction was
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implemented in the form τ∗
max = τ∗

max, θ=0

(
1 − a

( H
W
)bNPRcsindθ

)
with the coefficients

(a = 0.208, b = −0.276, c = 1.213, d = 1.512) determined based on the least squire fit of
the shear stresses calculated using scale resolved CFD simulations. The global expression
can predict wall shear stress within a mean error of 3.3%. The formulation can be used
to estimate particle resuspension rates and heat transfer rates when correlated with wall
shear stresses.

There are limitations to the relationships developed in this work. These expressions
will only hold for subsonic boundary layer flow and, as such, should not be extended to
use for H/W of less than 30 or NPR above 3.4 without the expectation of error induced due
to compressibility. Additionally, the expressions should not be extended to impingement
angles above 60◦ as the characteristics of the system change from an impinging jet to a wall
jet, and the expressions will no longer apply.
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Abstract: We determine conditions allowing for simplification of the description of the impact of a
short and arbitrarily intense laser pulse onto a cold plasma at rest. If both the initial plasma density
and pulse profile have plane symmetry, then suitable matched upper bounds on the maximum and
the relative variations of the initial density, as well as on the intensity and duration of the pulse,
ensure a strictly hydrodynamic evolution of the electron fluid without wave-breaking or vacuum-
heating during its whole interaction with the pulse, while ions can be regarded as immobile. We
use a recently developed fully relativistic plane model whereby the system of the Lorentz–Maxwell
and continuity PDEs is reduced into a family of highly nonlinear but decoupled systems of non-
autonomous Hamilton equations with one degree of freedom, the light-like coordinate ξ = ct−z
instead of time t as an independent variable, and new a priori estimates (eased by use of a Liapunov
function) of the solutions in terms of the input data (i.e., the initial density and pulse profile). If the
laser spot radius R is finite and is not too small, the same conclusions hold for the part of the plasma
close to the axis�z of cylindrical symmetry. These results may help in drastically simplifying the study
of extreme acceleration mechanisms of electrons.

Keywords: plasma hydrodynamics; non-autonomous Hamilton equations; Liapunov function; rela-
tivistic electrodynamics; plasma wave; wave-breaking

MSC: 34C11; 34C99; 34C60; 76W05; 70H05; 70H40

1. Introduction and Preliminaries

Laser–plasma interactions induced by ultra-intense laser pulses lead to a variety of
very interesting phenomena [1–5], notably plasma compression for inertial fusion [6], laser
wakefield acceleration (LWFA) [7–9] and other extremely compact acceleration mecha-
nisms (e.g., hybrid laser-driven and particle-driven plasma wakefield acceleration [10])
of charged particles, which hopefully will be the basis of a generation of new table-top
accelerators. This is paramount because accelerators have extremely important applications
in particle physics, materials science, medicine, industry, environmental remediation, etc.,
and therefore huge investments (such as the EU-funded project Eupraxia [11–13]) are being
developed all over the world to promote the development of such accelerators. Similar
extreme conditions (huge electromagnetic fields and huge accelerations of charged particles
in plasmas) occur in a number of violent astrophysical processes as well; see, e.g., [9] and ref-
erences therein. In general, these phenomena are ruled by the equations of a kinetic theory
coupled to Maxwell’s equations, which can be only solved numerically via particle-in-cell
(PIC) techniques. Unfortunately, PIC codes involve huge and expensive computations for
each choice of the free parameters; even with the presently ever increasing computational
power, exploring the parameter space blindly in order to single out interesting regions
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remains prohibitively expensive. Sometimes, good predictions can be obtained by treating
the plasma as a multicomponent fluid (electrons and ions) and by numerically solving the
simpler associated hydrodynamic equations via multifluid codes such as QFluid [14] or
hybrid kinetic/fluid codes. In general, however, it is not known a priori in which conditions
or spacetime regions this is possible. Therefore any analytical insights that can simplify the
work, at least in special cases or in a limited space-time region, are welcome.

This applies in particular to studying the impact of a very short (and possibly very
intense) laser pulse perpendicularly onto a cold diluted plasma at rest, as well as onto
matter which is locally ionized into a plasma by the front of the pulse itself. As is well
known, electrons start oscillating orthogonally to the direction�z of pulse propagation and
drifting in the positive z-direction, pushed respectively by the electric and magnetic parts of
the Lorentz force induced by the pulse; thereafter, electrons start oscillating longitudinally
as well (i.e., in �z-direction), pushed by the restoring electric force induced by charge
separation. Readers can find such initial longitudinal motions in Figure 1c and from the
electron worldlines reported in Figures 7 and 8. It turns out that the initial dynamics
are simpler if the pulse is essentially short. We say here (see Definition 1) that the pulse
is essentially short if it overcomes each electron before the z-displacement, Δ, of the latter
reaches a negative minimum for the first time; an essentially short pulse is strictly short if
it overcomes each electron before Δ becomes negative for the first time. In other words,
we regard a pulse as strictly short (essentially short) if it overcomes each electron before it
finishes the first half (three quarters) longitudinal oscillation. In the nonrelativistic (NR)
regime, a pulse which is symmetric under inversion around its center is strictly short
(essentially short) if its duration l/c does not respectively exceed half (1) times the NR
plasma oscillation period tnr

H ≡√πm/nbe2 associated with the maximum, nb, of the initial
electron density; that is (see Proposition 1), if

Gb :=

√
nbe2

πmc2 l ≤
{

1/2
1

(1)

where −e, m are the electron charge and mass c is the speed of light. (If the pulse is a
slowly modulated monochromatic wave (58) with wavelength λ = 2π/k, this implies a
fortiori 4πe2

mc2 nbλ2 � 1, meaning that the plasma is underdense). The general relativistic
plasma oscillation period is not independent of the oscillation amplitude, but grows with
the latter, which in turn grows with the pulse intensity. Correspondingly, Equation (16) can
be fulfilled with a larger Gb; in addition, it is compatible with maximizing the oscillation
amplitude, and thus the energy transfer from the pulse to the plasma wave, as for a given
nb and pulse energy such a maximization can be achieved [3,15] through a suitable

l ∼ ξ̃2, (i.e., when Gb ∼ 1/2 in the nonrelativistic regime). (2)

We believe that such impacts require a deeper understanding because, among other
things, they may generate: (i) a plasma wave (PW) [16,17] or even an ion bubble (a region
containing only ions, because all electrons have been expelled out of it) [18–24] producing
the LWFA, i.e., accelerating a small bunch of (socalled witness) electrons trailing the pulse
at very high energy in the forward direction; and (ii) the slingshot effect [15,25,26], i.e.,
the backward acceleration and expulsion of energetic electrons from the vacuum–plasma
interface during or just after the impact. The present work is one out of a few papers [27–29]
arguing that, with the help of the plane, fully relativistic Lagrangian model of [30,31], and
very little computational power, we can obtain important information about such an impact,
in particular the formation of a PW, its persistence before wave-breaking (WB), and the
features of the latter. As is known, a small WB is not necessarily undesirable, and may be
used to produce and inject the mentioned witness electrons into the PW (self-injection).
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Figure 1. (a) Normalized amplitude of a linearly polarized (i.e., set ψ = 0 in (58)) monochromatic
laser pulse slowly modulated by a Gaussian with full width at half maximum l′ and peak amplitude
a0 ≡λeE⊥

M/mc2 =1.3; this yields a moderately relativistic electron dynamics, and Δu ≡ Δ(0)(l) � 0.45l′.
If l′=7.5 μm (corresponding to a pulse duration of τ′ = l′/c � 2.5 × 10−14 s), and the wavelength is
λ = 0.8 μm, then the corresponding peak intensity must be I=7.25× 1018 W/cm2; these are typical
values obtainable by Ti:Sapphire lasers in LWFA experiments. (b) The corresponding forcing term
v(ξ) and average-over-cycle (60) va(ξ) of the latter. (c) Corresponding solution of (8) and (9), or
equivalently of (14) if Kn0l′2 � 4 ; this value is obtained if l′=7.5 μm and ñ0(Z)≡n0 = 2× 1018 cm−3

(a typical value of the electron density used in LWFA experiments). As expected, s is insensitive to
the rapid oscillations of ε⊥ for ξ ∈ [0, l], while for ξ ≥ l the energy H is conserved and the solution
is periodic. The length l is determined on physical grounds; if, e.g., the plasma is created locally
by the impact of the pulse itself on a gas (e.g., hydrogen or helium), then [0, l] has to contain all
points ξ where the pulse intensity is sufficient to ionize the gas. Here, for simplicity and following
convention, we have fixed it to be l = 4l′; the possible inaccuracy of such a cut is very small, because
ε(0+) = ε(l−) is 2−16 times the maximum ε(l/2) of the modulation, i.e., practically zero, which
makes Gb ≡ √

Kn0 l � 8.
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The plane model is as follows. We assume that the plasma is initially neutral, unmag-
netized, and at rest, with zero densities in the region z<0. More precisely, the t=0 initial
conditions for the electron fluid Eulerian density ne and velocity ve are of the type

ve(0,x)= 0, ne(0,x)= ñ0(z), (3)

where the initial electron (as well as proton) density ñ0(z) fulfills

ñ0(z)=0 if z≤0, 0< ñ0(z)≤nb if z>0 (4)

for some nb > 0 (a few examples are reported in Figure 2). Assuming that prior to the
impact the laser pulse is a free plane transverse wave travelling in the z-direction, i.e., that
the electric and magnetic fields E, B are of the form

E(t, x) = E⊥(t, x) = ε⊥(ct−z), B = B⊥ = k×E⊥ if t ≤ 0 (5)

where ε⊥(ξ) has a bounded support with ξ =0 as the left extreme (i.e., the pulse reaches
the plasma at t = 0) and the superscript ⊥ denotes vector components orthogonal to
k ≡ ∇z. The input data of a specific problem are the functions ñ0(z), ε⊥(ξ); in addition, it
is convenient to define the related functions

α⊥(ξ) := −
∫ ξ

−∞
dζ ε⊥(ζ), v(ξ) :=

[
eα⊥(ξ)

mc2

]2

, (6)

Ñ(Z) :=
∫ Z

0
dζ ñ0(ζ), U (Δ; Z) :=K

∫ Δ

0
dζ (Δ−ζ) ñ0(Z+ζ) , (7)

where K := 4πe2

mc2 . By definition, v is dimensionless and nonnegative, and Ñ(Z) strictly
grows with Z. We can describe the plasma as a fully relativistic collisionless fluid of
electrons and a static fluid of ions; as usual, in the short time lapse of interest here, the
motion of the much heavier ions is negligible, with E, B and the plasma dynamical variables
fulfilling the Lorentz–Maxwell and continuity equations. As at the impact time t=0 the
plasma is made up of two static fluids, by continuity, such a hydrodynamical description
(HD) is justified and we can neglect the depletion of the pulse at least for small t>0; the
specific time lapse is determined a posteriori by self-consistency. This allows us (see [30,31],
or [32–35] for shorter presentations) to reduce the system of the Lorentz–Maxwell and
continuity partial differential equations (PDEs) into ordinary ones, more precisely into the
following continuous family of decoupled Hamilton equations for systems with one degree of
freedom. Each system determines the complete Lagrangian (in the sense of non-Eulerian)
description of the motion of the electrons having a same initial longitudinal coordinate
Z > 0 (the Z-electrons, for brevity), and reads

Δ′(ξ, Z) =
1+v(ξ)

2s2(ξ, Z)
− 1

2
, s′(ξ, Z) = K

{
Ñ[Z+Δ(ξ, Z)]−Ñ(Z)

}
; (8)

it is equipped with the initial conditions

Δ(0, Z) = 0, s(0, Z) = 1. (9)
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Figure 2. Plots of the ratios ñ0/nb for the following initial densities: (0) ñ0(z) = nb θ(z). (1)
ñ0(z) = 1

2 nb θ(z)[1+θ(l′−z) z/l′+ θ(z−l′)]. (2) ñ0(z) = nb [θ(z) θ(l′−z) z/l′+ θ(z−l′)]. (3) ñ0(z) =

nb

{
z
z̄

f (z̄)
1+f (z̄) θ(z)θ(z̄−z) + θ(z−z̄) f (z)

1+f (z)

}
, where f (z) := (0.1 z/l′)2 + (0.2 z/l′)4 and z̄ = 6.5l′; this

grows as z for z ≤ z̄ and coincides with the next one for z > z̄. (4) ñ0(z) = nb θ(z) f (z)
1+f (z) .

Here, the unknown basic dynamical variables Δ(ξ, Z), s(ξ, Z) are respectivey the
longitudinal displacement and s-factor of the Z-electrons espressed as functions of ξ, Z,
while ze(ξ, Z) := Z+Δ(ξ, Z) is the present longitudinal coordinate of the Z-electrons; s is
the light-like component of the 4-velocity of the Z electrons, or equivalently is related to
their 4-momentum by p0−cpz ≡ mc2s; it is positive-definite. In the NR regime |s−1| � 1;
in the present fully relativistic regime, it need only satisfy the inequality s > 0. We consider
all dynamical variables f (in the Lagrangian description) as functions of ξ, Z instead of
t, Z; in the cited papers [30–35], the two dependences are denoted as f̂ (ξ, Z) and f (t, Z),
respectively, although here we use only the former and thus denote it simply as f (ξ, Z)
without the .̂ In the above, f ′ stands for the total derivative d f /dξ := ∂ f /∂ξ+s′∂ f /∂s+
Δ′∂ f /∂Δ and Z plays the role of the family parameter; all of the other electron dynamical
variables can be expressed in terms of Δ, s and the initial coordinates X ≡ (X, Y, Z) of the
generic electron fluid element. In particular, in the basic approximation the dimensionless
variable u⊥ := p⊥/mc, i.e., the electrons’ transverse momentum in mc units, is given by
u⊥ = eα⊥

mc2 ; hence, v = u⊥2. The light-like coordinate ξ = ct−z in Minkowski spacetime
can be adopted as an independent variable instead of time t, as all particles must travel
at a speed lower than c; at the end, to express the solution as a function of t it is only
necessary to replace ξ with the inverses ξ̃(t, Z) of the strictly increasing (in ξ) functions
t̂(ξ, Z) := (ξ+ze(ξ, Z))/c. Equation (8) consists of Hamilton equations, with ξ, Δ,−s
playing the role of the usual t, q, p and the (dimensionless) Hamiltonian

H(Δ, s, ξ; Z) ≡ s2 + 1+v(ξ)
2s

+ U (Δ; Z); (10)

the first term provides the kinetic + rest mass energy, while U plays the role of potential
energy due to the electric charges’ mutual interaction. Consequently, along the solutions
of (8) H′ = ∂H/∂ξ = v′/2s. Integrating the latter identity by parts and using the
definition (10) of H, we find

(s−1)2

2s
+ U (Δ; Z) = H(ξ, Z)− 1 − v(ξ)

2s(ξ, Z)
=
∫ ξ

0
dη

vs′

2s2 (η, Z) =: ν(ξ, Z). (11)

The Hamilton Equations in (8) are non-autonomous for 0< ξ < l, where [0, l] is the
smallest closed interval containing the support of ε⊥; ultra-intense pulses are characterized
by maxξ∈[0,l]{v(ξ)} � 1 and induce ultra-relativistic electron motions. For ξ ≥ l, (8) can
be solved by quadrature as well, using the energy integrals of motion H(ξ, Z) = H(l, Z) =:
h(Z) = const.

Solving (8) and (9) yields the motions of the Z-electrons’ fluid elements, which are
fully represented through their worldlines in Minkowski space. In Figures 7 and 8 we have
displayed the projections onto the z, ct plane of these worldlines for two specific sets of
input data; as can be seen, the PW emerges from them as a collective effect. Mathematically,

130



Mathematics 2022, 10, 2622

the PW features can be derived by reference to the Eulerian description of the electron fluid;
the resulting flow is laminar, with xy plane symmetry. The Jacobian of the transformation
X �→ xe ≡ (xe, ye, ze) from the Lagrangian to the Eulerian coordinates reduces to J(ξ, Z) =
∂ze(ξ, Z)/∂Z, because x⊥

e −X⊥ does not depend on X⊥.
The HD breaks where worldlines intersect, leading to WB of the PW. No WB occurs

as long as J remains positive. If the initial density is uniform, ñ0(Z) = n0 = const, both
Equation (8) and the initial conditions (9) become Z-independent, because (8 Right) takes
the form s′ = MΔ, where M :=Kn0. Consequently, their solutions become Z-independent
as well, and J ≡ 1 at all ξ. Otherwise, WB occurs after a sufficiently long time [36].

Our main goal here is to determine manageable sufficient conditions on ñ0(z), ε⊥(ξ)
guaranteeing that J(ξ, Z) > 0 for all Z > 0 and ξ ∈ [0, l], without solving the Cauchy
problems (8) and (9). This ensures that there is no wave-breaking during the laser–plasma
interaction (WBDLPI), i.e., while the Hamilton Equations (8) are non-autonomous (due to
the dependence of v on ξ. We reach this goal by determining upper and lower bounds first
on Δ, s, H (Section 2), then on J and ∂s/∂Z (Section 3), with the help of a suitable Liapunov
function. These bounds provide useful approximations of these dynamical variables in
the interval 0 ≤ ξ ≤ l. As previously mentioned, the NR short-pulse conditions (1) are
generalized by the ones (16) in the present fully relativistic regime. Inequalities (35) and
(36) are respectively sufficient conditions for (16 Left) and (16 Right). Instead of (35), we
can first check the stronger and more easily verifiable condition (40), or even the simplest
and strongest one, Mul2 ≤ 2. In the case that (36) is satisfied, we can exclude WBDLPI
in the NR regime if (48) is fulfilled; in the general case, if one of the three conditions of
Proposition 1 is fulfilled, namely if the plasma is initially sufficiently diluted and/or the
local relative variations of its density are sufficiently small (if Q0 < 1, the strongest and
easiest to compute, is not fulfilled, Q1 < 1 or Q2 < 1 can be used). In Section 4 we compare
the dynamics of s, Δ, J, σ induced by the same pulse on five representative ñ0(z) having the
same upper bound and asymptotic value nb, both by numerically solving the equations
and by applying the mentioned inequalities. In particular, we find that the density profile
at the very edge of the plasma is critical; for instance, if ñ0(z) ∼ z as z → 0+, then WB
occurs earlier than if ñ0(z) ∼ z2 or if limz→0+ ñ0(z) > 0 (discontinuous density at z = 0),
albeit with the electrons colliding at very small relative velocities. To produce LWFA, the
laser pulse is usually fired orthogonally to a supersonic gas jet (e.g., hydrogen or helium);
outside the jet nozzle it is ñ0(z) ∼ z2, and thus our results imply that such impacts occur in
the hydrodynamic regime under rather broad conditions.

For ξ ≥ l, by using the conservation of energy we can show [28] that, while Δ and s
are periodic with a suitable period ξH, J and σ are linearly quasiperiodic, that is, they are of
the form

f (ξ) = a(ξ) + ξ b(ξ), ξ ≥ l, (12)

where a, b are periodic in ξ with period ξH and b has zero average over a period; b(ξ)
oscillates between positive and negative values, as does the second term, which dominates
as ξ → ∞, with ξ acting as a modulating amplitude. Therefore, the occurrence of WB after
the laser–plasma interaction is best investigated by studying the dependence (12) [28].

The spacetime region where the present plane hydrodynamic model predicting a
laminar and xy-symmetric flow is self-consistent is determined (Section 4) by the condi-
tions J > 0 (no collisions) and (62) (undepleted pulse approximation). For typical LWFA
experiments, the length and time sizes allowed by (62) are respectively on the order of
several hundred microns and femtoseconds, respectively. The spacetime region where the
predictions of the model can be trusted is further reduced (Section 4) by the finite transverse
size R of the laser pulse. According to our model, other phenomenal characteristic of
plasma physics, such as turbulent flows, diffusion, heating, heat exchange, as well as the
very motion of ions, can be excluded inside the latter region, although of course they can
and will occur outside.
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Finally, we point out that recent advances in multi-timescale analysis have permit-
ted (semi)-analytical studies of laser–plasma interaction, including aspects of WB, in the
ultrarelativistic regime using Vlasov description [37] .

2. A Priori Estimates of Δ, s, H for Small ξ > 0

The Cauchy problem (see (8) and (9)) is equivalent to the following integral one:

Δ(ξ, Z) =
∫ ξ

0
dη

1+v(η)
2s2(η, Z)

− ξ

2
, s(ξ, Z)− 1 =

∫ ξ

0
dη
∫ ze(η,Z)

Z
dZ′ Kñ0(Z′). (13)

If ñ0(Z)≡n0=const, then U (Δ)=MΔ2/2, s′ = MΔ, and (13) amounts to

s(ξ) = 1 +
M
2

[
− ξ2

2
+
∫ ξ

0
dη (ξ−η)

1+v
s2 (η)

]
, (14)

where M :=Kn0; once (14) is solved, we can obtain Δ from Δ = s′/M. In Figure 1, we plot
an example of a monochromatic laser pulse slowly modulated by a Gaussian along with
the corresponding solution (s, Δ) in a constant density plasma; the qualitative behaviour of
the solution remains the same if ñ0(z) �=const. In the NR regime v � 1, whence |Δ/l| � 1,
|δ| � 1, where δ := s−1; at lowest order in δ, Δ (8) and (9) reduce to the equations
δ′ = MΔ, Δ′ = v/2 − δ of a forced NR harmonic oscillator with trivial initial conditions.
The solution is

Δ(ξ) =
∫ ξ

0
dη

v(η)
2

cos
[√

M(ξ−η)
]
, δ(ξ) =

∫ ξ

0
dη

v(η)
2

sin
[√

M(ξ−η)
]
. (15)

By (8 Right), the zeroes of Δ(·,Z) are extrema of s(·,Z) and vice versa, because Ñ(Z)
grows with Z. Let us recall how Δ, s start evolving from their initial values (9). As previously
mentioned, for ξ >0 all electrons reached by the pulse start to oscillate transversely and
drift forward; in fact, v(ξ) becomes positive, implying in turn that the right-hand side (rhs)
of (8 Left) and Δ does as well; the Z=0 electrons leave a layer of ions of finite thickness
behind themselves that is completely evacuated of electrons. If the density vanished
(ñ0 ≡ 0), then we would obtain

s ≡ 1, Δ(ξ, Z) =
∫ ξ

0
dη

v(η)
2

=: Δ(0)(ξ);

Δ(0)(ξ) grows with ξ and is almost constant for ξ > l if v(ξ) � 0 for ξ > l (which occurs if
the pulse is slowly modulated (58)). On the contrary, as the density is positive, the growth
of Δ implies the growth of the rhs of (8 Right), because the latter grows with Δ, as well
as of s(ξ,Z)−1. Meanwhile, Δ(ξ,Z) continues to grow as long as 1+v(ξ) > s2(ξ,Z), and
reaches a maximum at ξ̃1(Z) ≡ the smallest ξ>0 such that the rhs (8 Left) vanishes. s(ξ,Z)
keeps growing as long as Δ(ξ,Z)≥0, reaches a maximum at the first zero ξ̃2 > ξ̃1 of Δ(ξ,Z),
and decreases for ξ > ξ̃2, while Δ(ξ,Z) is negative. Δ(ξ,Z) reaches a negative minimum at
ξ̌3(Z) ≡ the smallest ξ> ξ̃2, such that the rhs (8 Left) vanishes again. Here, we denote by
ξ̃3(Z) the smallest ξ> ξ̌3 such that s(ξ,Z) = 1 and I := [0, ξ̃3]. We encourage the reader to
single out ξ̃1, ξ̃2, ξ̌3, ξ̃3 for the solution considered in Figure 1 from the graphs in 1c. If ε⊥ is
slowly modulated, then v(l)�0 (see Appendix A.2 for details, and Appendix 5.4 in [31] for
further information); then, ξ̌3 � ξ̃3 if l < ξ̌3.

Definition 1. A pulse is strictly short, essentially short with respect to ñ0 if it respectively fulfills{
Δ(ξ, Z) ≥ 0 ,

s(ξ, Z) ≥ 1 ,
∀ξ ∈ [0, l], Z ≥ 0 ⇔ l ≤

{
ξ̃2(Z)

ξ̃3(Z)
∀Z ≥ 0 . (16)

132



Mathematics 2022, 10, 2622

In the NR regime, if ñ0(Z) ≡ n0 =const, these respectively amount to requiring
that the corresponding solution (15) fulfills Δ(l) ≥ 0, δ(l) ≥ 0; if ñ0(Z) �=const, it is
sufficient to replace n0 with nb to obtain sufficient conditions for the fulfillment of (16), said
conditions being⎧⎪⎪⎨⎪⎪⎩

2Δ(ξ) =
∫ ξ

0
dη v(η) cos

[√
Knb(ξ−η)

]
≥ 0 ,

2δ(ξ) =
∫ ξ

0
dη v(η) sin

[√
Knb(ξ−η)

]
≥ 0 ,

∀ξ ∈ [0, l]. (17)

Proposition 1. If v is symmetric about ξ = l/2, i.e., v(ξ) = v(l−ξ), then (17 Left) amounts to
Gb ≤ 1/2; if in addition v has a unique maximum in ξ = l/2, then (17 Right) amounts to Gb ≤ 1.

The proof is provided in Appendix A.1. The assumption that v(ξ) be symmetric is
satisfied with very good approximation if the pulse is a slowly modulated one (58) with a
symmetric modulation ε(ξ) about ξ = l/2 (as in Figure 1b), per (59).

The following estimates hold for ξ ∈ I = [0, ξ̃3]. First, s ≥ 1 and (13 Left) imply
the bound

Δ(ξ, Z) ≤ Δ(0)(ξ). (18)

2.1. Constant Density Case

If ñ0(Z)≡n0>0, for ξ ∈ I we find by (18) s(ξ)−1 = M
∫ ξ

0 dη Δ(η) ≤ M
∫ ξ

0 dη Δ(0)(η), i.e.,

s(ξ) ≤ 1 +
M
2

∫ ξ

0
dη (ξ − η) v(η) =: s(1)(ξ). (19)

As s(1)(ξ) grows strictly with ξ and is convex, Equation (19) and (13 Left) in turn imply

Δ(ξ) ≥
∫ ξ

0
dη

1+v(η)

2[s(1)(η)]2
− ξ

2
=: Δ(1)(ξ). (20)

It is apparent that Δ(1)(ξ) vanishes at ξ = 0 and grows with ξ for small ξ > 0 until its
(unique) maximum point, while for larger ξ it decreases and becomes negative. Hence, a
lower bound ξ̃(1)

2 for ξ̃2 is the smallest ξ > 0 such that Δ(1)(ξ) = 0. Therefore, Δ(1)(l) ≥ 0
ensures that ξ̃2 ≥ ξ̃(1)

2 ≥ l.
Equation (13 Right) implies that s(ξ)−1 = M

∫ ξ
0 dη Δ(η) ≥ M

∫ ξ
0 dη Δ(1)(η), namely,

M
2

f (ξ) =: s(2)(ξ), f (ξ) :=
∫ ξ

0
dη

(ξ−η)[1+v(η)]

[s(1)(η)]2
− ξ2

2
. (21)

At least for small ξ, this is a more stringent lower bound for s in I than s ≥ 1; f (ξ)
vanishes at ξ = 0, and grows with ξ for small ξ > 0 until its (unique) maximum point; for
larger ξ, it decreases and becomes negative. Hence, a lower bound ξ̃(1)

3 for ξ̃3 is the smallest
ξ > 0 such that f (ξ) = 0. Therefore, f (l) ≥ 0 ensures that ξ̃3 ≥ ξ̃(1)

3 ≥ l.

2.2. Generic Density Case

Let ň(ξ, Z) := ñ0
[
ze(ξ, Z)

]
, ξ̃ ′2 := min{ξ̃2, l}, nu, nd > 0 be some upper, lower bounds

on ň
nd(Z) ≤ ň(ξ, Z) ≤ nu(Z) (22)

for 0 ≤ ξ ≤ ξ̃ ′2. If ñ0(Z)≡ n0, then ň ≡ n0, and we can set nu = nd = n0. In general, a
Z-independent choice of nu is nu = nb; see (4). More accurately, with Δu > 0 such that

Δ(ξ, Z) ≤ Δu ∀ξ ∈ [0, ξ̃3], (23)
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then 0 ≤ Δ(ξ, Z) ≤ Δu(Z) for all ξ ∈ [0, ξ̃2] (by the definition of ξ̃2), and (22) holds,
choosing

nu(Z)= max
Z′∈
[

Z,Z+Δu
]{ñ0(Z′)}, nd(Z)= min

Z′∈
[

Z,Z+Δu
]{ñ0(Z′)}; (24)

in general, (24 Left) is a lower (and therefore better) upper bound than nu = nb. Henceforth
we abbreviate Mu(Z) := Knu(Z), Md(Z) := Knd(Z). By (18), we can adopt the simple
choice Δu := Δ(0)(l) (if v(l) � 0, as occurs if the pulse is a slowly modulated one (58), then
Δ(0)(ξ) � Δ(0)(l) if ξ > l, and (22) holds with Δu = Δ(0)(l) for all 0 ≤ ξ ≤ ξ̃2 even if ξ̃2 > l).

Lemma 1. For all ξ ∈ [0, ξ̃3], the rhs ν of (11) can be bound by

ν(ξ, Z) ≤ νu(ξ, Z) :=
Mu(Z)

2
[
Δ(0)(ξ)

]2 (25)

Proof. For ξ ∈ [0, ξ̃2], the inequality is proven as follows:

ν(ξ) =
∫ ξ

0
dη

vs′

2s2 (η) ≤
∫ ξ

0
dη

v
2s2 (η)

∫ Z+Δ(η)

Z
dz Mu = Mu

∫ ξ

0
dη

vΔ
2s2 (η) ≤ Mu

∫ ξ

0
dη

vΔ(0)

2
(η) = νu(ξ)

using Δ(0) ′ = v/2; for brevity, we have not displayed the Z argument here. The inequality
holds in ]ξ̃2, ξ̃3] as well, because there ν decreases, whereas νu grows.

The maximum of ν(ξ, Z) in [0, ξ̃3] is in ξ = ξ̃2 because s′ > 0 in ]0, ξ̃2[ and s′ < 0
in ]ξ̃2, ξ̃3[. To obtain upper, lower bounds su, sd for s(ξ, Z) and a lower bound Δd(Z) for
Δ(ξ, Z) in the longer interval 0 ≤ ξ ≤ ξ̃ ′3 := min{l, ξ̃3}, we use (25) to majorize

ν(ξ, Z) ≤ ν
(
ξ̃2, Z

) ≤ Mu

2
[
Δ(0)
(
ξ̃2
)]2 ≤ Mu

2
Δ2

u

(again, if v(l) � 0, as occurs if the pulse is a slowly modulated one (58), then Δ(0)(ξ) � Δ(0)(l)
if ξ > l, and these results remain valid if we replace ξ̃ ′3 by ξ̃3, even if ξ̃3 > l).

When replaced in (11), this yields (s−1)2/2s ≤ MuΔ2
u/2 and U ≤ MuΔ2

u/2, whence

sd ≤ s(ξ, Z) ≤ su,
su
sd

}
:= 1+

Mu

2
Δ2

u±
√(

1+
Mu

2
Δ2

u

)2
−1, Δ(ξ, Z) ≥ Δd(Z), (26)

where Δd is the negative solution of the equation U (Δ; Z) = Mu(Z)Δ2
u/2 (as a first estimate,

Δd = −Δu). Clearly, 1/sd = su > 1.

Proposition 2. For all ξ∈ [0, ξ̃ ′3], the dynamical variables Δ, s are bounded as follows:

Δ(0)(ξ, Z) ≥ Δ(ξ, Z) ≥ Δ(1)(ξ, Z),

s(1)(ξ, Z) ≥ s(ξ, Z) ≥ s(2)(ξ, Z),
(27)
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where Δ(0)(ξ) :=
ξ∫

0
dη v(η)/2, and

s(1)(ξ,Z) := min{su, 1 + g(ξ,Z)}, g(ξ,Z) :=
Mu

2

∫ ξ

0
dη (ξ−η) v(η),

Δ(1)(ξ,Z) := max{Δd, d(ξ,Z)}, d(ξ,Z) :=
∫ ξ

0
dη

1+v(η)

2[s(1)(η,Z)]2
− ξ

2
,

s(2)(ξ, Z) :=

⎧⎨⎩
1 + Md

2 f (ξ, Z) 0 ≤ ξ ≤ ξ̃(1)
2

max
{

sd, 1 +
[

Md
2 − M′

u
2

]
f
(

ξ̃(1)
2 , Z

)
+ M′

u
2 f (ξ, Z)

}
ξ̃(1)

2 < ξ ≤ ξ̃ ′3,

f (ξ, Z) :=
∫ ξ

0
dη (ξ−η)

{
1+v(η)

[s(1)(η, Z)]2
− 1

}
,

(28)

where ξ̃(1)
2 (Z) < ξ̃2 is the zero of d(ξ,Z) as well as the maximum point of f (ξ, Z), and M′

u/K =
n′

u := max
Z′∈[Z+Δd ,Z]

{ñ0(Z′)}. Moreover, the value of the Hamiltonian is bounded by

Hd := 1 +
v

2s(1)
+ νd ≤ H ≤ 1 +

v
2s(2)

+
Mu

2
[
Δ(0)
]2

=: Hu, (29)

where, dubbing the maximum of d(ξ,Z) by ξ̃(1)
1 (Z), we have defined

νd(ξ, Z) :=

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

Md(Z)
2

[
Δ(1)(ξ, Z)

]2
ξ ∈ [0, ξ̃(1)

1
]
,

Md(Z)
2

[
Δ(1)
(
ξ̃(1)

1
)]2

ξ ∈ [ξ̃(1)
1 , ξ̃(1)

2
]
,

Md(Z)
2

[
Δ(1)
(
ξ̃(1)

1 , Z
)]2

+ M′
u(Z)

∫ ξ

ξ̃
(1)
2

dη
vΔ(1)

2
(η, Z) ξ ∈ [ξ̃(1)

2 , ξ̃ ′3
]
.

(30)

Note that ξ̃(1)
1 (Z) < ξ̃1(Z). Equations (27) and (28) reduce to (18) and (21) if ñ0(Z) ≡

n0 = const.

Proof. The left inequality in (27 Left) is the already proven (18). Equation (13) by (24), (18)
implies s(ξ, Z)− 1 ≤ ∫ ξ

0 dη MuΔ(η, Z) ≤ Mu
∫ ξ

0 dη Δ(0)(η), which together with (26 Left)
implies the left inequality in (27 Right); the latter, together with (13 Left), (26 Right), in turn
implies the right inequality in (27 Left). First, d(ξ, Z) = f ′(ξ, Z) vanishes at ξ = 0, grows
with ξ for small ξ > 0 until it reaches a maximum for sufficiently large ξ, then decreases
to negative values. Hence, ξ̃(1)

2 , i.e., the smallest ξ > 0 such that Δ(1)(ξ, Z) = 0, is indeed
a lower bound for ξ̃2; meanwhile, ξ̃(1)

2 is the maximum point of f and s(2). Equation (13)
implies that for all ξ ∈ [0, ξ̃2]

s(ξ,Z)−1 ≥ Md

∫ ξ

0
dη Δ(η,Z) ≥ Md

∫ ξ

0
dη d(η,Z) =

Md
2

f (ξ, Z). (31)

If ξ ∈]ξ̃2, ξ̃ ′3], integrating (8 Right) over [ξ̃2, ξ] and recalling that Δd ≤ Δ < 0 there,
we find

s(ξ,Z)−s(ξ̃2,Z) = −K
∫ ξ

ξ̃2

dη
∫ Z

Z+Δ(η,Z)
dZ′ ñ0(Z′) ≥ M′

u

∫ ξ

ξ̃2

dη Δ(η,Z) ≥ M′
u

∫ ξ

ξ̃2

dη Δ(1)(η,Z)

> M′
u

∫ ξ

ξ̃
(1)
2

dη Δ(1)(η,Z) ≥ M′
u

2

[
f (ξ, Z)− f

(
ξ̃(1)

2 , Z
)]

(32)
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where the first inequality in the last line holds because Δ(1)(η,Z) < 0 if η ∈ [ξ̃(1)
2 , ξ̃2]; as s has

its maximum in ξ̃2, (31) implies in particular that s
(
ξ̃2,Z

) ≥ s
(
ξ̃(1)

2 ,Z
) ≥ 1+ Md

2 f
(
ξ̃(1)

2 ,Z
)
,

which when replaced in (32) provides

s(ξ,Z) ≥ 1+
Md
2

f
(
ξ̃(1)

2 ,Z
)
+

M′
u

2

[
f (ξ, Z)− f

(
ξ̃(1)

2 , Z
)]

;

the latter inequality and (31) amount to the right inequality in (27 Right), which holds,
together with s(ξ, Z) ≥ 1. The right inequality in (29) follows from (11) and (25). From
2Δ(1) ′ = (1+v)/s(1)2−1 ≤ v/s(1)2, it follows for ξ ∈ [0, ξ̃2] that

ν(ξ, Z) ≥ Md

∫ ξ

0
dη

vΔ
2s2 (η) ≥ Md

∫ ξ

0
dη

vΔ(1)

2s(1)2
(η) ≥ Md

∫ ξ

0
dη
[
Δ(1)Δ(1) ′](η) = Md

2
[
Δ(1)(ξ)

]2,

where again, for brevity, we have not displayed the Z argument. As the rhs has its maximum
in ξ = ξ̃(1)

1 , whereas ν(ξ, Z) can grow in [ξ̃(1)
1 , ξ̃2

]
, we obtain

ν(ξ, Z) ≥
⎧⎨⎩

Md
2
[
Δ(1)(ξ)

]2
ξ ∈ [0, ξ̃(1)

1
]

Md
2

[
Δ(1)
(
ξ̃(1)

1
)]2

ξ ∈ [ξ̃(1)
1 , ξ̃2

] (33)

If ξ ∈ [ξ̃2, ξ̃ ′3], then s′, Δ < 0 in [ξ̃2, ξ], and

∫ ξ

ξ̃2

dη
vs′

2s2 (η) = −
∫ ξ

ξ̃2

dη
Kv
2s2 (η)

∫ Z

Z+Δ(η)
dz ñ0(z) ≥ M′

u

∫ ξ

ξ̃2

dη
vΔ
2
(η) ≥ M′

u

∫ ξ

ξ̃2

dη
vΔ(1)

2
(η) > M′

u

∫ ξ

ξ̃
(1)
2

dη
vΔ(1)

2
(η)

where the last inequality holds because Δ(1) < 0 in
[
ξ̃(1)

2 , ξ̃2
]
; by summing this inequality and

ν
(
ξ̃2, Z

) ≥ Md

[
Δ(1)
(
ξ̃(1)

1
)]2

/2 we obtain ν
(
ξ, Z
) ≥ Md

[
Δ(1)
(
ξ̃(1)

1
)]2

/2+

M′
u

∫ ξ

ξ̃
(1)
2

dη vΔ(1)(η)/2, which actually holds for all ξ ∈]ξ̃(1)
2 , ξ̃ ′3] by (33) and because the

second term is negative if ξ∈ [ξ̃(1)
2 , ξ̃2]. Summing up, we find ν(ξ, Z) ≥ νd(ξ, Z) in all the

interval [0, ξ̃ ′3]; this, together with (11), implies the left inequality (29).

By (26), inequalities (22) hold for all ξ ∈ [0, ξ̃ ′3] if, rather than by (24), we define
nu, nd by

nu(Z)= max
Z′∈
[

Z+Δd ,Z+Δu
]{ñ0(Z′)}, nd(Z)= min

Z′∈
[

Z+Δd ,Z+Δu
]{ñ0(Z′)}. (34)

As mentioned previously, Δ(1)(ξ, Z) = d(ξ, Z) = f ′(ξ, Z) vanishes at ξ = 0, grows
up to its unique positive maximum at ξ̃(1)

1 , then decreases to negative values; ξ̃(1)
2 is the

unique ξ > ξ̃(1)
1 such that Δ(1)(ξ, Z) = 0. Hence, ξ̃(1)

2 is a lower bound for ξ̃2. Therefore, the
condition

Δ(1)(l, Z) ≥ 0 (35)

ensures that ξ̃2(Z) ≥ ξ̃(1)
2 (Z) ≥ l, namely, that the pulse is strictly short. Similarly, s(2)−1

vanishes at ξ = 0, grows up to its unique positive positive maximum at ξ̃(1)
2 , then decreases

to negative values. Hence, a lower bound ξ̃(1)
3 for ξ̃3 is the unique ξ > ξ̃(1)

2 such that
s(2)(ξ, Z) = 1, and the condition

s(2)(l, Z) ≥ 1 (36)
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ensures that ξ̃3(Z) ≥ ξ̃(1)
3 (Z) ≥ l ≡ ξ̃ ′3, namely, that the pulse is essentially short. Moreover,

with this assumption we find by (29) the following upper and lower bounds on the final
Z-electron energy h(Z) after their interaction with the pulse:

Hd(l, Z) ≤ h(Z) ≤ Hu(l, Z). (37)

In Figures 3 and 4, we plot s(·, Z), Δ(·, Z) for two values of Z and the associated
upper and lower bounds corresponding to the densities of Figure 2, which have the same
asymptotic value nb. As can be seen, the bounds agree well. Moreover, a useful lower
bound for Δ(1) is provided by the following lemma.

Lemma 2.

Δ(1)(ξ,Z) ≥ Δ(0)(ξ)

[
1 − Mu(Z)

2
ξ2 − Mu(Z) ξ Δ(0)(ξ)

]
. (38)

Proof. g ≥ 0 implies 1/(1+g) ≥ 1−g, 1/(1+g)2 ≥ (1−g)2 ≥ 1−2g such that

2Δ(1)(ξ,Z) ≥
∫ ξ

0
dη {[1+v(η)][1−2g(η, Z)]− 1} = 2Δ(0)(ξ)−

∫ ξ

0
dη 2g(η, Z)[1+v(η)]. (39)

The definitions of g, Δ(0) immediately imply the inequality g(ξ,Z) ≤ MuξΔ(0)(ξ),
whence ∫ ξ

0
dη 2g(η,Z) ≤ Mu

∫ ξ

0
dη η2Δ(0)(η) ≤ Mu

∫ ξ

0
dη η2Δ(0)(ξ) ≤ Muξ2Δ(0)(ξ),∫ ξ

0
dη 2g(η,Z)v(η) ≤ Mu

∫ ξ

0
dη η2Δ(0)(η)v(η) ≤ Mu

∫ ξ

0
dη ξ4

[
Δ(0)Δ(0) ′](η) = 2Muξ[Δ(0)(ξ)]2

Replacing the latter in (39), we obtain (38).

As a consequence, if the square bracket at the rhs (38) is nonnegative, then is as well
Δ(1)(ξ,Z), and therefore another condition ensuring that ξ̃2 > l (i.e., that the pulse is strictly
short) is

Mu(Z) l2
[

1 + 2
Δu

l

]
≤ 2, (40)

which is more easily computable, although more difficult to satisfy, than (35).
More stringent (though less easily computable) bounds than (27) could be found by re-

placing them in (13) and reiterating the previous arguments. The first step is the new bound
Δ(ξ, Z) ≤ Δ(2)(ξ, Z) :=

∫ ξ
0 dη

1+v(η)

2[s(2)(η,Z)]
2 − ξ

2 , the second is setting Δu := max
ξ∈[0,l]

{Δ(2)(ξ)}
instead of Δu := Δ(0)(l) in (24), etc. However, for the scope of the present work we content
ourselves with these basic relations.
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Figure 3. The initial electron densities (1), (2) of Figure 2 (first line; left and right, respectively).
Below, assuming nb = 2 × 1018cm−3, we plot the corresponding s, Δ, their upper and lower bounds
s(1), s(2), Δ(1), Δ(2), and the function Q, vs. ξ during interaction with the pulse in Figure 1 for the same
sample values, Z = l′/20 and Z = l′/2 of Z. The values Q2(Z) :=Q(l,Z) can be read off the plots.
As can be seen, the bounds are much better for density (1); the values Q2(Z) � 1 are consistent with
all worldlines intersecting rather far from the laser-plasma interaction spacetime region. On the other
hand, the large value of Q2(Z) for density (2) is an indication that worldlines intersect within or not
far from the laser–plasma interaction spacetime region. Our computations lead to Q0(l′/20) = 10.64,
Q0(l′/2) = with density (1) and Q0(l′/20) = 88.53, Q0(l′/2) = 32.35 with density (2).
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Figure 4. The initial electron densities (3), (4) of Figure 2 (left and right, respectively) with nb =

2 × 1018 cm−3, corresponding plots of s, Δ, their upper and lower bounds s(1), s(2), Δ(1), Δ(2), and the
function Q(ξ, Z), vs. ξ for the same sample values Z = l′/20 and Z = l′/2 of Z. The values
Q2(Z) := Q(l,Z) can be read off the plots. As can be seen, the bounds are much better for density
(4); the values Q2(Z) ≤ 1 are consistent with all worldlines intersecting rather far from the laser-
plasma interaction spacetime region. On the other hand, the large value of Q2(Z) for density (3) is
an indication that worldlines intersect not far from the laser–plasma interaction spacetime region.
Our computations lead to Q0(l′/20) = 4.62, Q0(l′/2) = 3.08 with density (3) and Q0(l′/20) = 0.49,
Q0(l′/2) = 0.85 with density (4).

3. Bounds on the Jacobian for Small ξ > 0

Differentiating (8), we find that the dimensionless variables

ε(ξ, Z) := J(ξ, Z)−1 =
∂s(ξ, Z)

∂Z
, σ(ξ, Z) := l

∂s(ξ, Z)
∂Z

(41)
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fulfill the Cauchy problem

ε′ = −κσ, σ′ = Kl(ň −ñ0 + ň ε),

ε(0, Z) = 0, σ(0, Z) = 0,
(42)

where we have abbreviated κ := 1+v
ls3 ≥ 0. From σ, we can immediately obtain ∂uz/∂Z via

l
∂uz

∂Z
= −1 + v

2s2 σ, (43)

which is dimensionless, as well. To bound ε, σ for small ξ, we introduce the Liapunov function

V := ε2+βσ2, (44)

where β(Z) ∈ R+ is specified below. Clearly, V(0, Z) = 0. Equation (42) implies

V′ = εσ 2(βKlň−κ) + σ 2βKl(ň −ñ0) (45)

and as 2|εσ| ≤ V/
√

β, |σ| ≤ √V/β, we obtain

V′ ≤ 2A
√

V + 2BV ⇒
(√

V
)′ ≤ A + B

√
V,

where we have abbreviated B(ξ, Z) := |βKlň−κ|/2
√

β and introduced some A(Z) such
that A ≥ Kl

√
β max{|ň−ñ0|}. Per the comparison principle [38],

√
V ≤ R, where R(ξ, Z)

is the solution of the Cauchy problem R′ = A+BR, R(0, Z) = 0, which implies

|ε(ξ, Z)| ≤
√

V(ξ, Z) ≤ R(ξ, Z) = A(Z)
∫ ξ

0
dη exp

[∫ ξ

η
dζ B(ζ, Z)

]
(46)

and
√

b|σ| ≤ R. As R(ξ, Z) grows with ξ, if R(l, Z) < 1 then no WBDLPI may involve
the Z-electrons. Choosing β = 1/Mul2, we find for all ξ∈ [0, ξ̃ ′3]

2lB β =

∣∣∣∣1+v
s3 − ň

nu

∣∣∣∣ ≤ ∣∣∣∣1+v
s3 −1

∣∣∣∣+∣∣∣∣1− ň
nu

∣∣∣∣ ≤ |D|+δ,

where D(ξ, Z) :=
1+v(ξ)

[s(ξ, Z)]3
−1, δ(Z) := 1 − nd(Z)

nu(Z)
. (47)

In the NR regime, which is characterized by v � 1, we have s � 1, κ � 1/l, Δu/l � 1,
D � 0; setting D = 0 leads by a straightforward computation to

R(l, Z) � Rnr(Z) := f [r(Z)], f (r) := 2
(

er/2 − 1
)

r(Z) := δ(Z)
√

Mu(Z) l.

As f (r) grows with r ≥ 0 and reaches the value 1 for r � 0.81, we therefore find that the
condition

r(Z) = δ(Z)
√

Mu(Z) l < 0.81 (48)

is sufficient to ensure that the Z-electrons are not involved in WBDLPI. This is automatically
satisfied if

√
Mu(Z) l < 0.81, because by definition δ ≤ 1; otherwise, it is a very mild

condition on the relative variation δ of the initial electron density across an interval of
length Δu � l and in fact to violate (48) one needs a discontinuous (or a continuous and
very steep) ñ0(Z) with large relative variations around Z; see Section 4.
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We now consider the general case. In the interval [0, ξ̃ ′3], the inequalities s(1) ≥ s ≥
s(2) ≥ 1 imply

|D(ξ, Z)| ≤ D(ξ, Z) := max

{
1+v(ξ)

[s(2)(ξ,Z)]3
− 1 , 1 − 1+v(ξ)

[s(1)(ξ,Z)]3

}

≤ ṽ(ξ) := max{v(ξ), 1} (49)

≤ max{vM, 1} =: ṽM,

where vM, ṽM are the maxima of v, ṽ. Hence, we obtain the bounds∫ ξ

η
dζ B(ζ) ≤

√
Mu

2

[
(ξ−η) δ+

∫ ξ

η
dζ D(ζ)

]
≤

√
Mu

2

[
(ξ−η) δ+

∫ ξ

η
dζ ṽ(ζ)

]
≤

√
Mu

2
(ṽM+δ)(ξ−η),

which are replaced in (46) by choosing A =
√

Mu δ, respectively implying

R(ξ, Z) ≤ δ(Z)
√

Mu(Z)
ξ∫

0

dη exp

{√
Mu(Z)

2

[
(ξ−η) δ(Z)+

∫ ξ

η
dζ D(ζ,Z)

]}
=: Q(ξ,Z) (50)

Q(l,Z) ≤ δ(Z)
√

Mu(Z)
l∫

0

dη exp

{√
Mu(Z)

2

[
(l−η) δ(Z)+

∫ l

η
dζ ṽ(ζ)

]}
=: Q1(Z) (51)

≤ 2δ(Z)
ṽM+δ(Z)

{
exp
[

ṽM+δ(Z)
2

√
Mu(Z) l

]
− 1
}

=: Q0(Z) (52)

Here, we have redisplayed the Z-argument; Q2(Z) :=Q(l,Z) is the most difficult to com-
pute, while Q0(Z) is the easiest. We thus arrive at

Theorem 1. Assume that condition (36) is fulfilled. Then, no WBDLPI involves the Z-electrons if
in addition Q0(Z) < 1, or at least Q1(Z) < 1, or at least Q2(Z) < 1. If one of these conditions is
fulfilled for all Z, then WBDLPI occurs nowhere.

Consequently, for any fixed pump there is no WBDLPI if nb is sufficiently small. A
simple sufficient condition is provided by the following corollary.

Corollary 1. For any pulse (5) there is no WBDLPI if Knbl2 < 4
[

log 2/(1+ṽM)]2 and (36) are
fulfilled. In particular, it suffices that Knbl2 < min

{
4
[

log 2/(1+ṽM)]2, 2/(1+2Δu/l)
}

.

Proof. From δ ≤ 1 ≤ ṽM, it followss that δ l
√

Mu ≤ L := ṽM+δ
2 l

√
Mb. Hence, L < log 2

implies eL < 2, whence

Q0 = δ l
√

Mu
eL−1

L
≤ eL−1 < 1,

which, together with (36), implies the first claim. The second follows as well, as (40)
implies (36).

4. Discussion and Conclusions

As we have seen, if inequality (35) is fulfilled, then ξ̃2 > l, i.e., the pulse is strictly short
(that is, it completely overcomes the Z-electrons while their longitudinal displacement
remains nonnegative). If at least inequality (36) is fulfilled, then ξ̃3 > l, andt the pulse
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is essentially short (that is, the pulse completely overcomes the Z-electrons before their
longitudinal displacement reaches its first negative minimum), and the inequalities (27),
(29), (50) and (52) apply. If in addition one of the conditions of Proposition 1 is satisfied,
then WBDLPI can be excluded.

As seen above, the more easily computable (although more difficult to satisfy) con-
dition (40) implies (35) and the inequality Mu(Z) l2 ≤ 2

1+2Δu/l , which after substitution
in (50) and (52) simplifies the computation of their rhs; in particular, (52) becomes

Q0(Z) ≤ 2δ(Z)
ṽM+δ(Z)

(
eC − 1

)
=: Q̃0(Z), C :=

ṽM+δ(Z)√
2[1+2Δu/l]

. (53)

Therefore, (40) and Q̃0(Z) < 1 provide a sufficient condition to exclude WBDLPI
as well.

Note that in the above conditions, several dimensionless numbers characterizing the
input data, viz. ṽM, Δu/l, G2

b = Mbl2, Mul2, Mdl2, δ, and possibly su, M′
ul2, play a key

role in the main inequalities of the present paper. Therefore, their computation represents
the first step in checking whether and where such conditions are fulfilled or violated.

In the NR regime (48) is equivalent to either inequality

nd
p

>
nu

p
−
√

2nu

p
⇔ nu

p
< 1 +

nd
p

+

√
1 + 2

nd
p

, p :=
(0.81)2

2Kl2 . (54)

(In fact, inequality (48) amounts to nu−nd <
√

2p nu, i.e., (54); taking the square one
obtains the equivalent inequality n2

u−2nu(nd+ p)+n2
d < 0, which is fulfilled if n− <

nu < n+, where n± := nd+p±
√
(nd+p)2−n2

d = nd+p±√p2+2pnd solve the equation

x2−2x(nd+p)+n2
d = 0 in the unknown x; the left inequality is automatically satisfied

because nu ≥ nd > n2
d/n+ = n−. Dividing the inequality nu < n+ by p, we obtain (54)).

If ñ0 grows in [0, Z̄+Δu], then q(z) := ñ0(z)/p does as well, and for all ∈ [0, Z̄] the
previous conditions become

q(Z) > q
(
Z+Δu

)−√2q
(
Z+Δu

) ⇔ q
(
Z+Δu

)
< 1+q(Z)+

√
1+2q(Z). (55)

This is fulfilled if, e.g., in [0, Z̄+Δu] ñ0 is continuous (without excluding ñ0(0+) > 0), at
least piecewise C1, and 0 ≤ dq(z)

dz Δu < 1 +
√

1+2q(Z) for all Z ∈ [0, Z̄] and z ∈ [Z, Z+Δu].
Now, we impose that ñ0 is continuous in [−∞, Z̄+Δu] and reaches a given value n̄ > 0

at Z = Z̄ while respecting (55). We compare the minimum Z̄ for a linear and a quadratic
ñ0; note that dq/dZ for the former violates the above bound at Z = 0. We find

ñ0(Z) = n1(Z) := θ(Z)n̄
Z
Z̄

fulfills (55 ) if
Z̄

Δu
>

n̄
2p

=
Kn̄l2

(0.81)2 =:
Z̄1

Δu
(56)

ñ0(Z) = n2(Z) := θ(Z)n̄
Z2

Z̄2 fulfills (55) if
Z̄

Δu
>

√
n̄

2p
+

√
n̄

2p
+

1
4
− 1

2
=:

Z̄2

Δu
(57)

where θ is the Heavisde step function. In fact, if ñ0 = n1, then (55 Right) becomes n̄Δu/pZ̄ <
1+
√

1+2n̄Z/pZ̄ for all Z; the rhs is lowest for Z = 0, whereby the inequality becomes
(56 Right), as claimed. If ñ0 = n2, then (55 Left) becomes the condition

F(Z) :=

√
2p
n̄

Z̄(Z+Δu)−Δ2
u−2ΔuZ > 0;

this is of first degree in Z, and is hence fulfilled for all Z ∈ [0, Z̄] if it is for Z = 0, Z̄. The
quadratic polynomial F(Z̄) in Z̄ is positive if Z̄ > Z2, as claimed, because Z2 is the positive

142



Mathematics 2022, 10, 2622

solution of the equation F(z) = 0 in the unknown z, and Z̄ > Z2 automatically makes
F(0) > 0.

If
√

Kn̄ l is considerably larger than 1, then Z̄1 is considerably larger than Z̄2; in
particular, assuming (2) with nb = n̄, i.e., Gb ∼ π, yields Z1 ∼ 15.04Δu, Z2 ∼ 6.78Δu.
Therefore, choosing Z̄ ∈]Z2, Z1[, we can exclude WBDLPI by adopting ñ0(Z) = n2(Z),
but not ñ0(Z) = n1(Z). Such a result is relevant for LWFA experiments, which usually
fulfill (2). From the physical viewpoint, it allows us to exclude WBDLPI because: (i) the
density ñ0(Z) obtained just outside the nozzle of a supersonic gas jet (orthogonal to the�z)
typically is C1(R), with ñ0(0) = 0 = dñ0

dZ (0) (see, e.g., Figure 2 in [39] or Figure 5 in [40]),
and therefore is closer to type n2(Z) than to type n1(Z); and (ii) by causality, the effects of a
pulse with a finite spot radius R near its symmetry axis�z are the same as with a plane wave
(R = ∞), at least for small ξ. From the viewpoint of mathematical modeling, this suggests
that it makes a major difference whether we describe the edge of the plasma by n1 or by
n2; in the first case, we can correctly predict the plasma evolution only by kinetic theory
and PIC codes, while in the second we can do this by a hydrodynamic description and less
computationally demanding multifluid codes.

If we allow a discontinuous (in Z = 0) linear Ansatz ñ0(Z) = θ(Z)n̄[a + (1−a)Z/Z̄]
(0< a≤ 1), then (55) is fulfilled if Z̄ > n̄(1−a)Δu/p[1+

√
1+2an̄/p], which is again smaller

than Z1.
Although our results apply to all ε⊥ with support contained in [0, l], regardless of their

Fourier analysis, in most applications one deals with a modulated monochromatic wave

ε⊥(ξ)= ε(ξ)︸︷︷︸
modulation

[i cos ψ sin(kξ+ϕ1)+j sin ψ sin(kξ+ϕ2)]︸ ︷︷ ︸
carrier wave ε⊥

o(ξ)

, (58)

where i = ∇x, j = ∇y. The elliptic polarization in (58) is ruled by ψ, ϕ1, ϕ2; it reduces
to a linear one in the direction of a := i cos ψ + j sin ψ if ϕ1 = ϕ2, to a circular one
if | cos ψ| = | sin ψ| = 1/

√
2 and ϕ1 = ϕ2 ± π/2. If, as follows from (1), Knbλ2 � 1

(λ = 2π/k is the wavelength), i.e., the plasma is underdense, then the relative variations of
Δ(ξ, Z) (and ze(ξ, Z)) in a ξ-interval of length ≤ λ are much smaller than those of x⊥

e (ξ),
and those of s(ξ) even smaller; in fact, as s>0, v≥0, the integral in (13 Left) averages the
fast variations of v to yield much smaller relative variations of Δ, and the first integral in
(13 Right) averages the residual small variations of Ñ[ze(ξ)] to yield an essentially smooth
s(ξ) (see, e.g., Figure 1). On the contrary, α⊥(ξ), x⊥

e (ξ) varies fast, as ε⊥(ξ). Under rather
general assumptions (see Appendix 5.2) [31],

α⊥(ξ) = − ε(ξ)

k
ε⊥

p(ξ) + O
(

1
k2

)
� − ε(ξ)

k
ε⊥

p(ξ), (59)

where ε⊥
p(ξ) :=ε⊥

o (ξ + λ/4), and similarly for other integrals with modulated integrands.
In the appendix, we recall upper bounds for the remainders O(1/k2). If |ε′|� |kε| (slow
modulations); the right estimate is very good, and v can be approximated very well by
v � ε⊥

p
2(eε/kmc2)2. For the reasons mentioned above, replacing v by its (approximated)

average over a cycle,

va(ξ) :=
1
2

(
e ε(ξ)

kmc2

)2

, (60)

has only a small effect on Δ and almost no effect on s, V, and similarly on the functions
Δ(0), s(1), ... introduced in Sections 2 and 3 to bound Δ, s, V; however, it simplifies their
computation a great deal. As a consequence, the bounds (27), (29) and (37), as well as the
short pulse conditions (35) and (36) and the no-WB conditions of proposition 1, remain
essentially valid if in computing the bounds we replace v with va.
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We illustrate the results obtained thus far considering a pulse (58) with a linear
polarization (e.g., ψ = 0) and a modulation of Gaussian type, except that it is cut off outside
of support 0 ≤ ξ ≤ l:

e
kmc2 ε(ξ) = a0 exp

[
− (ξ−l/2)2

l′2
2 log 2

]
θ(ξ) θ(l − ξ); (61)

where l′ is the full width at half maximum of the intensity I of the electromagnetic (EM)
field. More precisely, we adopt the pulse plotted in Figure 1a, which has its maximum
at ξ = l/2 and a0 = 1.3; this yields a moderately relativistic electron dynamics and
Δu ≡ Δ(0)(l) � 0.45l′. In Figure 1b, we plot the associated v and va. We performed all
computations and plots running our specifically designed programs using an “off the shelf”
general-purpose numerical package on a common notebook for an elapsed time bewteen
several seconds and several minutes. Here, we compare the impact of such a pulse on the
density profiles plotted in Figure 2.

The upper bound nb plays the role of asymptotic value. Here, we choose
nb = 2 × 1018 cm−3, which is the same as the n0 of Figure 1, which yields Knbl′2 � 4;
however, the results for the dimensionless variables remain the same if we change nb, λ, l′
while keeping λ/l′ and Knbl′2 constant. As already stated, in the case of the step-shaped
density 0), if ξ̃2 > l, i.e., if the pulse is strictly short (a sufficient condition for which is (35)),
then nu = nd = nb, δ = 0, and by (50) and (52) there is no WBDLPI; more directly, this is a
consequence of J(ξ, Z) ≡ 1 for 0 ≤ ξ ≤ l, which follows from the Z-independence of Δ in
such an interval. As for the other profiles, we have respectively plotted the following:

• In Figures 5 and 6, the solutions J, σ of Equation (42) and, by (43), the associated
function l′∂uz/∂Z for 0 ≤ ξ ≤ 6l′ and a few values of Z, assuming the initial electron
density profiles (1), (2) and (3), and (4), respectively.

• In Figures 3 and 4, the solutions s, Δ of (8) and (9), their upper and lower bounds
s(1), s(2), Δ(1), Δ(2) (Equation (28)), and the function Q of Equation (50) for 0 ≤ ξ ≤ 6l′ and
a few values of Z, assuming the initial electron density profiles (1)–(4), respectively.

• In Figures 7 and 8, the corresponding worldlines of the Z-electrons for 0 ≤ ct ≤ 20l′
and Z = n l′/20, n = 0, 1, ..., 200 associated with the initial electron density profiles
(3) and (4). The support of the EM pulse is coloured pink (the red part is the more
intense part); the laser–plasma interaction takes place in the spacetime region which
has nonempty intersection with worldlines of electrons or protons.

We compare the results for densities (1)–(2) and those for densities (3)–(4) side by side.
In case (1), WBDLPI is avoided assuming that ñ0(0) > 0, although worldlines intersect
and WB takes place not far from the laser–plasma interaction region. In case (2), WBDLPI
takes place for Z � 0 due to the steep growth of ñ0(Z) = Z/l′nb from the value ñ0(0) = 0.
In case (3), although the growth ñ0(Z) ∝ Z is much less steep, again worldlines intersect
and WB takes place not very far from the laser–plasma interaction region. Finally, in
case (4) this occurs quite far from the latter, consistently with the results |J − 1| � 1,
Q2 < 1. Thus, we note that although such dynamics are moderately relativistic rather
than nonrelativistic, switching from profile (1) to profile (2) or from profile (3) to profile (4)
has the same qualitative effect of avoiding (or distancing from) WBDLPI. We additionally
note that in cases (1) and (3) the Z � 0 worldlines first intersect with very small angles, or
equivalently that when the corresponding electrons collide their longitudinal momenta
differ by only a very small amount. By Formula (43), l∂uz/∂Z is very small both because σ
is as well and because v � 0 and s > 1. Hence, we can expect that these collisions will lead
only to very small momentum spreading.

Essentially the same results are reached when choosing a different pulse polarization,
because va is of the same type. In the case of circular polarization (ϕ1−ϕ2 = ±π/2,
cos ψ = ± sin ψ) and Gaussian modulation v, it will itself essentially coincide with va, thus
displaying a single maximum (see Figure 1b).
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As mentioned in the introduction, the equations of motion for the Z-electrons can
be reduced to the form (8), and thus are decoupled from those of all Z′-electrons, Z′ �= Z,
only in the idealization where the laser pulse is "undepleted", i.e., not affected by its
interaction with the plasma. The latter is expected to be an acceptable approximation
only for small t, z > 0. Actually, for a slowly modulated monochromatic wave we can
show by self-consistency [28] that this is a good approximation in the spacetime region
that is the intersection of the ‘laser–plasma interaction’ stripe 0 ≤ ct − z ≤ l with the
orthogonal stripe

0 ≤ e2nbλ

2mc2 (ct + z) � 1. (62)

In view of the inequalities λ � l and (1) or (16), we can see that, to our satisfaction,
this region is much longer than l in the ct+z direction. Thus, if nb = 2 × 1018cm−3 and the
pulse is as in Figure 1, we can consider the latter as undepleted and the electrons’ motion
determined above as accurate for time intervals [0, td], where td is at least a few 10−13s.

Figure 5. The initial electron densities (3), (4) of Figure 2 (left and right, respectively) with
nb = 2 × 1018 cm−3, and below, the corresponding plots of J, σ, l′∂uz/∂z during interaction with the
pulse in Figure 1 for a few sample values of Z. As can be seen, J remains positive at least for all
ξ ∈ [0, 2l] if the density is of type (4) (which grows as Z2 for Z ∼ 0), whereas it becomes negative for
ξ ∼ 6.5l′ and small Z if the density is of type (3) (which grows as Z for Z ∼ 0). Correspondingly, the
right-hand worldlines do not intersect, while the left-hand ones do (see the down ze-graphs).
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Figure 6. The initial electron densities (1), (2) of Figure 2 (first line; respectively left, right), and below,
the corresponding plots of J, σ, l′∂uz/∂z vs. ξ during interaction with the pulse in Figure 1 for a few
sample values of Z. As can be seen, the right J remains positive for ξ < l and all Z, while the left J
becomes negative for very small Z and ξ � l; correspondingly, the right worldlines do not intersect,
while the right ones do (see the down ze-graphs).

The above predictions are based on idealizing the initial laser pulse as a plane EM
wave (5). In a more realistic picture, the t = 0 laser pulse is cylindrically symmetric
around the �z-axis and has a finite spot radius R, namely, the t = 0 EM fields are of the
form E = ε⊥(−z) χ(ρ), B = k×E, where ρ2 = x2+y2, while χ(ρ) ≥ 0 is 1 for ρ ≤ 1 and
rapidly approaches zero for ρ > R. By causality, the motion of the electrons remains [25]
strictly the same in the future Cauchy development D+(D) of D = D1 ∪ D2, where
D1 := {(ct, x) = (0, 0, 0, z > 0} and D2 := {(0, x) | ρ ≤ R}, and almost the same in a
neighbourhood of D+(D); therefore, the conditions described above remain sufficient to
exclude WBDLPI at least in such a region. (Recall that the future Cauchy development D+(D)
of a region D in Minkowski spacetime M4 is defined as the set of all points x ∈ M4 for
which every past-directed causal, i.e., non-spacelike, line through x intersects D.)

Finally, the conditions of Proposition 1 are very general in that they apply to discontin-
uous ñ0 or non-monotone ñ0; however, if ñ0 has a bounded derivative, it turns out that they
are unnecessarily too strong for ensuring that no WBDLPI occurs. Weaker no-WBDLPI
conditions under the latter assumptions are treated in [28].
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Figure 7. Down: the initial electron density (3) of Figure 2. Up: The worldlines of Z-electrons
interacting with the pulse in Figure 1 for 200 equidistant values of Z; the support 0 ≤ ct−z ≤ l and
the ’effective support’ (l−l′)/2 ≤ ct−z ≤ (l+l′)/2 of the pulse are pink and red;, respectively, while
the spacetime region of the pure-ion layer is yellow. Horizontal arrows pinpoint where particular
subsets of worldlines first intersect.
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Figure 8. Down: The initial electron density (4) of Figure 2. Up: The worldlines of Z-electrons
interacting with the pulse in Figure 1 for 200 equidistant values of Z; the support 0 ≤ ct−z ≤ l and
the ’effective support’ (l−l′)/2 ≤ ct−z ≤ (l+l′)/2 of the pulse are pink and red, respectively, while
the spacetime region of the pure-ion layer is yellow. Horizontal arrows pinpoint where particular
subsets of worldlines first intersect; as can be seen, small Z worldlines first intersect quite farther
from the laser–plasma interaction spacetime region (shown in pink) than in the linear homogenous
case (3).

148



Mathematics 2022, 10, 2622

Author Contributions: Conceptualization, G.F., R.F. and D.J.; Formal analysis, G.F.; Investigation,
G.F.; Methodology, M.D.A. and G.G.; Validation, D.J.; Visualization, G.F.; Writing, original draft, G.F.;
Writing, review and editing, M.D.A., R.F., G.G. and D.J. All authors have read and agreed to the
published version of the manuscript.

Funding: This research received no external funding.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest.

Appendix A

Appendix A.1. Proof of Proposition 1

We abbreviate Ω :=
√

Knb, ζ := l − η. Equation (17) yields

2Δ(l) =
∫ l/2

0
dη v(η) cos[Ω(l−η)] +

∫ l

l/2
dη v(l−η) cos[Ω(l−η)]

=
∫ l/2

0
dη v(η) cos[Ω(l−η)]−

∫ 0

l/2
dζ v(ζ) cos(Ωζ)

=
∫ l/2

0
dη v(η) cos[Ω(l−η)] +

∫ l/2

0
dη v(η) cos(Ωη)

= [1+cos(Ωl)]
∫ l/2

0
dη v(η) cos(Ωη) + sin(Ωl)

∫ l/2

0
dη v(η) sin(Ωη) (A1)

2δ(l) =
∫ l/2

0
dη v(η) sin[Ω(l−η)] +

∫ l

l/2
dη v(l−η) sin[Ω(l−η)]

=
∫ l/2

0
dη v(η) sin[Ω(l−η)]−

∫ 0

l/2
dζ v(ζ) sin(Ωζ)

= [1−cos(Ωl)]
∫ l/2

0
dη v(η) sin(Ωη) + sin(Ωl)

∫ l/2

0
dη v(η) cos(Ωη) (A2)

If Ωl ≤ π, both integrands in (A1) are nonnegative, as are the factors of both integrals,
and moreover the latter and Δ(l) itself are positive if Ωl < π and zero if Ωl = π. In
either case, Δ(ξ) > 0 for all ξ ∈]0, l[, because Δ′(l) = v(l) − δ(l) < 0 (as v(l) � 0,
δ(l) > 0). Moreover, if ε := Ωl−π > 0 is sufficiently small, then both integrals and
1+cos(Ωl) = 1−cos ε � ε2/2 are positive, whereas sin(Ωl) = − sin ε � −ε; the second
negative term will dominate and make (A1) negative as well. Therefore, (17 Left) will be
satisfied iff Ωl ≤ π, i.e., if Gb ≤ 1/2.

Similarly, if Ωl = 2π, the factors of both integrals in (A2) vanish, and δl = 0. If
ε := Ωl−2π �= 0 is sufficiently small, then 1−cos(Ωl) = 1−cos ε � ε2/2, whereas
sin(Ωl) = sin ε � ε, and the second term dominates over the first. Under our assumptions,
the second integral will be negative, because v(η) is larger where cos(Ωη) < 0. Hence, (A2)
will be negative if ε > 0 (and is sufficiently small); if ε < 0 (and is sufficiently small), then
(A2) will be positive, and δ(ξ) > 0 for 0 < ξ < l, because δ′(l) = MΔ(l) < 0 (as in this case
Δ(l) < 0. Therefore, (17 Right) will be satisfied iff Ωl ≤ 2π, i.e., if Gb ≤ 1.
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Appendix A.2. Estimates of Oscillatory Integrals

Here, we recall useful estimates [31] of oscillatory integrals such as (6 Left) in case (58).
Given a function f ∈ C2(R), integrating by parts we find that for all n ∈ N

∫ ξ

−∞
dζ f (ζ)eikζ = − i

k
f (ξ)eikξ + R f

1(ξ), (A3)

R f
1(ξ) :=

i
k

∫ ξ

−∞
dζ f ′(ζ) eikζ =

(
i
k

)2[
− f ′(ξ) eikξ +

∫ ξ

−∞
dζ f ′′(ζ) eikζ

]
. (A4)

Hence, we find the following upper bounds for the remainder R f
1 :∣∣∣R f

1(ξ)
∣∣∣ ≤ 1

|k|2
[
| f ′(ξ)|+

∫ ξ

−∞
dζ | f ′′(ζ)|

]
≤ ‖ f ′‖∞ + ‖ f ′′‖1

|k|2 , (A5)

It follows that R f
1 =O(1/k2). All inequalities in (A5) are useful; the left inequalities

are more stringent, while the right ones are ξ-independent.
Equations (A3) and (A5) and R f

1 = O(1/k2) hold if f ∈ W2,1(R) (a Sobolev space),
and in particular if f ∈ C2(R) and f , f ′, f ′′ ∈ L1(R), because the previous steps can be
performed under such assumptions. Equations (A3) will hold with a remainder R f

1 =
O(1/k2) under weaker assumptions, e.g., if f ′ is bounded and piecewise continuous and
f , f ′, f ′′ ∈ L1(R), although R f

1 will be a sum of contributions such as (A4) for every interval
in which f ′ is continuous.

Letting ξ →∞ in (A3), (A5) we find for the Fourier transform f̃ (k) =
∫ ∞

−∞
dζ f (ζ)e−iky

of f (ξ)

| f̃ (k)| ≤ ‖ f ′‖∞ + ‖ f ′′‖1

|k|2 , (A6)

hence, f̃ (k) = O(1/k2) as well. Actually, if f ∈ S(R), then f̃ (k) decays much faster,
as |k| → ∞, because f̃ ∈ S(R) as well. For instance, if f (ξ) = exp[−ξ2/2σ], then
f̃ (k) =

√
πσ exp[−k2σ/2].

To prove approximation (59), now we just need to choose f = ε and note that every
component of α⊥ will be a combination of (A3) and (A3)k �→−k.
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Abstract: The Coanda effect nozzle is a fluid thrust vectoring technology that uses the Coanda
effect to control jet vector deflection. The jumping phenomenon often occurs in the process of
controlling jet vector deflection. This phenomenon leads to the nonlinearity of thrust vector control.
It destroys the control performance of the aircraft and brings potential dangers to the safety of the
aircraft. The jumping phenomenon occurs in an unsteady flow field different from the traditional
flow phenomenon. The flow structure in an unsteady flow field changes with time, so it is not easy to
control by the traditional active flow control method. This paper explains the reasons for the jumping
phenomenon from two aspects: flow field stability and flow structure. Secondly, the unsteady flow
field with the jumping phenomenon is studied and analyzed by a flow visualization experiment and
dynamic force measurement. Furthermore, the dynamic modal decomposition (DMD) method is
used to extract the characteristic frequencies of the critical vortices causing jets to jump in unsteady
flow fields. Finally, a pulsed jet with the same characteristic frequency is used to control the varying
vortices in the unsteady flow field. The experimental results show that the active flow control method,
which extracts the characteristic frequency of the critical flow field structure by DMD, effectively
suppresses the jumping phenomenon in the unsteady flow field. It also linearizes the process of jet
nonlinear vector deflection.

Keywords: Coanda effect; fluid thrust vectoring nozzle; active flow control; the jumping phenomenon;
DMD

1. Introduction

The jumping phenomenon of jet vector deflection is one of the critical problems of fluid
thrust vectoring technology. The jumping phenomenon commonly exists in various forms
of fluid thrust vectoring technology. The sudden jump problem will cause the aircraft’s
attitude to change suddenly even if the pilot does not control it, which can very easily
cause flight accidents. Therefore, the jump problem is the bottleneck and obstacle for the
development and engineering application of passive thrust vector control technology based
on the Coanda effect.

The Coanda effect control method is derived from the aerial Coanda high−efficiency
orienting−jet nozzle (ACHEON) program [1–4] funded by the European Union in 2013. The
program proposes to improve the deflection efficiency of the vectoring nozzle by using the
Coanda effect of high−speed jet on the convex surface and the effect of plasma−accelerating
fluid delay separation. This control method adds a trailing edge plate at the outlet of the
nozzle and uses the wall−attached effect of the fluid itself to control the deflection vector.
This control method is also called trailing edge plate control. The sensitivity of plasma
control to flow control is also significantly improved through this method. In 2016, Lu [5]
et al. studied the specific application of the plasma control method, and further elaborated
on the application scope of an ion exciter in flow separation control. In the same year,
Michel et al. [6–8] tried to produce a practical Coanda effect nozzle design guide, which
was designed to meet the actual needs of different projects. Michel et al. established the
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mathematical model of the Coanda effect nozzle based on the ACHEON project in the form
of the integral equation, proposed a new aircraft architecture based on this model, and
verified the model based on this nozzle through numerical simulation.

In 1960, Newman [9] proposed the inclined wall jet model, and suggested that the
dimensionless reattachment distance is only a function of the wall deflection angle. Subse-
quently, the model has been widely studied. The position of the inclined wall and the outlet
can be divided into two cases: no potential difference and potential difference. The main
structural characteristics of the flow model are that the jet attaches at a certain distance
downstream of the outlet and that there is a recirculation zone upstream of the reattach-
ment point, with separation bubbles, reattachment points, and other flow structures. In
2000, Lai et al. [10] obtained consistent results of reattachment positions using pressure
measurement and flow display, pointing out that the reattachment positions increase with
the increase of wall deflection angle.

In 2013, Asghar, et al. [11] of the Iranian university of science and technology studied
the vortex position, size, velocity, average turbulence intensity, Reynolds stress, and reat-
tachment length (attachment point) in the recirculation zone under different wall inclination
angles, with a potential difference using experiments and calculations, and obtained the
near−wall velocity field and pressure field in the steady−state.

In 2014, Shantanu et al. [12] used a numerical simulation method to study the turbulent
wall jet flow field structure under different deflection angles, including downstream velocity
field, Reynolds stress, and wall static pressure distribution. The influence of the deflection
angle on the flow field structure was studied in the range of small deflection angles. The
above literature research results show that the main near−wall flow structure characteristics
of the Coanda flow model in steady−state wall attachment include the separation bubble
and reattachment structure. For the wall−attached deflection jet’s flow structure, scholars’
research mainly focuses on the near−wall flow structure and flow characteristics when the
wall is stable. The transverse pressure gradient between the space environment and the
separation area determines jet detachment and attachment. Zaitsev et al. [13] studied the
flow characteristics of a supersonic jet on the inclined wall with a fixed deflection angle and,
for the first time, obtained the pressure in the starting area, the range of the recirculation
area, the jet trajectory, and pointed out that the jet separation and attachment are determined
by the transverse pressure gradient developed between the space environment and the
separation area. Allery et al. [14] used a hot wire anemometer to conduct experimental
research on inclined wall jets with different incoming velocities at a fixed deflection angle
of 30 degrees. They gave the deflection angle and Reynolds number boundary conditions
for jet attachment and separation.

In 2015, Gillgrist et al. [15] used particle image velocimetry and conventional pressure
sensors to obtain the results of the transient velocity field. The Reynolds stress field of the
near−wall flow under the stable control state for the reverse flow vectoring nozzle model
demonstrated that the lateral pressure gradient generated by the negative suction pressure
and the reverse flow shear layer, under the combined action of the induced negative
pressure on the wall, is the cause of the jet vector deflection. Allery et al. [16] experimentally
conducted numerical simulation research on the phenomenon of wall−attached deflected
jet due to the Coanda effect. Through practical means, they studied the effects of the
inclination angle and Reynolds number on the wall−attached and separation phenomena,
as well as hysteresis and jumping. They used the Galerkin projection of the Navier–Stokes
equation on POD basis function to obtain a low−dimensional dynamic model, which
qualitatively represented flow characteristics. Miozzi et al. [17] studied the phenomenon of
the jet deviating from the straight direction due to the presence of the Coanda wall from
the experimental point of view. The velocity field results clearly show that the inclination
of the jet attached to the wall depends on the side wall distance itself. The self−similarity
analysis along the inclined jet direction shows that the Coanda wall attachment effect will
fail for wall distances more significant than five jet widths. Cornelius et al. [18] studied the
physical mechanism of the Coanda jet wall separation process under a high−pressure ratio
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and qualitatively described the physical characteristics of wall−attached expansion and jet
separation using an optical schlieren system.

For complex dynamic systems, commonly used dimensionality reduction methods
include the inertial manifold/approximate inertial manifold method, the Eigen orthogonal
decomposition POD method, and the primary manifold method [19], in which the POD
method is widely used in the dimensionality reduction modeling of fluid dynamic systems.
Because the POD method has a relatively small calculation, the numerical results or experi-
mental data based on high−resolutions have clear physical significance. Lumley [20,21]
first introduced the POD method into the turbulent field, and then Sirovich [22] introduced
the snapshot method to study the dynamics of fluctuating flow and the dynamics of wave
flow. Deane [23] et al. and Cao et al. [24] conducted a numerical simulation of the flow
around a cylinder through the POD Galerkin method, and found that the evolution charac-
teristics of the flow field could be accurately captured by using a less pod basis. The fluid
thrust vectoring nozzle was an unsteady flow process in the process of vector deflection. As
far as the usual structure analysis method of unsteady flow is concerned, the dynamic mode
decomposition (DMD) method is commonly used. Schmid developed the DMD method
from Koop in recent years; it is a low−dimensional system decomposition technology
developed based on man analysis [25]. Dynamic mode decomposition (DMD) can solve or
approximate the dynamic system according to the coherent growth structure, attenuation,
and oscillation in time. This method has been widely used in the study of various unsteady
flows, and derived the forms of optimal (opt−DMD) [26], optimal mode decomposition
(OMD), and sparse improved DMD (SPDMD) [27], which has gradually became a new tool
for hydrodynamics mechanism analysis. Using POD and DMD techniques, Sajadmanesh
et al. [28,29] successfully identified separated bubbles in ultra−high lift turbine cascades
and the flapping phenomenon in highly loaded low−pressure turbine cascades.

This paper uses the practical active flow control method to control the jet’s transient
vector deflection jumping phenomenon. The specific practical steps are as follows: firstly,
the PIV experiment, oil flow experiment, dynamic pressure measurement, and dynamic
force measurement experiment determine the control object and control position required
by the active flow control method; secondly, the dynamic mode decomposition technique is
used to determine the control frequency of the pulsed jet; finally, an experimental technique
is used for verifying the effect of the active flow control experimental technique.

2. Experimental Setup and Methods

2.1. Coanda Effect Nozzle

The structure and mechanism of the Coanda effect nozzle are shown in Figure 1. The
nozzle was comprised of a pair of Coanda walls with inclination, a secondary flow passage,
a secondary flow control valve, and a central jet flow passage. As shown in Figure 1a, the
secondary flow control valves at the upper and lower sides remained open when the jet
remained neutral. At this time, two secondary flow fields were located at the upper and
lower sides of the main jet and in the same direction as the main jet, respectively. The
secondary flow was generated by the ejection effect of the main jet. This secondary flow
was passive and did not need external energy injection. As shown in Figure 1b, when the
jet deflected downward to the attached wall, the secondary flow control valve on the upper
side of the nozzle remained open, and the passive secondary flow control valve on the
lower side of the nozzle was closed. The Coanda effect was generated between the main jet
and the lower side wall. At the same time, the secondary flow on the upper side of the jet
generated a downward pressure difference, which eventually caused the jet to attach to the
Coanda wall and complete the deflection attachment.
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Figure 1. Structure diagram of passive thrust vector. (a) Flow structure diagram of a jet under
detachment condition; (b) flow structure diagram of jet deflection wall attachment condition.

2.2. Model Parameters and Experimental Setup

The Coanda effect nozzle is shown in Figure 2. The height of the main jet outlet was
D = 40 mm, and the width was L = 100 mm. There ere passive secondary flow control
joints with height h = 4 mm and width W = 100 mm, respectively, at the upper and lower
parts of the main jet outlet area. The Coanda wall had an 18◦ deflection angle with the
main jet direction, the plate length L was 100 mm, and the size of the whole plate was
100 mm × 100 mm. In this article, the fluid medium was air, and the incoming flow velocity
was 30 m/s. At the upper and lower walls of the nozzle, four rows of pressure taps were
arranged at S1 = 1.25D, S2 = 1D, S3 = 0.5D, and S4 = 0.1D, respectively. The pressure
taps were connected with the dynamic pressure sensor to measure the dynamic pressure
parameters of the wall. The vectoring nozzle controlled the injection flow of passive
secondary flow by adjusting the opening of the control slot. The purpose of vector control
was achieved by actively controlling the pulsed jet to control the main jet’s flow.

Figure 2. The Coanda effect nozzle model and structural dimension schematics. (a) The Coanda effect
nozzle model in PIV Layout; (b) structural dimension of model and section diagram of PIV shot.

The pulsed jet convection field was used for active flow control to improve the jet
deflection rate under the condition of the jet attached to the wall. The structure of the pulsed
jet generator is shown in Figure 3a. The pulsed jet exciter used the active compressed air
source as the energy input of the pulsed jet. The pressure reducing and stabilizing valve
was used to ensure the speed stability of the output jet. The signal generator was used to
generate the frequency signal. The signal amplifier was used to input the frequency signal
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into the high−frequency solenoid valve. Finally, the high−frequency electromagnetic valve
controlled the jet to output the constant frequency pulse jet. Among them, the model of
a high−frequency solenoid valve was ZTO−45A−AA1−DDFA−1BA, which was driven
by a 24VDC power supply, the maximum control frequency was 233 Hz, the power on
response time was 6 ms, and the power off response time was 2 ms.

Figure 3. The pulsed jet exciter. (a) Structure diagram of pulsed jet generator; (b) frequency charac-
teristic curve of the pulsed jet generator.

The pulsed jet adopted an active air source, and inputted a square−wave signal with
a duty cycle of 50% through the signal generator to control the high−frequency solenoid
valve. By adjusting the frequency of the square wave signal, two jet holes could release
a pulsed jet with a specific frequency. The diameter of the two pulsed jet holes was
d = 2.5 mm, and the spacing was 1.5D = 60 mm. The curve of the velocity of pulsed jet,
varying with frequency, is shown in Figure 3b. The velocity of the jet of the active source
was V = 100 m/s, and the velocity of the pulsed jet decreased with the increase of the
control frequency. The momentum ratio of the pulsed jet to the main jet was 1.47–0.736%.
The location of the jet hole was the lowest CP coefficient points (Z/W = 0.2, X/L = 0.215)
and (Z/W = 0.8, X/L = 0.215) when the jet was in attachment condition.

Figure 4 shows the schematic diagram of the jet wind tunnel platform. In the experi-
ment, the charge−coupled device (CCD) camera was used to record the flow field data,
and its resolution was 2048 × 2048 pixels2. The model of the CCD camera was Fast−CAM
Mini ax50, and the camera’s resolution was 1024 × 1024. The sensor adopted a CMOS
sensor. The frame rate could reach 2000 Hz, and the minimum exposure time was 1.05 μs.
The dynamic flow field structure in jet deflection and wall attachment was qualitatively
displayed. The physical parameters in the dynamic flow field were measured. The pas-
sive secondary flow fluid thrust vectoring nozzle model was connected with the jet wind
tunnel through the transition section. In the experiment, an Nd: YAG 200−MJ laser with a
wavelength of 532 nm was used to illuminate the convection field. The shooting plane was
perpendicular to the horizontal plane in the PIV experiment, and was located at Z/W = 0.5.
The experiment performed at a velocity of 30 m/s and a free stream turbulence intensity
below 0.3%. In the experiment, the dynamic pressure measurement was synchronized
with the PIV experiment, and the dynamic force measurement experiment was carried
out separately.
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Figure 4. The layout of the dynamic pressure measurement on the active flow control experiment.

As shown in Figure 5a, an eight−channel pressure sensor module was used for
dynamic pressure acquisition. The sensor used was SM5652−001−D−3−SR, compensated
and calibrated by ceramic DIP under constant pressure excitation. Eight 8−channel pressure
sensors with 64 channels and a pressure measuring the frequency of 1000 Hz were used in
the experiment. Table 1 shows the technical parameters of the dynamic pressure sensor
module. As shown in Figure 5b, the ATI−9610 six−component strain gauge balance made
by ATI Corporation, USA, consisted of floating and fixed frames. The floating frame was
fixed to the nozzle model, the bottom of the fixed frame was connected to the base, and
the force, moment range, and total range measurement accuracy of the balance axes X, Y,
and Z are shown in Table 2. The strain balance converted the acquired force signal into an
electrical signal, amplified it through the back−end amplifier, and transmitted it to the NI
data acquisition card for acquisition and storage. The acquisition frequency of ATI force
balance was 200 Hz.

Figure 5. Dynamic pressure and force measuring test equipment. (a) Eight−channel pressure sensor
module; (b) the ATI−9610 six−component strain gauge balance.

Table 1. Technical parameters of the dynamic pressure sensor module.

Parameter Numerical Value

Pressure measurement range 0.15 PSI
Acquisition accuracy 0.1 Pa

Acquisition resolution 0.3 Pa
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Table 2. Measuring range and accuracy of each measuring axis of ATI balance.

Variable Fx Fy Fz Mx My Mz

Range 165 N 165 N 495 N 15 N·m 15 N·m 15 N·m
Precision (FS) 1.00% 1.00% 1.00% 1.00% 1.00% 1.00%

The dynamic pressure measurement baseline results are shown in Figure 6a. The
random error of the measured pressure value within 1800 ms met the instrument standard.
Furthermore, the pressure fluctuation had no evident periodicity within 1800 ms, so the
pressure measurement error did not affect the experimental results. The dynamic torque
measurement baseline results are shown in Figure 6b. The random error of the measured
torque value within 700 ms met the instrument standard. Furthermore, the pressure
fluctuation had no evident periodicity within 700 ms, so the dynamic torque measurement
error did not affect the experimental results.

Figure 6. The actual error results of dynamic pressure and force measurement experiments. (a) The
dynamic pressure measurement baseline results; (b) the dynamic torque measurement baseline results.

The calculation formula of the force vector angle was:

θE = arctan(FX/FY) (1)

θ = θE − θ0 (2)

The force measurement results selected the forces FX and FY in X and Y directions and
calculated the thrust vector angle under various working conditions through Formula (1)
θC. Zero vector angle θ0 was the thrust vector angle measured by the force balance when
the jet remained horizontal. The thrust vector angle obtained through the measurement
and calculation of each experimental state θE deducted the reference zero value of vector
angle θ0 to get the actual thrust vector deflection angle of the jet θ. Formulas (1) and (2)
effectively eliminated the error caused by assembly with the model.

2.3. Proper Orthogonal Decomposition

A group of transient information of flow field {u1, u2, . . . , uN} was described as:

ui =
1
N

N

∑
j=1

uj + vi (3)
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where ui was the transient flow field variable at time i, and vi was the pulsation after
subtracting the average value. The POD method used a linear combination of a set of
optimal orthogonal basis functions to represent vi [19], expressed as:

vi =
N

∑
j=1

aj(ti)pj (4)

where pj was the modal basis function of POD and aj(ti) was the modal coefficient of mode
pj corresponding to time ti. The definition matrix C = VTV, where V = {v1, v2, . . . , vN}.
Then, the eigenvalues were solved as:

CAj = λjAj (5)

From Equation (5): λj was the eigenvalue; Aj was the corresponding eigenvector
matrix, namely the modal coefficient matrix [20,21]; and Aj = [aj(t1), aj(t2), . . . , aj(tN)]T

rearranged the eigenvalues by size. The 1 order POD mode corresponded to the maximum
eigenvalue. The pod mode could be solved in one step:

pj =
1

Nλj

N

∑
i=1

Aj
ivi (6)

POD could calculate the energy level of each mode in the flow field [22]. Energy was
defined as:

Ei = λi/
N

∑
j=1

λj (7)

2.4. Dynamic Mode Decomposition

For the flow field change information {u1, u2, . . . , uN}, it was assumed that there
was a matrix A, so that there was a linear transformation relationship between adjacent
time layers:

ui+1 = Aui (8)

Definitions ψ0 = {u1, u2, . . . , uN−1} and ψ1 = {u2, u3, . . . , uN} could give the follow-
ing relation:

ψ1 = Aψ0 = [Au1, Au2, . . . , AuN−1] (9)

For finding matrix A, DMD used a low−dimensional optimal approximation matrix
Ã to replace A. Solving Ã required a singular value decomposition of ψ0:

ψ0 = UΣWH (10)

where U was a left orthogonal matrix, Σ was a singular value diagonal matrix, W was a
right orthogonal matrix, and H was a complex conjugate transpose [25]. The approximation
matrix could be expressed as:

Ã = UHψ1WΣ−1 (11)

The next step involved finding the eigenvalue ÃΛj = λjΛj for Ã, where Λj was the
eigenvector corresponding to the eigenvalue λj. Where DMD mode was Φj = UΛj, the
mode amplitude was αj = Λj

−1UHu1, and the mode growth rate was gj = Re[lnλj/Δt]. The
reconstructed flow field could be expressed as:

uj ≈
N

∑
i=1

φi(λi)

j−1

αi (12)

where (λi)j−1αi was the modal coefficient.
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The residual corresponding to the maximum difference between the sample data
matrix A and the reconstructed data matrix A′ was:

R = max
1 ≤ i ≤ n
1 ≤ j ≤ m

∣∣∣Ai,j − A′
i,j

∣∣∣ (13)

In which Ai,j and A′
i,j were the elements of the A and A′ matrices, respectively [28,29].

3. Results and Discussion

3.1. Jumping Phenomenon

Figure 7a shows the measured values at diffusion angle α = 12–22◦ in the experiment,
with the jet vector deflection angle θ and the secondary flow valve opening δ change curve.
It is defined in the figure that when the jet is in the neutral condition, the jet vector deflection
angle θ = 0◦; when the jet is attached to the wall, θ = α. Defining the secondary flow valve
opening as δ = 0, the secondary flow valve is fully opened, and the jet maintains a neutral
working condition; when the opening of the secondary flow valve is 1, the secondary flow
valve is completely closed, and the jet is attached to the Coanda wall at the closing side.

Figure 7. The jumping phenomenon of jet vector deflection in the Coanda effect nozzle. (a) Jet vector
deflection angle θ with secondary flow valve opening δ variation curve (diffusion angle α = 12–22◦);
(b) force variation curve of vectoring nozzle during jet dynamic detachment (diffusion angle α = 18◦).

On the condition of a diffusion angle of α = 12◦, the vectoring jet attaching to the wall
is stable. This phenomenon shows that when the diffusion angle of the vectoring nozzle
is too small, the Coanda effect will cause the jet to attach to the wall. When the diffusion
angle is α = 13–18◦, there is an evident jumping phenomenon in the change curve of the
jet vector angle, and the vector angle does not have a linear relationship with the valve
opening of secondary flow. When the secondary flow valve is gradually opened, the jet
will remain attached to the wall for a while until the secondary flow valve is opened to a
critical opening, and the jet will then suddenly leave the wall, resulting in a sudden jump.
The vector change angle of the jumping phenomenon, Δθ, with the diffusion angle within a
specific range, α, gradually increases. When α > 20◦, the jet remains neutral and will not
produce vector deflection when the Coanda effect occurs. Therefore, in the Coanda effect
nozzle, the Coanda effect has a specific effective range θC. When the distance between the
vector jet and Coanda wall ≤ θC, the jet will have the Coanda effect with the wall, resulting
in the jet jumping to the Coanda wall; when the vector jet is attached to the Coanda wall,
sufficient secondary flow will make the vector jet leave the Coanda wall and jump at the
vector angle Δθ = θC.
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Due to the spatial distance between the jet and the wall when the jet deflects towards
the wall, it is not easy to install the pulsed jet exciter. Therefore, the phenomenon of the
jet jumping off of the wall is studied in this paper. In order to better study the jump
phenomenon in the Coanda effect nozzle, the expansion angle with the most apparent jump
phenomenon is selected (α = 18◦) as the working condition and is taken as the research
object. Figure 7b shows the expansion angle and time−dependent force curve of the
vectoring nozzle during jet dynamic wall separation at α = 18◦. It can be seen from the
figure that the nozzle will jump instantaneously after the force lags for a while, until the
secondary flow reaches a certain level.

3.2. Analysis of the Attachment Flow Structure

The PIV image at Z/W = 0.5 inside the Coanda effect fluid thrust vectoring nozzle
is shown in Figures 8 and 9. The region between the jet and the Coanda wall is region A.
The velocity nephogram of the jet under neutral working conditions is shown in Figure 9a.
Under this working condition, the secondary flow control valves open between the upper
and lower sides of the jet. As shown in Figure 9b, when the main jet flow deflects downward,
the upper control valve is open, and the lower control valve is closed. Only one passive
secondary flow is injected in the same direction as the main jet into the nozzle flow field.
The main jet remains separated from the side of the injection passive secondary flow and
attached to the side of the closed valve. When the main jet flows to the lower wall, the
internal flow field structure of the nozzle is divided into the main jet, the shear layer
outside of the main jet, the separation bubble, and the return basin. The velocity difference
between the main jet and the flow field in the nozzle causes the shear layer, and the shear
layer leads to a large velocity gradient in the nozzle. The K–H instability caused by the
high−speed shear sucks up many small vortex structures. There are apparent separation
bubble structures on the wall side of the main jet, and several small and stable vortex
structures in the separation bubble.

Figure 8. Detachment condition PIV visualization. (a) Velocity vector and velocity nephogram of the
whole flow field under the jet detachment condition; (b) velocity vector and velocity nephogram of
the Region A under the jet detachment condition.

In the POD method, the flow field is sorted according to the energy series, and the
first−order mode is generally regarded as the time−average flow result of the flow field.
The PIV results of jet attachment and jet detachment are usable to construct the snapshot set
(snapshot = 100). As shown in Figure 10a, the first−order energy level in the wall−attached
state is lower than in the neutral state. The first−order modal energy in the wall−attached
state is 48.08%, while the first−order modal energy in the neutral state is 71.506%. It can
be seen that the stability of the jet in a neutral state is higher than that in an attachment
state. Therefore, when the jet deflects to the wall, the jumping phenomenon will occur after

161



Appl. Sci. 2022, 12, 7567

the jet vector deflects a certain angle, and when the jet deflects away from the wall, the
jumping phenomenon will occur suddenly.

Figure 9. Attachment condition PIV visualization. (a) Velocity vector and velocity nephogram of
the whole flow field under the jet attachment condition; (b) velocity vector, velocity streamline and
velocity nephogram of the Region A under the jet attachment condition.

Figure 10. The POD results and DMD results of jet attachment and detachment conditions. (a) The
modal energy distribution of the POD under attachment and detachment conditions; (b) the modal
coefficient curve of the DMD under attachment and detachment conditions.

DMD is used to arrange the frequencies based on time series so that DMD can identify
the stability of the flow, to a certain extent. When the modal curve is a straight line, the
flow field is stable; when the modal curve is periodic, the flow field is periodic and stable;
when the modal curve diverges, it indicates that the flow field is unstable; when the modal
curve converges, it indicates that the flow field will be stable at a specific time. As shown
in Figure 10b, the modal coefficient curve of the jet in the neutral state rapidly changes
to a zero returning straight line, and the jet presents a completely stable flow state. This
phenomenon indicates that the steady velocity of jet neutrality is very rapid. The modal
coefficient curve of the jet attached to the wall is a pulsating curve with periodic frequency
attenuation. It can be considered that the wall attachment flow is stable under steady flow
and periodically stable under unsteady flow. The periodic frequency of the separation
bubble structure affects the attachment flow, and changes the characteristic frequency of
the flow structure under the wall−attached condition.
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According to the above conclusion of jet flow stability, it can be inferred that the
fundamental reason for the jet jump phenomenon is that the flow field structure inside the
Coanda effect nozzle changes in the process of jet vector deflection. The stability of the
neutral jet flow is steady, while the stability of the attachment flow is periodic. The vector
deflection process is a process of mutual transformation between steady and periodic stable
systems. The stability of the jet attached to the wall is worse than that of the jet in the
neutral state, so the jet will jump when it leaves the Coanda wall.

Figure 11a shows the experimental results of oil flow on the Coanda wall at the side of
the jet wall under the condition of jet wall attachment. The oil flow visualization experiment
captured the shear stress distribution of the separation bubble structure on the Coanda wall.
It can be seen that the separation bubble structure is a symmetrical flow structure along the
Z−axis. The vortex−shaped structure of the shear stress line at both ends of the separation
bubble indicates that there is a complex three−dimensional flow structure in the separation
bubble. A pressure test on the location of the shear stress line was performed, and the
test results are shown in Figure 11b. The pressure distribution on sections S1–S4 changes.
At this time, the position of the lowest points (Z/W = 0.2, X/L = 0.215) and (Z/W = 0.8,
X/L = 0.215) of the pressure coefficient in section S3 correspond to the core position of the
vortex shear stress line. Therefore, the pulsed jet actuator is placed in the center of the
vortex structure to change the flow structure in the field.

Figure 11. Experimental results of oil flow and pressure measurement under the condition of the jet
attachment. (a) Results of oil flow experiments on the surface of the Coanda wall at the side of the jet
attachment; (b) results of mean pressure measurements on the surface of the Coanda wall at the side
of the jet attachment.

3.3. Active Flow Control Frequency Selection

The transient PIV flow field under the jet detachment process condition is shown in
Figure 12; when the frame number = 10 and 30, the main jet attaches to the wall. The vortex
structure produced by the outer shear layer near the side of the separation bubble structure
is significant.

When the frame number = 50, the distance between the main jet and the wall increases.
It is evident that the vorticity of the separation bubble structure begins to decrease. At
this time, the separation bubble structure begins to move towards the trailing edge of
the vectoring nozzle, and the tail of the main jet begins to leave the lower wall of the
vectoring nozzle.
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Figure 12. Transient PIV velocity nephogram flow field structure under the jet detachment condition
(velocity streamline using RBG color).

164



Appl. Sci. 2022, 12, 7567

When the frame number = 70, the vortex structure in the separation bubble area on
the wall side has disappeared, the entrainment vortex begins to appear on the upper wall
side of the vectoring nozzle, and the reverse suction vortex appears at the trailing edge of
the lower wall of the vectoring nozzle.

When the frame number = 90 and 110, the vector jet is entirely neutral. It can be seen
from the above description that when the separation bubble from before broke, the vector
deflection angle of the jet is not apparent. When the separation bubble breaks, the jet begins
to deflect rapidly. Therefore, maintaining the separation bubble structure can avoid the
jumping phenomenon.

The PIV results of jet transient detachment process condition are used to construct the
snapshot set (snapshot = 250). To determine the excitation frequency required for active
flow control, dynamic mode decomposition was used to decompose the PIV snapshot set of
the overall flow field and the separated bubble region (Region A). As shown in Figure 13a,
the energy distribution of each mode of DMD is demonstrated. In the DMD of the global
watershed, the energy proportion of the first five modes is 67.11%, 5.38%, 2.66%, 2.41%, and
2.09%, respectively. In the DMD of the separation bubble basin, the energy of the first five
modes accounts for 75.48%, 9.07%, 2.59%, 1.52%, and 1.09%. Considering that the energy
proportion of subsequent modes is less than 1%, the first five modes are further analyzed.

Figure 13. DMD results of the PIV velocity nephogram under jet transient detachment process
conditions. (a) The modal energy distribution of DMD under the conditions of the jet detachment
process; (b) the distribution of the real and imaginary parts of the eigenvalues on the unit circle under
the conditions of the jet detachment process.

Figure 13b shows the analytical solution of the dynamic mode decomposition μi The
distribution diagram is of the real part and imaginary part of the μi. When the analytical
solution of the DMD is distributed on the unit ring with radius one, it shows that the solved
flow field is stable, and the flow field will not change with time, or has strong periodicity.
When the analytical solution is outside of the unit ring, the solved flow field is divergent,
and the flow in the flow field will become chaotic. When the analytical solution is in the
unit ring, the solved flow field is concurrent, and the flow field will change into a more
stable flow with time. The analytical solution of the transient off−wall condition of the jet
is distributed in the unit ring, which shows that the off−wall process of the jet converges
with time. In other words, when open, the passive secondary flow valve is on the wall
side, and the injection of a passive secondary flow will not affect the flow stability of the
transient jet deflection.

DMD decomposes the flow in the separation bubble region to accurately capture the
required active flow control frequency. The DMD modal coefficient curve in the separation
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bubble area, and the modal coefficient curve, remain convergent. As such, the DMD in the
separation bubble region captures the flow mode in the separation bubble rupture process.

As shown in Figure 14, the nephogram of the DMD velocity vector of the first−order
mode is shown, and the PSD of the first−order mode is 6.2 Hz. The first−order mode is the
time−average result of the separation bubble region during the transient wall separation
of the jet.

Figure 14. First−order mode PSD = 6.2 Hz. (a) Decomposition results of the PIV velocity nephogram
modal DMD in the Region A; (b) the DMD modal coefficient curve in the Region A.

In Figure 15a the nephogram of the DMD velocity vector of third−order mode is
shown, and the PSD of third−order mode is 78.16 Hz. The high−value watershed of the
third−order mode is similar to the separation shedding vortex structure. In Figure 15b,
the attenuation degree of the modal coefficient curve of the third−order mode is signifi-
cantly higher than that of other modes, indicating that the flow region represented by the
third−order mode tends to be stable at the earliest. Therefore, the third−order mode is
characterized as a separation shedding vortex structure.

Figure 15. Third−order mode PSD = 78.16 Hz. (a) Decomposition results of the PIV velocity
nephogram modal DMD in the Region A; (b) the DMD modal coefficient curve in the Region A.

In Figure 16a, the nephogram of the DMD velocity vector of the fourth−order mode
is shown, and the PSD of fourth mode is 89.45 Hz. The high−magnitude area of the
fourth−order mode is the velocity region at the trailing edge of the lower wall of the
nozzle. In Figure 16b, the modal coefficient curve of the fourth mode has a specific periodic
frequency, indicating that the flow represented by the fourth−order mode still exists
after the separation bubble breaks. Combined with the high magnitude location, the
fourth−order mode characterizes the backward suction vortex at the trailing edge of the
lower wall of the nozzle. The magnitude of the velocity of the inverted vortex is shallow,
which does not affect the overall flow.
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Figure 16. Fourth−order mode PSD = 89.45 Hz. (a) Decomposition results of the PIV velocity
nephogram modal DMD in the Region A; (b) the DMD modal coefficient curve in the Region A.

As shown in Figure 17a, the nephogram of the DMD velocity vector of the fifth−order
mode is shown, and the PSD of the fifth−order order mode is 97.83 Hz. The high−magnitude
area of the fifth−order mode is the vortex region outside of the jet shear layer and inside
the separation bubble. In Figure 17b, the attenuation degree of the modal coefficient curve
of the fifth mode is linear. This linear attenuation trend is not consistent with the flow in
the process of jet transient wall separation. Combined with the high magnitude location,
the fifth−order mode characterizes the momentum transferred from the outer shear layer
of the jet to the separation bubble. When the jet is attached to the wall in a steady state,
the energy of the separation bubble structure is transferred from the momentum of the
shear layer outside of the jet to the inside of the separation bubble structure. When the
jet transiently leaves the wall, the momentum of the shear layer outside of the jet has
no transmission medium, resulting in the gradual attenuation of the original momentum
inside the separation bubble. Therefore, it can be judged that the fifth−order mode is
characterized by the momentum of the shear layer outside of the jet. Combined with
the above analysis, the control frequencies of the pulsed jet as 6.2 Hz and 78.16 Hz are
selected. The two frequencies represent the global flow frequency and the separation
bubble structure frequency in the jet separation process, respectively.

Figure 17. Fifth−order mode PSD = 97.83 Hz. (a) Decomposition results of the PIV velocity
nephogram modal DMD in the Region A; (b) the DMD modal coefficient curve in the Region A.

3.4. Active Flow Control Results

Each mode frequency is used to control the jet transient vector deflection process to
verify whether the control frequency of the pulsed jet is effective. The pulsed jet exciter
characteristics determine the velocity of the pulsed jet.

Figure 18a shows the pressure change curve after adding the mode’s PSD frequency
pulsed jet in the separation bubble area. In the figure, the first−order mode 6.2 Hz and the
third−order mode 78.16 Hz play the role of delay. The third−order mode characterizes the
shedding vortex in the separation bubble, which shows that the characteristic frequency of
the vortices in the separation bubble can inhibit the jumping phenomenon. The figure’s

167



Appl. Sci. 2022, 12, 7567

pressure change curves of the third, fourth and fifth modes will decrease by a specific
order of magnitude after the jet completes the detachment deflection process. The third,
fourth, and fifth order excitation frequencies are the same as the flow frequency inside
the separation bubble, so the flow structures with different frequencies in the separation
bubble resonate and generate a certain negative pressure. The negative pressure causes the
pressure to drop after the jet is neutral. Figure 18b shows the variation curve of the pressure
differential. The figure shows that the pulsed excitation frequency of 78.16 Hz of the
third−order mode can change the high amplitude single peak curve of the original working
condition into a low amplitude three−peak curve. Furthermore, the curve amplitude of the
third−order mode is lower than that of the first−order mode, indicating that the pressure
change controlled by the third−order mode is more linear.

Figure 18. Pressure change curve under the condition of the jet transient detachment process
condition. (a) Adding mode PSD frequency pulse jet in the separation bubble area; (b) pressure
differential change curve in the separation bubble area.

Figure 19a compares the vector force variation curves of the first−order modal 6.2 Hz
condition and the third−order modal 78.16 Hz condition. The linearity analysis is carried
out for the three working conditions. The results show that the original working condi-
tion R2 = 0.7591, the first−order modal 6.2 Hz working condition R2 = 0.9329, and the
third−order modal 78.16 Hz working condition R2 = 0.9637. The linear results show that
the separation bubble structure excited by the PSD frequency pulsed jet with third−order
mode has the best inhibition effect on the jump phenomenon. Figure 19b compares the
differential variation curves of a vector force. Under the original condition, the high ampli-
tude point appears in the early stage of the jet wall separation process. At this time, the
separation bubble will break in the early stage of the jet dynamic wall separation. Adding
the pulsed jet with the first−order modal frequency delays the high amplitude point to the
later stage of the jet wall separation process. This phenomenon shows that although the
pulse jet with the first−order modal frequency can delay the rupture time of the separation
bubble structure, it cannot avoid the jumping phenomenon when the separation bubble
structure breaks. The absolute amplitude of the vector force differential curve decreases
significantly after adding the pulsed jet with third−order modal frequency. To further
clarify the action mechanism of 78.16 Hz, the pressure changing with time in the S1 section
is analyzed. According to the data results of the vortex jet experiment, the vector deflection
angle control equation and linear correlation square R2 of the nozzle fit. The calculation
formula of phenomenon correlation coefficient R is:

R =
∑n

i=1 (xi − x)(yi − y)√
∑n

i=1 (xi − x)2∑n
i=1 (yi − y)2

(14)
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where: xi and yi are the coordinates of the appropriate point i, respectively, and x and y are
the average of xi and yi, respectively.

Figure 19. Vector force variation curve under the jet transient vector detachment process condition.
(a) Comparison of original condition, 6.2 Hz condition, and 78.16 Hz condition; (b) vector force
differential variation curve.

Figure 20a shows the dynamic pressure change cloud diagram in section S1 under the
original working condition. When T = 0, the jet is completely attached to the wall. The blue
low pressure represents the structural scale of the separation bubble. It can be observed
from the figure that the separation bubble scale gradually grows with time, and disappears
at a particular moment. This phenomenon describes the viscous tension generated when the
main jet vector deflects the separation bubble structure. When the separation bubble bears
enough tension, it will break instantly and cause a jump. Figure 20b shows the dynamic
pressure change cloud diagram on S1 section under the 78.16 Hz working conditions. The
figure shows that the blue low−pressure range decays linearly with time, and does not
disappear instantaneously. This phenomenon indicates that the addition of a pulsed jet
with the same frequency as the vortex structure in the separation bubble can enhance
the structural strength of the separation bubble. After the separation bubble structure is
subjected to the viscous tension generated by the vector deflection of the main jet, the
separation bubble can avoid cracking, at the cost of reducing its volume.

Figure 20. Nephogram of dynamic pressure change on S1 section. (a) Original working condition;
(b) adding 78.16 Hz pulsed jet.
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To sum up, the 78.16 Hz working condition has reached the hypothetical goal of this
paper. The DMD method accurately obtains the characteristic frequency required in active
flow control. The third−order modal results obtained by DMD in the separation bubble
region characterize the vortex structure in the separation bubble structure. The active flow
control method of a 78.16 Hz pulsed jet can effectively suppress the jump phenomenon and
make the vector deflection angle velocity of the jet change linearly.

4. Conclusions

This paper investigates the vectoring deflection jumping phenomenon of the Coanda
effect nozzle experimentally and numerically. The PIV technique is characterized the
dynamic characteristics of jet deflection flow. According to the force measurement, pressure
measurement, and DMD analysis of PIV measurement results, the phenomenon of jet
deflection jump and the evolution law of vortex in a dynamic jet deflection detachment
condition are investigated and discussed. Finally, according to the control object, control
position, and control frequency obtained from the analysis results, the flow field’s active
flow control is carried out. According to the experimental model and conditions, the results
are as follows:

The jumping phenomenon in the Coanda effect nozzle is caused by the different
stability of the jet detachment condition and the jet attachment condition. The stability
of detachment is steady, while the stability of the attachment flow is periodic. The vector
deflection process is a process of mutual transformation between steady and periodic stable
systems. The stability of the jet attachment is worse than that of the jet detachment state, so
the jumping phenomenon will occur when the jet leaves the Coanda wall.

The DMD method can accurately analyze the jumping phenomenon in the unsteady
flow field under the working conditions of this paper. The DMD method can extract the
dominant frequency and the corresponding flow field modal structure in the unsteady
flow field. The modal stability analysis of PIV results can accurately extract the shedding
characteristic frequency of separated bubble structures. The DMD method provides a
technical means for analyzing the flow field structure of the unsteady flow.

In the experimental conditions of this paper, by injecting a 78.16 Hz pulsed jet into
the Coanda wall, the jumping phenomenon can be effectively suppressed, and the angular
velocity of the jet vector changes linearly. The pulsed jet injection control position can effec-
tively enhance the strength of the separation bubble structure and avoid the sudden rupture
of the separation bubble structure. This active flow control method can provide a technical
means for designing a new fluid thrust vectoring nozzle, by finding the characteristic
frequency form of flow structure in the unsteady flow field.
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Abstract: The stabilization of a planar premixed flame front on a lattice (porous) burner is considered.
The developed model captures all the important features of the phenomenon, while also admitting
qualitative analytical investigation. It has been rigorously mathematically proven that there exist
two different stabilization regimes: one with flame front located nearby the surface of the burner,
and another with the flame front located inside the lattice. These two regimes result in qualitatively
different gas temperature profiles along the flow that is monotonic and non-monotonic, respectively.
The boundary between the two regimes is described in terms of dependence of the lattice solid
material temperature on flow Peclet number. With similar temperature profiles, such dependencies
may be both monotonic and non-monotonic. The transition between the two types of dependencies is
controlled by the Arrhenius number. Conclusions of the study are supported by numerical analysis.
They also compare favorably with the available experimental data. The novelty of the present
approach is a fundamentally rigorous analytical analysis of the problem. The proposed analytical
model, based on δ-function approximation of the chemical source term, agrees well (within 7%
relative error) with the model based on the distributed description of the chemical reaction zone. The
obtained results are important from both a theoretical and practical point of view. They demonstrate
the existence of the two qualitatively different operating regimes for lattice burners, thus impacting
design solutions for such devices. The results will be of great interest to the broader academic
community, particularly in research areas where similar wave structures may emerge.

Keywords: premixed lattice burner; flame stabilization; analytical model; δ-function approximation;
rigorous mathematical proof

MSC: 34B60

1. Introduction

Combustion waves are a natural way of flame spread. The most basic of such structures
is the laminar pre-mixed flame propagating through a pipe or channel [1–4]. The most
common dominant mechanism of such propagation is heat conduction from the flame front
to the adjacent pre-heat zone, raising the temperature of the latter to values supporting a
significant increase in the mixture reaction rate. This type of wave structure is known as
a thermal flame. An alternative driving mechanism is the diffusion propagation of active
radicals away from the reaction zone, which may support the flame being essentially driven
by chain reactions, or the so-called chain flame.

A very specific standing combustion wave emerges around the burning fuel droplet [1].
More exotic examples are represented by cold or isothermal flames [3].

Flame fronts may also propagate through purely solid phase upon availability of
both a solid-state reagent and oxidizer. The most important of such processes are the
combustion of solid propellants [5], and the so-called Self-Propagating High-Temperature
Synthesis (SPHTS) [4,6]. Combustion propagation in these cases is driven exclusively by
heat conduction, with no convective effects (in the laboratory frame). Despite considerable
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simplification of the heat transfer mechanism, the flames of propellants, for example,
are known to be capable of exhibiting very complicated dynamics, including chaotic
dynamics [5].

A peculiar combustion wave is observed in fires, where propagation occurs in two-
phase media, involving heat feedback from the gaseous diffusion flame to pyrolyzing solid
material, which, in turn, supplies reactants back to flame [7,8].

The investigation of combustion waves with homogeneous multi-phase heat exchange
within the wave structure has been somewhat more recent. One type of this process is
convective combustion, where reacting gases interact with either the combustible or inert
matrix of porous material [9–14].

Another is standing a combustion wave developing on a lattice (porous) burner
(Figure 1). The latter device is of significant importance, both theoretically and practically.

Figure 1. Schematic of the lattice burner considered: (a) side view (cross-section) and (b) front
(upstream) view.

The combustion process in porous burners has been studied extensively [15–35], using
both experimental and numerical modelling methods, with respect to different burner
configurations, combustion regimes and employed fuels (for example, biofuels).

Barra et al. [31] investigated the effects of material properties on flame stabilization in
porous burners. Significant influence of thermal conductivity, the volumetric heat transfer
coefficient and the radiative extinction coefficient on stable operation limits were observed.

Barra and Ellzey [32] studied the heat recirculation process, due to solid matrix, for
a range of equivalence ratios. They found that recirculation efficiency decreases with the
increase of the equivalence ratio.

Djordjevic et al. [35] investigated flame stability in porous burners employing various
ceramic sponge-like structures. They proposed a simple criterion for prediction of blow-off
limits in combustion systems employing the porous burner concept.

Of particular interest are the results of Yakovlev et al. [15], Mital et al. [17] and Janvekar
et al. [27], who observed (both numerically and experimentally) non-monotonic temper-
ature profiles within the burner. Keshtkar et al. [34] also observed non-monotonic tem-
perature profiles in the course of their numerical analysis of rectangular two-dimensional
porous radiant burners.

Existence of both monotonic and non-monotonic temperature profiles is a key focus of
the present study.

Recently, Arutyunov et al. [36], using numerical methods, investigated the nature
of the upper limit of methane–air mixture combustion on a flat porous lattice. They
demonstrated that the position of the flame front, relative to the lattice surface, depends
strongly on the heat exchange rate between the gas and the solid lattice material. Within
certain ranges of fuel preheating and injection rates unstable combustion regimes were
observed. Further, Shmelev [37] established, numerically, the region of stable combustion
for the same system. It was shown that this region covers a wide range of gas injection
velocities and expands with increase of the width of the burner.

Despite the substantial volume of research referenced above, rigorous analytical
studies of such a combustion system have not been conducted.
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The present paper investigates combustion wave structure on a lattice (that is, on a
laminar premixed porous burner).

The novelty and contribution of the study are as follows:

• Development of tractable (admitting analytical qualitative investigation) model of
combustion wave stabilizing on a lattice (porous) burner;

• Development of approximated model, based on the description of chemical source
term with δ-function, admitting an exact analytical solution, and the explicit construc-
tion of such a solution;

• Rigorous mathematical proof of existence of the two distinctive combustion wave
modes, with monotonic and non-monotonic temperature profiles, respectively;

• Definition of critical curve in the space of control parameters, separating the two
wave modes. Rigorous mathematical proof of existence of both monotonic and non-
monotonic critical curves.

The existence of double-mode wave structure, rigorously proven in the present paper,
agrees qualitatively with experimental evidence, as discussed below. This finding impacts
design solutions for industrial porous burners.

The paper is organized in the following way. The mathematical formulation of the
problem is developed in Section 2. The results and discussion are presented in Section 3
(this section is separated into formal mathematical proof (Section 3.1), numerical illustration
of the results (Section 3.2), analysis of the critical curve separating the two combustion
regimes (Section 3.3) and comparison with experimental data (Section 3.4)). These sections
are followed by the Conclusion Section, References and Appendix A.

2. Mathematical Formulation

Assuming one-dimensional flow structure and uniform material properties (of both
the gas and the solid lattice), the following steady-state Heat Transfer Equation (HTE)
is considered to model the combustion process (we remind that waved variables are
dimensional; see subsection Ascents in the Notation table).

λ̃
d2T̃
dx̃2 − ρ̃c̃pũ

dT̃
dx̃

+ Q̃ÃC̃2
(

T̃ − T̃0

)1/2
exp

(
− Ẽ

R̃T̃

)
+ h̃S̃

(
T̃s − T̃

)
= 0 (1)

h̃ =

{
h̃s > 0; x̃ ∈ [0, x̃1]
0; x̃ ∈ (x̃1, ∞]

Flow is directed from left to right, and the lattice occupies the region from 0 to x̃1
(Figure 1).

The assumption of one-dimensional flow structure is standard in analysis of various
types of combustion waves (see, for example, Zeldovich et al. [3]) and is known to lead
to quantitatively correct and verifiable results. The major reason behind the assumption
of uniform (e.g., temperature-independent) thermophysical properties is that is allows
formal mathematical proof, presented below, to be conducted. Note, however, that this
assumption is very reasonable everywhere in the flow, except for extremely narrow chem-
ical reaction zone, as the temperature outside this zone does not deviate much from the
inflow temperature.

The third term on the Left-Hand Side (LHS) of Equation (1) describes the contribution
from a bimolecular reaction occurring in the premixed stream. The concentrations C̃1 and
C̃2 of both reactants are assumed to be equal at all times, i.e., C̃1(x̃) = C̃2(x̃) = C̃(x̃). This
means that combustion is being considered as stoichiometric. This assumption is made to
allow for more concise mathematical proof but is not binding. The proof may be modified
to remove this assumption. The fourth term describes heat transfer process between the
gas and the solid lattice, with the heat transfer coefficient being assumed constant.

The chemical reaction rate is written in the form that makes it vanish at the initial
temperature T̃0. This is a standard assumption in the combustion theory.
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The kinetic equation is

− ũ
dC̃
dx̃

= ÃC̃2
(

T̃ − T̃0

)1/2
exp

(
− Ẽ

R̃T̃

)
(2)

Further simplification, which is being made is that variable concentration C̃, is replaced
on the Right-Hand Side (RHS) of Equation (2) by its initial value C̃ ≡ C̃0 ≡ const. This
is reasonable in the view of much stronger dependence on reaction rate on temperature,
compared to dependence on reactant concentrations.

The simplified kinetic equation takes the form

− ũ
dC̃
dx̃

= ÃC̃2
0

(
T̃ − T̃0

)1/2
exp

(
− Ẽ

R̃T̃

)
(3)

The following non-dimensional (scaling) variables are introduced

ξ =
x̃
x̃1

θ =
T̃ − T̃0(
R̃T̃2

0 /Ẽ
) Pe =

x̃1ũ
κ̃

C =
C̃
C̃0

A = Q̃ÃC̃2
0

x̃2
1

λ̃

(
R̃T̃2

0

Ẽ

)−1/2

· exp

(
− Ẽ

R̃T̃0

)
; h =

h̃S̃x̃2
1

λ̃
(4)

g =
x̃2

1
κ̃

ÃC̃0

(
R̃T̃2

0

Ẽ

)1/2

· exp

(
− Ẽ

R̃T̃0

)
The choice of the spatial scale (lattice width) and the reactant concentration scale (initial

concentration) is natural. The temperature scale is chosen in the way that is commonly
adopted (and reflecting most important scale) in combustion theory (see, for example,
Merzhanov, and Khaikin [4]), as the ratio of excess temperature to characteristic temperature
interval. Once these three scales are fixed, the other scales in Equation (4) are determined
uniquely (to within an explicit inclusion of the reaction rate at initial temperature into the
parameter A, which is also a common practice). Note that the emerging Peclet number Pe
is a standard parameter in the analysis of convective heat transfer problems.

The problem formulation becomes

d2θ

dξ2 − Pe
dθ

dξ
+ A f (θ)C2(θ)H(C) + h(θs − θ) = 0

dC
dξ

= − g
Pe

f (θ)H(C) (5)

f (θ) =
√

θ exp
(

θ

1 + Arθ

)
0 ≤ ξ ≤ L

θs > 0, h =

{
hs > 0; ξ ∈ [0, 1]
0; ξ ∈ (1, L]

with the boundary conditions

θ(0) = θ0, C(0) = 1,
dθ

dξ
(L) = 0 (6)

where L > 0 is an arbitrarily large number.
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Here, for the convenience of mathematical proofs, we assume that the temperature
at the left boundary is slightly different from zero, i.e., θ0 > 0 is an arbitrarily small
positive number.

3. Results and Discussion

3.1. Types of Solutions

First of all, we demonstrate existence of solutions of the set of Equation (5) with the
boundary conditions in Equation (6).

This follows from the few Lemmas proved below.
Let us consider the set of Equation (5) with the boundary conditions

θ(0) = θ0, C(0) = 1,
dθ

dξ
(0) = p (7)

where p may assume any real value.
Define ξk in the following way: ξk = L if θ(ξ) �= 0 on [0, L); otherwise ξk is such that

θ(ξk) = 0 and θ(ξ) �= 0 on [0, ξk).

Lemma 1. ξk, θ(ξk) and dθ
dξ (ξk) are continuous functions of p, where p is any real value.

Proof. The statement is correct for ξk ≤ 1 since the solution of the Cauchy problem depends
continuously on the initial conditions.

If ξk > 1, then θ(1) and dθ
dξ (1) depend on p continuously. Therefore, ξk, θ(ξk) and

dθ
dξ (ξk) are also continuous functions of p. �

Lemma 2. For any ps there exists p such that for some ξsθ(ξs) = θs and dθ
dξ (ξs) > ps.

Proof. Re-write the set of Equation (5) in the form

d2θ

dξ2 − Pe
dθ

dξ
− A

Pe
g

dC
dξ

C2(θ) + h(θs − θ) = 0 (8)

dC
dξ

= − g
Pe

f (θ)H(C)

and integrate the first equation on [0, ξ].
We get

dθ

dξ
(ξ) = p + Pe(θ(ξ)− θ0)− APe

3g

(
1 − C3H(C)

)
−

ξ∫
0

hs(θs − θ)dξ (9)

Therefore,
dθ

dξ
(ξ) > p − APe

3g
− ξhsθs (10)

Let us choose now

p > ps +
APe
3g

+
hsθ2

s
ps

(11)

Then, for ξ ∈
[
0, θs

ps

]
,

dθ

dξ
(ξ) > ps; θ

(
θs

ps

)
> θs (12)

�

Lemma 3. θ(ξ)increase monotonically if ps >
APe
3g .
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Proof. Integrating Equation (8) on [ξs, ξ] we get

dθ

dξ
(ξ) = ps + Pe(θ(ξ)− θs)− APe

3g

(
1 − C3H(C)

)
+

ξ∫
ξs

hs(θ(α)− θs)dα (13)

�

Lemma 4. There exists p0 such that ξk = L and θ(ξk) = 0.

Proof. Let q = ξk − L if ξk < L, and q = θ(ξk) if ξk = L. Then q is the continuous function
of p, which assumes both positive and negative values. �

Theorem 1 (Existence of solution). There exists a solution of the set of Equation (5) with the
boundary conditions in Equation (6).

Proof. dθ
dξ (L) is a continuous function of p on [p0,+∞). Since dθ

dξ (L) ≤ 0 at p = p0, and

there exists p such that dθ
dξ (L) > 0, then dθ

dξ (L) = 0 at some p ∈ [p0,+∞). �

In the following analysis of the set of Equation (5), μ = A
3g will be assumed to be a

large parameter.
Let us define ξ0 in the following way:

C(ξ0) = 0, C(ξ) �= 0 on [0, ξ0) (14)

The following three cases are possible

(1) ξ0 does not exist (C(ξ) �= 0 on [0, L));
(2) 1 < ξ0 ≤ L;
(3) 0 < ξ0 ≤ 1.

Consider first the case 1 < ξ0 ≤ L.
For ξ0 > 1 the set of Equation (5) assumes the form

d2θ

dξ2 − Pe
dθ

dξ
− 3μPe

dC
dξ

C2(θ)H(C) = 0

dC
dξ

= − g
Pe

f (θ)H(C) (15)

Lemma 5. For ξ ∈ [1, ξ0], θ(ξ) does not decrease; for ξ ∈ [ξ0, L], θ(ξ) = θ(ξ0) = θ∗.

Proof. This follows easily from Equation (15) and the condition dθ
dξ (L) = 0. �

Let now θ(ξ0) = θ∗. Integrating Equation (15), we get

dθ

dξ
− Pe θ − μPeC3(ξ)H(C) = −Pe θ∗ (16)

Let now, for 0 ≤ ξ̂ ≤ ξ0, u
(
ξ̂
)
= θ∗ − θ

(
ξ0 − ξ̂

)
; Ĉ
(
ξ̂
)
= C

(
ξ0 − ξ̂

)
.

The set of Equation (15) takes the form

du
dξ̂

+ Pe u = μPeĈ3

dĈ
dξ̂

=
g

Pe
f (θ∗ − u) (17)
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u(0) = Ĉ(0) = 0

It follows from Equation (17) that du
dξ̂

< μPeĈ3.
Therefore

μPe
dĈ
dξ̂

Ĉ3 >
g

Pe
du
dξ̂

f (θ∗ − u) (18)

Integrating Equation (18) on
[
0, ξ̂
]
, we obtain

μPe
4

Ĉ4 >
g

Pe

θ∗∫
θ∗−u

f (θ)dθ (19)

Let α = d ln f (θ)
dθ

∣∣∣
θ=θ∗

.

Lemma 6.

f (θ) > α

θ∫
0

f (w)dw (20)

Proof. Indeed, d ln f (θ)
dθ = 1

2θ +
1

(1+Ar θ)2 is monotonically decreasing function of θ. Therefore,

for w < θ ln f (w) < ln f (θ) + α(w − θ), or f (w) < f (θ) exp(α(w − θ)). Integrating the
later inequality, we prove Lemma 6. �

Further, define the constant Ĉ0 by

μPe
4
(
Ĉ0
)4

=
g

Pe

θ∗∫
0

f (θ)dθ (21)

Lemma 7.
dĈ
dξ̂

>
αμPe

4

((
Ĉ0
)4 − Ĉ4

)
(22)

Proof. It follows from Lemma 6 that

dĈ
dξ̂

>
αg
Pe

θ∗−u∫
0

f (w)dw =
αg
Pe

θ∗∫
0

f (w)dw − αg
Pe

θ∗∫
θ∗−u

f (w)dw (23)

Since αg
Pe

θ∗∫
0

f (w)dw = αμPe
4
(
Ĉ0
)4 and, according to Equation (19)

αμPe
4 Ĉ4 > αg

Pe

θ∗∫
θ∗−u

f (w)dw, then Lemma 7 is proved. �

Lemma 8.

Ĉ > C0

(
1 − 2 exp

(π

2

)
exp
(
−αμPeC3

0 ξ̂
))

(24)

Proof. Consider the following equation

dy
dς

= κ
((

Ĉ0
)4 − y4

)
, y(0) = 0 (25)

for ς ≥ 0, y < Ĉ0.
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Its exact solution is

κς =
1

4
(
Ĉ0
)3 ln

(
Ĉ0 + y
Ĉ0 − y

)
+

1

2
(
Ĉ0
)3 arctg

(
y

Ĉ0

)
(26)

Since y < Ĉ0 arctg
(

y
Ĉ0

)
< π

4 and we obtain

4
(
Ĉ0
)3

κς − π

2
< ln

(
Ĉ0 + y
Ĉ0 − y

)
(27)

or

y > Ĉ0

⎛⎝1 − 2

1 + exp
(

4
(
Ĉ0
)3

κς − π
2

)
⎞⎠ (28)

Upon comparison with Equation (22) Lemma 8 is proved. �

We actually show that for αμ � 1 and ξ0 > 1 (where h ≡ 0), the solution of the set
of equations

d2θ

dξ2 − Pe
dθ

dξ
+ μPeδ(ξ − ξ0) + h(θs − θ) = 0

θ(ξ0) = θ∗

μPe
4

C4(1) =
g

Pe

θ∗∫
0

f (w)dw (29)

θ(0) = 0
dθ

dξ
(L) = 0 ξ ∈ [1, L]

is a good approximation for solution of the set of Equation (5) on the interval ξ ∈ [1, L].
It may be shown by similar arguments that for 0 < ξ0 < 1 (where h > 0), the solution

of the set of Equation (5) is also well approximated by the solution of the set of Equation (29).
The requirements for μ given by the conditions αμ � 1 and the third of the conditions

in the set of Equation (29) enforces a narrow reaction zone.
Analytical solution of the Boundary Value Problem (BVP) (29) is presented in

Appendix A.
This analytical solution delivers two different types of temperature profiles, namely,

non-monotonic and monotonic. These occur, for example, for the sets of parameters shown
in the captions to Figures 2 and 3, respectively.

Figure 2. Non-monotonic solutions. 1—approximate model (29); 2—original model (5). Pe = 135;
A = 2.75 × 10−18; Ar = 0.012; hs = 7.14 × 102; θs = 90; g = 1.0 × 10−20; μ = 91.67; ξ0 = 0.41.
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Figure 3. Monotonic solutions. 1—approximate model (29); 2—original model (5); Pe = 135;
A = 2.75 × 10−18; Ar = 0.012; hs = 7.14 × 102; θs = 50; g = 1.0 × 10−20; μ = 91.67; ξ0 = 1.74.

Since the Lemmas 5–8 prove approximation of the set Equation(5) by the set of
Equation (29), and the two types of solutions can be demonstrated for the set of
Equation (29), then the following Theorem below, the major result of the paper, is proved.

Theorem 2 (Existence of the two types of solutions). The set of Equations (5) and (6) admits
two types of temperature profile solutions: monotonic and non-monotonic.

3.2. Numerical Results

The Boundary Value Problem given by the Equations (5) and (6) is solved numerically
using in-house computational code developed at the N.N. Semenov Federal Research
Centre for Chemical Physics. The false transient (or establishment) method [38] is used
with the following numerical scheme

θn+1
k −θn

k
τ = 2

(hk+hk+1)

[
θn+1

k+1 −θn+1
k

hk+1
− θn+1

k −θn+1
k−1

hk

]
− Pe (

θn+1
k −θn+1

k−1 )
hk

+

+A f
(
θn

k
)(

Cn
k
)2

+ hs

(
θs − θn+1

k

) (30)

Cn
k =

⎛⎝1 − g
Pe

ξk∫
0

f (θn(s))ds

⎞⎠H(Cn
k )

Iterations are performed until steady-state solution is achieved, with a certain a priori
specified accuracy.

Based on existing data [39,40], physically meaningful ranges of the problem parameters
are identified as follows:

Pe ∈ [4, 280],

A ∈
[
4.7 × 10−29, 4.7 × 10−12

]
,

Ar ∈
[
1.2 × 10−2, 2.0 × 10−2

]
,

g ∈
[
9.7 × 10−29, 9.84 × 10−12

]
,
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μ ∈ [75.0, 208.0],

θs ∈ [50.0, 705.0],

hs ∈
[
7.14 × 102, 1.14 × 103

]
It should be remembered that besides the above restrictions for the parameters A, g

and μ, the relation μ = A
3g must always hold.

Numerical solutions plotted in Figures 2 and 3 confirm good approximation provided
by the set of Equation (29) to the set of Equation (5), as was proven earlier in Section 3.1.

Analytical solutions of the approximating set of Equation (29) (Appendix A) show
that this problem has non-monotonic solutions for 0 < ξ0 < 1 and monotonic for ξ0 > 1.

It is instructive to identify, in the parameter space, the regions corresponding to the
two types of solutions.

For this purpose, let us introduce the “critical curve”, defined by the condition ξ0 = 1
since the latter separates the two different types of solutions. From Equation (5)

1 − C(ξ) =
g

Pe

ξ∫
0

f (θ(s))ds (31)

Therefore, due to definition (14), the requirement ξ0 = 1 translates into the following
relationship between the governing parameters θs and Pe (with the parameter g being
considered fixed)

g
Pe

1∫
0

f (θ(s))ds = 1 (32)

The computed critical curve is presented in Figure 4.

Figure 4. Critical curve θs = θs(Pe). 1—approximate model (29); 2—original model (5);
A = 2.75 × 10−18; Ar = 0.012; hs = 7.14 × 102; g = 1.0 × 10−20; μ = 91.67.

3.3. Analysis of the Critical Curve Behavior

The behavior of critical curves and their dependence on parameters may be understood
in more detail from Figures 5–9.
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Figure 5. Monotonic critical curves. Approximate model (29). Ar = 0.02; hs = 7.14 × 102; μ = 75.0;
1—A = 2.75 × 10−13; g = 1.22 × 10−15; 2—A = 2.75 × 10−15; g = 1.22 × 10−17; 3—A = 2.75 × 10−18;
g = 1.22 × 10−20.

Figure 6. Transition from monotonic to non-monotonic critical curve. Approximate model (29).
A = 2.75 × 10−18; hs = 7.14 × 102; μ = 75.0; g = 1.22 × 10−20, 1—Ar = 0.02, 2—Ar = 0.012.
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Figure 7. The integral Ψ1(ξ). Approximate model (29). A = 2.75 × 10−18; hs = 7.14 × 102; μ = 75.0;
g = 1.22 × 10−20. 1—monotonic critical curve. Ar = 0.02; Pe = 50.0; θs = 702.01. 2—non-monotonic
critical curve. Ar = 0.012; Pe = 50.0; θs = 87.70.

Figure 8. Solutions in the case of non-monotonic critical curve. Approximate model (29).
A = 2.75 × 10−18; Ar = 0.012; hs = 7.14 × 102; μ = 75.0; g = 1.22 × 10−20; θs = 87.70; 1—Pe = 50.0;
2—Pe = 84.35.
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Figure 9. The integrals Ψ1(ξ) for the Figure 8 solutions. Approximate model (29). A = 2.75 × 10−18;
Ar = 0.012; hs = 7.14 × 102; μ = 75.0; g = 1.22 × 10−20; θs = 87.70; 1—Pe = 50.0; 2—Pe = 84.35.

It turns out that both monotonic and non-monotonic critical curves exist.
The results presented in Figures 5–9 are obtained using the approximate model (29)

with the delta function.
Figure 5 shows three curves drawn at different value of the parameters A and g. It is

evident that all the three critical curves are monotonic.
Transition to non-monotonic behavior occurs upon variation of the Arrhenius number

Ar (Figure 6), with all other parameters being kept constant. Non-monotonic behavior
emerges upon decreasing the Arrhenius number.

The particular type (monotonic or non-monotonic) of the critical curve is controlled
by behavior of the integral

Ψ1(ξ) =
g

Pe

ξ∫
0

f (θ(s))ds (33)

which must be equal to unity at ξ = 1.
Figure 7 demonstrates these integrals for monotonic and non-monotonic curves. For

the non-monotonic solution, the total value of the integral accumulates in the small vicinity
of the point ξ = 1.

In the non-monotonic case (curve 2, Figure 6) the same value of θs = 87.70 corresponds
to the two values of the parameter Pe, namely Pe = 50 and Pe = 84.35.

The solutions θ(ξ) for these two values of Pe are presented in Figure 8, while Figure 9
presents the integrals Ψ1(ξ) for these solutions.

It is evident from Figure 9 that total values of both integrals accumulate in the small
vicinity of the point ξ = 1.

The critical curve decreases at the point (Pe = 50, θs = 87.70), and increases at the
point (Pe = 84.35, θs = 87.70).

It may be concluded that sharp behavior of the integral Ψ1(ξ) in the vicinity of the
point ξ = 1 is the necessary condition for the critical curve to be non-monotonic.

The counterintuitive existence of non-monotonic critical curves may be explained in
the following way.
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Assuming the approximate δ- function model (29) and setting ξ0 = 1 results in the
following BVP for the temperature profile on [0, 1]

d2θ

dξ2 − Pe
dθ

dξ
+ hs(θs − θ) = 0 (34)

θ(0) = 0;
dθ

dξ
(1) = μ · Pe

and, for a given Pe, the value of θs is determined from the condition

g
Pe

1∫
0

f (θ(s))ds = 1 (35)

where the source function f (θ) is given by Equation (5).
Let

λ1 =
Pe +

√
Pe2 + 4hs

2
; λ2 = − 2hs

Pe +
√

Pe2 + 4hs
(36)

Then λ1 is sufficiently large for hs = 720, Pe < 50, while at the same time, λ2 is
negative with sufficiently large absolute value, so that approximately

θ(ξ) ≈ θs(1 − exp(λ2ξ)) +
μPe
λ1

exp(λ1(ξ − 1)) (37)

Let us consider the case where the value g
Pe f (θs) is negligibly small. It is only in this

case when the original problem is well approximated by the model with δ-function source.
In this case we can assume

θ(ξ) = θs +
μPe
λ1

exp(λ1(ξ − 1)) (38)

and then
dθ

dξ
= λ1(θ − θs) (39)

We solve, under the above assumptions, the equation

F(θs, Pe) =
g

Pe

1∫
0

f (θ(s))ds = 1 (40)

with respect to θs at a fixed value of Pe.
It is easy to see that F(θs, Pe) is monotonic with respect to θs. Therefore, the solution

θs(Pe) of the equation F(θs, Pe) = 1 is unique with respect to θs.
If ∂F

∂Pe > 0 at F(θs, Pe) = 1, then dθs
dPe < 0.

Let us calculate ∂F
∂Pe .

Let u = θ − θs, then

F(θ, Pe) =
g

Pe

μPe
λ1∫

1

f (θs + u)
λ1u

du (41)

(We assumed that the value g
Pe f (θs) is small and the lower bound of the integral is irrelevant).
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Further,
∂F
∂Pe = 2hs

λ2
1

√
Pe2+4hs

μg
Pe

f (θ∗)
μPe −

− 2g

Pe3
√

Pe2+4hs

μPe
λ1∫
1

f (θs+u)
u du =

= 2hsg f (θ∗)
λ2

1Pe2
√

Pe2+4hs
− 2λ1

Pe2
√

Pe2+4hs

(42)

Here θ∗ = θ(1) = θs +
μPe
λ1

, and we used the fact that

μPe
λ1∫

1

f (θs + u)
u

du =
λ1Pe

g
(43)

Therefore, under our assumptions, dθs
dPe < 0 if f (θ∗) > λ3

1
ghs

.
It is easy to see that upon increasing μ or decreasing Ar (at fixed g, Pe, hs), θs(Pe)

decreases, while f (θ∗) increases.
Therefore, by increasing μ or decreasing Ar, we can obtain points on the critical curve

where dθs
dPe < 0.

3.4. Comparison with Experimental Data

Let us compare results of the present study with available experimental observations.
Yakovlev et al. [15] conducted a very detailed numerical investigation of flame sta-

bilization process in thin-layered radial porous burner. It consisted of a mounting flange
connected with a thin-layered porous shell. Flow configuration for the reported experiment
may be considered as a flow through porous wall of the infinitely long hollow cylinder
in the direction normal to the wall (i.e., in the plane perpendicular to the axial axis of
symmetry of the cylinder). Flow direction is from the inner surface of the cylinder to the
outer surface.

Within stable operating ranges, the flame front can be stabilized within the cavity of
the burner (internal regime), within porous media (submerged flame) or above it (surface-
stabilized flame), by adjusting the equivalence ratio and the flow rate.

The first of these regimes (stabilization upstream from the lattice) is not considered
in the present study; however, the latter two are of most interest. Similar to the present
study, Yakovlev et al. [15] observed two types of temperature distribution profiles, that
is monotonic and non-monotonic. When the flame stabilized within porous media (sub-
merged regime), then a non-monotonic profile was observed. When the flame stabilized
downstream from the surface (surface-stabilized regime), then a monotonic profile was
observed. This change of profile configuration upon flame front relocating from the porous
to the gas region is quantitatively identical to the behavior reported in Figures 2 and 3 of
the present study.

Mital et al. [17] and Janvekar et al. [27] considered porous burners of cylindrical shape,
with the flow parallel to the to the axial axis of symmetry of the cylinder. This configuration
would be asymptotically identical to the one used in the present study if the radius of the
cylinder increases infinitely.

Both studies observed the flame stabilization regime inside the porous material (sub-
merged reaction zone) with non-monotonic temperature profiles similar the one presented
in Figure 2.

Thus, the studies of Yakovlev et al. [15], Mital et al. [17], Janvekar et al. [27] and
Keshtkar et al. [34] provide indirect, but nevertheless very convincing support for the
results of the present study.
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4. Conclusions

The standing premixed combustion wave on a lattice burner has two qualitatively
distinctive regimes: flame stabilizes either downstream from the burner surface or inside
the solid lattice.

For the first time, this fact has been proved absolutely rigorously using a one-dimensional
analytical model of reacting flow.

It has also been demonstrated using numerical simulations.
In the space of controlling parameters, the two stabilization regimes are separated by

the specific dependence of the lattice temperature on the flow Peclet number (the critical
curve), with all other parameters being fixed.

Transition from monotonic to non-monotonic regimes occurs as the Arrhenius number
sufficiently decreases.

Results of the present study agree qualitatively with the available experimental data.
Novelties of the present study may be summarized as follows: a new model of

the standing combustion wave stabilized on a lattice (porous) burner is proposed. The
model allows for qualitative analytical investigation of the problem to be performed. An
approximated model, based on description of chemical source term with δ-function, is also
developed. The exact analytical solution is obtained for this model. Rigorous mathematical
proof of existence of the two distinctive combustion wave modes, with monotonic and non-
monotonic temperature profiles, respectively, is demonstrated for the first time. Definition
of critical curve in the space of control parameters, separating the two combustion wave
modes, is proposed. Rigorous mathematical proof of existence of both monotonic and
non-monotonic critical curves is demonstrated.

In terms of quantitative results, proposed analytical model, based on δ-function ap-
proximation of chemical source term, agrees well (within 7% relative error) with the model
based on distributed description of chemical reaction zone.

The proven existence of the two significantly different combustion regimes is of great
practical importance and impacts design solutions for industrial porous burners. The
results will be of great interest to the broader academic community, particularly in research
areas where similar wave structures may emerge.
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Abbreviations

BVP Boundary Value Problem
HTE Heat Transfer Equation
LHS Left-Hand Side
RHS Right-Hand Side
Notation

Ascents
∼ wave: dimensional, and only dimensional, variables
ˆ cap: auxiliary non-dimensional variables
Latin
A pre-exponential factor
Ar Arrhenius number
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C reactant concentration
cp specific heat at constant pressure
E activation energy
f chemical source function
g parameter
H Heaviside function (unity for positive values of the argument; zero for non-positive values)
h heat transfer coefficient
L arbitrary large positive number
Pe Peclet number
Q heat of reaction
R universal gas constant
S lattice surface area per unit volume
T temperature
u gas mixture velocity
x spatial coordinate
x1 lattice thickness
Greek
δ Delta function
θ temperature
κ thermal diffusivity
λ thermal conductivity
μ parameter (A/(3g))
ξ spatial coordinate
ρ density
τ time
Subscripts
s surface
0 ambient; initial

Appendix A

Here, an analytical solution for the approximate δ-function model (29) is presented.
We solve the following problem

d2θ

dξ2 − Pe
dθ

dξ
+ μPeδ(ξ − ξ0) + h(θs − θ) = 0 (A1)

θ(0) = 0,
dθ

dξ
(L) = 0, ξ ∈ (0, L)

The location ξ0 is determined by the condition

g
Pe

ξ0∫
0

f (θ(s))ds = 1 (A2)

The source function f (θ) is given by Equation (5).
The parameters λ1,2 used below are given by Equation (36).
Let us solve the problem (A1) at a fixed value of ξ0.

Case 1 . 0 ≤ ξ0 < 1

In this case, the solution has the form

Θ1(ξ, ξ0) =

⎧⎪⎪⎨⎪⎪⎩
θs
(
1 − eλ2ξ

)
+ C1,1(ξ0)

(
eλ1ξ − eλ2ξ

)
; ξ ∈ [0, ξ0)

θs + C3,1(ξ0)
(

eλ1ξ − λ1
λ2

e(λ1−λ2)eλ2ξ
)

; ξ ∈ (ξ0, 1]

θs + C3,1(ξ0)
(

eλ1 − λ1
λ2

e(λ1−λ2)eλ2
)

; ξ ∈ (1, L]
(A3)
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The matching conditions at ξ = ξ0 are⎧⎨⎩ θs
(
1 − eλ2ξ0

)
+ C1,1

(
eλ1ξ0 − eλ2ξ0

)
= θs + C3,1

(
eλ1ξ0 − λ1

λ2
e(λ1−λ2)eλ2ξ0

)
C3,1λ1

(
eλ1ξ0 − e(λ1−λ2)eλ2ξ0

)
+ θsλ2eλ2ξ0 − C1,1

(
λ1eλ1ξ0 − λ2eλ2ξ0

)
= −μPe

(A4)

from where

C1,1(ξ0) =
θs(λ1 − λ2)λ2 + μPe

(
e(λ1−λ2)e−λ1ξ0 λ1 − eλ2ξ0 λ2

)
(λ1 − λ2)

(
e(λ1−λ2)λ1 − λ2

) (A5)

C3,1(ξ0) =
λ2
(
θs(λ1 − λ2) + μPe

(
e−λ1ξ0 − eλ2ξ0

))
(λ1 − λ2)

(
e(λ1−λ2)λ1 − λ2

)
Case 2 . ξ0 = 1

The solution has the form

Θ2(ξ, ξ0) =

{
θs
(
1 − eλ2ξ

)
+ C1,2(ξ0)

(
eλ1ξ − eλ2ξ

)
; ξ ∈ [0, 1]

C3,2(ξ0); ξ ∈ (1, L]
(A6)

The matching conditions are as follows{
θs
(
1 − eλ2

)
+ C1,2

(
eλ1 − eλ2

)
= C3,2

θsλ2eλ2 − C1,2
(
λ1eλ1 − λ2eλ2

)
= −μPe

(A7)

C1,2(ξ0) =
θsλ2eλ2 + μPe(
λ1eλ1 − λ2eλ2

) (A8)

C3,2(ξ0) = θs

(
1 − eλ2

)
+

(
θsλ2eλ2 + μPe

)(
λ1eλ1 − λ2eλ2

) (eλ1 − eλ2
)

Case 3 . ξ0 > 1

The solution has the form

Θ3(ξ, ξ0) =

⎧⎨⎩
θs
(
1 − eλ2ξ

)
+ C1,3(ξ0)

(
eλ1ξ − eλ2ξ

)
; ξ ∈ [0, 1]

C3,3(ξ0) + C4,3(ξ0)ePeξ ; ξ ∈ (1, ξ0]
C3,3(ξ0) + C4,3(ξ0)ePeξ0 ; ξ ∈ (ξ0, L]

(A9)

The matching derivatives at ξ = ξ0 give

C4,3(ξ0) = μe−Peξ0 (A10)

The matching conditions at ξ = 1 are{
θs
(
1 − eλ2

)
+ C1,3

(
eλ1 − eλ2

)
= C3,3 + μePe(1−ξ0)

−θsλ2eλ2 + C1,3
(
λ1eλ1 − λ2eλ2

)
= μPeePe(1−ξ0)

(A11)

C1,3(ξ0) =
θsλ2eλ2 + μPeePe(1−ξ0)(

λ1eλ1 − λ2eλ2
) (A12)

C3,3(ξ0) = θs

(
1 − eλ2

)
− μePe(1−ξ0) +

(
θsλ2eλ2 + μPeePe(1−ξ0)

)
(
λ1eλ1 − λ2eλ2

) (
eλ1 − eλ2

)
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The solution of the BVP (A1) and (A2) on the whole interval [0, L] is

Θ(ξ, ξ0) =

⎧⎨⎩
Θ1(ξ, ξ0); ξ0 ∈ [0, 1)
Θ2(ξ, ξ0); ξ0 = 1
Θ3(ξ, ξ0); ξ0 ∈ (1, L)

(A13)
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Abstract: This paper presents a numerical analysis of the stability of the flow parameters along
the intake duct of an aircraft jet turbine engine. This problem has been investigated by many
research teams and was included in the literature analysis. The unstable operation of a turbojet
intake system can be the consequence of many adverse factors, including an intake vortex. The
investigated intake system, due to its low location to the plane of the airport, is highly susceptible
to the formation of an intake vortex. The phenomenon of an intake vortex can, in the worst-case
scenario, result in the surging of the turbojet, and even engine stalling. This paper presents a
developed model of the forward section of an aircraft, complete with its intake duct, and the method
of its discretization. The intake-system model and numerical analysis were performed in Ansys
Fluent. The flow parameters adopted for numerical simulations, under specific boundary conditions,
corresponded to the operating conditions of the engine cooperating with the investigated intake
system. The numerical calculations were performed assuming an air-pressure rise in the end section
of the engine-intake system, reflecting the reduction in the pitch angle of the inlet stator blades of
the fan. As a result, the pressure distributions in a significant cross section in the intake system
were obtained. The results were analyzed with the quantitative distribution of the pressure fields by
applying a dimensionless potential-pressure ratio. The pressure ratio enabled a comparative analysis
of the nonuniformity of the total-pressure distribution in selected cross sections of the intake system.
The results were revealing in terms of growing unstable flows in the flow duct. A major conclusion
drawn from the results, by testing the dimensionless potential-pressure ratio, was that, within certain
limits, it was possible to improve the flow uniformity by increasing the throttling pressure.

Keywords: intake vortex; jet engine intake system; flow modeling; unstable engine operation; CFD

1. Introduction

Investigations into the distribution of the flow parameters in the intake systems of
turbojet engines remain important due to their impact on the operating efficiency of the
entire system of a turbojet engine. The intake system is the first of the assemblies in the
turbojet engine system. It has a significant effect on the engine’s performance stability,
including changes to the engine operating parameters, as shown in Figure 1. Significant
attention has been given to the problem of total-pressure disturbances in the AIP (aero-
dynamic interface plane) in front of the turbojet fan. A literature analysis concerning the
heterogeneity of the flow fields was performed. One paper [1] concerned the optimization
of an intake S-duct to reduce the total-pressure loss and limit disturbances. A combination
of a genetic algorithm with CFD simulations was used. The Fluent CFD software was
used to simulate the flow field in every tested configuration of the intake system, and the
resulting calculations became the foundation for the entire optimization process.

This involved a thorough analysis of the 3D flow, with a focus on the flow fields in
characteristic cross sections. An example of the results can be found in Figure 2, which illus-
trates the distribution of the pressure-rise deviation in the intake duct, and the distribution
of the swirl angle of the stream.
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Figure 1. Temperature-change trend downstream of the jet engine turbine during an engine surge.

 
(a) (b) 

Figure 2. Standard-deviation distribution: (a) for the pressure-recovery factor; (b) for the flow-
turbulence angle [1]. Adapted with permission from Ref. [1]. Copyright 2017, copyright the American
Institute of Aeronautics and Astronautics AIAA.

The intake S-duct shape was optimized by free deformation combined with a genetic
algorithm. At one extreme point, the total-pressure loss was reduced by 20% (using a
Pareto front), while, at another extreme point, the average area turbulences were reduced
by 10%, with both results deemed to be very good.

Another paper [2] investigated a modified DSI (diverterless supersonic inlet) intake
system at various angles of attack and Mach numbers. The DSI, also known as a bump inlet,
is an innovative design element for high-speed aircraft, offering considerable advantages in
the design of stealth aircraft, and considered to be a state-of-the-art technology in some of
the latest jet fighters. The modification of the geometry in the existing DSI was proposed to
improve the performance of the aircraft’s propulsion. A numerical analysis of the existing
DSI was carried out with different angles of attack and Mach numbers for this purpose. The
numerical model was validated with the available experimental data. The performance of
the modified DSI was assessed with the criteria of the pressure-recovery factor, the pressure
coefficient (being the ratio of a specified area to the average pressure within a cross section),
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and the drag coefficient. The analysis was carried out at subsonic Mach numbers with three
different angles of attack at the same flight altitude. This provided data on the behavior
of the parameters, including by testing the distribution of the pressure-field changes. An
example of the results is shown in Figure 3.

Figure 3. Total-pressure distribution in the intake cross section at Ma = 0.8, and the angle of attack
of α = 10◦ [2]. Adapted with permission from Ref. [2]. Copyright 2021, copyright the American
Institute of Aeronautics and Astronautics AIAA.

Another paper [3] investigated the dependence of the total-pressure disturbances
at the outlet of a high-diffusion-offset twin-intake S-duct system to determine whether
a classic solution to the problem could be applied (Figure 4). The assessment of the
combined characteristics of the time-dependent radial and circumferential disturbances
demonstrated that local ring-based descriptors of flow distortions were more suitable for
the characterization of maximum events. An EVT (extreme value theory) was applied to
predict the maximum distortion levels that could emerge during the test duration that
exceeded the available set of experimental data. It was found that, in comparison with the
dynamic pressure, the total-pressure fluctuations were moderately dependent on the Mach
number in all the investigated duct systems. However, changing the bend-offset ratio of the
S-duct from 1.34 to 2.44 significantly changed the average total-pressure instability in the
AIP (aerodynamic interface plane). It was discovered that higher secondary flows, caused
by an increase in the final system, not only favored total-pressure loss, but also increased
the overall flow-field instability within the AIP.

Another paper [4] presented the numerical (CFD) testing of a DSI intake design using
Ansys. The CFD analysis was performed on a selection of DSI configurations, with a
Mach number between 0.8 and 1.6. This provided results relevant to the performance of
the tested design/configuration cases in the studied range of Mach numbers. They also
identified the best geometric configuration that provided the most favorable pressure-
recovery factor. Suggestions were given for future activities concerning the improvement
in the pressure-recovery factor in the DSI-intake-system concept. The pressure-recovery
factor is defined here as the ratio of the overall pressure in the inlet cross section (Figure 5)
to the free-flow total pressure. The values of the factor cover the range between 0 and 1,
with 1 being no energy loss. Higher pressure-recovery-factor values are more favorable,
as the factor markedly affects the thrust force of turbojet engines. Based on the total-
pressure distributions, it was found that using a tear-drop-shaped bump can produce better
aerodynamic parameters than those provided by an ellipsoid bump.
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(a) (b) 

Figure 4. Distribution of the change in the dimensionless potential-pressure ratio in the AIP: (a) Duct
A MAIP = 0.2; (b) Duct A MAIP = 0.36 [3]. Adapted with permission from Ref. [3]. Copyright 2018,
copyright Elsevier: Amsterdam.

 

Figure 5. AIP total-pressure distribution [4]. Adapted with permission from Ref. [4]. Copyright 2019,
copyright the American Institute of Aeronautics and Astronautics AIAA.

Another paper [5] contained an analysis of the changes in the intake-pressure-
recovery factor and total-pressure distribution at different flight parameters of an
F-16 jet fighter, which included the Mach number, angle of attack, and angle of roll.
The intake parameters were investigated with reference to the AIP. The paper used
a simplified computational model, which only included the intake tuck and the area
under the aircraft fuselage (Figure 6).
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Figure 6. Mode of air-intake section of an F-16 jet fighter [5]. Adapted with permission from Ref. [5].
Copyright 2011, copyright Engineering Applications of Computational Fluid Mechanics.

Nonuniform-pressure-field distributions were achieved (Figure 7), which varied in
intervals of 0.910–0.980 and 0.124–0.400. The flow stability through the intake was demon-
strated to be affected by the aerodynamic factors of the whole flight of the aircraft.

Figure 7. AIP cross-sectional pressure distribution in the air-intake section of an F-16 jet fighter [5].
Adapted with permission from Ref. [5]. Copyright 2011, copyright Engineering Applications of
Computational Fluid Mechanics.

Another paper [6] involved working on improving the existing DSI intake sections
based on an investigation into the distribution of the parameter fields. The examples
included attempts to use a convex surface (a bump) ahead of the air intake, with early work
already eliminating the risk of an epileptic form. An example of a simulated DSI perfor-
mance is shown in Figure 8. The results show that there was the capacity for maintaining
the structure of the shock waves during the operational mode, even at high angles of attack.
The analysis of the shock-wave structures and the interaction of the shock-wave-boundary
layer during supersonic maneuvers showed that the aerodynamic efficiency of a DSI with
a thick boundary layer and high angles of attack was sufficient to ensure the performance
of the entire supersonic flight envelope. The analysis proved that the DSI was sufficiently
capable of ensuring continued operation during maneuvers at the design speed, and espe-
cially if the cowl structure was optimized for such maneuvers and flow-control technology
was applied to improve the internal flow pattern.
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Figure 8. Distribution of changes in the Mach numbers and total pressure in a DSI intake system [6].
Adapted with permission from Ref. [6]. Copyright 2020, copyright Proc. Inst. Mech. Eng. Part G J.
Mech. Eng.

In the literature analysis of this research area, the problem of studying the effect of a
change in pressure in the inlet-fan zone (AIP (aerodynamic interface plane)) on inlet-flow
disturbances was not encountered. The change in this pressure can be caused by various
factors, the main one being a change in the setting angle of the inlet guide vanes. The
control system causing a change in the angle of the inlet guide vanes due to its stable
operation can cause instability in the operation of the inlet system. This article is part of the
work carried out to study the cooperation of the inlet system with the aircraft engine fan.

2. Computational Model

The commercial computing package CFD Ansys Fluent was used to perform the
numerical simulations. The package is based on an the FVM (finite volume method). An
undisputed advantage of the method is the possibility of building nonorthogonal and
nonuniform computational meshes, which can be critical in the computational tasks for
objects with complex shapes [7], such as for a multirole aircraft (Figure 9)

First, a computational domain was prepared, and the shape of a cuboid with the
dimensions 20 m × 10 m × 10 m was chosen. It was considered necessary to thoroughly
investigate the zone directly ahead of the intake section, such as the zone of an intake
vortex. Therefore, based on our own experience, it was decided to separate a subdomain in
the form of a cuboid with the dimensions 7.16 m × 3.75 m × 4 m. The separated additional
volume was required to compact the mesh in the immediate vicinity of the engine inlet
without compacting it across the entire computational domain. Procedures for extracting
additional volumes for the purpose of thickening the computational meshes were required
in order to increase the accuracy of the calculations. Figure 10 shows the computational
domain prepared for discretization, with a separated volume necessary to perform the
mesh compaction.
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Figure 9. Surface model of the F-16 aircraft.

Figure 10. Computational domain prepared for discretization, with a separate additional volume for
the compacting of the mesh.

Before starting the discretization process, the boundary conditions recognized by the
Ansys Fluent software were assigned to the appropriate surfaces of the prepared calculation
area. Thus, the “pressure-far-field” condition was assigned to the outer regions of the
computational domain. This condition was used to simulate the free flow for a given Mach
number, and the static-pressure and temperature values. A “pressure outlet” condition
was set at the compressor inlet to establish a static-pressure value corresponding to the
compressor operating conditions. The remaining surfaces were assigned “wall” conditions,
including the fuselage surface of the airplane model and the surface representing the
ground plane (under the fuselage surface). In the case of numerical flow analysis using
viscous fluids, the “wall” condition allowed us to determine the nonslip on the surface,
representing the fluid–solid boundary.

The model was adapted to carry out numerical three-dimensional flow simulations;
hence, the discretization was made on the basis of discrete 3D elements with the use of
structural and nonstructural meshes by building the so-called hybrid mesh. Triangular
elements were modeled on the surfaces of the calculation area. In the area of the boundary
layer (in the engine inlet), five layers of prismatic elements were modeled. The remaining
volume of the computational domain was discretized with tetrahedral elements. Figure 11
shows the cross section of the mesh created in the aircraft plane of symmetry.
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Figure 11. Cross section of the numerical mesh in the aircraft plane of symmetry.

As the FVM (finite volume method) was based on the direct digitization, in a physical
space of equations that express the principles of conservation, the starting point involved
equations of conservation formulated as integrals [7]. The equations and the method of
their transformation are shown in [8,9].

Furthermore, the equations were averaged according to the formulas shown in [10–12],
which produced Reynolds-averaged Navier–Stokes (RANS) equations. These nonlinear
equations were used to solve the problem of interest. Note that the averaging of these
equations resulted in the previously closed system of equations becoming an open system,
as the six complementary relationships were missing that determined the components of
a turbulent stress tensor [12], and hence, it was necessary to apply turbulence models. In
this work, for the purpose of carrying out the numerical simulations, the Spalart–Allmaras
turbulence model with its standard settings was used [13].

3. Analysis of the Results

Numerical flow simulations were performed for the 3D case, while the analysis of the
obtained results was based on two-dimensional cross sections. An assessment of the flow
field in an intake duct, which supplies air to the compressor in the longitudinal plane of the
jet engine (Figure 12), does not provide a full picture of the processes that occur throughout
the entire volume of the intake duct. This analysis was two-dimensional and shows that
low-pressure zones are present in the inlet section within the boundary layer. This was
confirmed by the results that show the total-pressure distribution in the cross section in
Figure 13a. The color scale in Figure 13 and other figures maps the pressure scale shown
in Figure 12.

An estimation of the parameters in a cross-sectional square to the intake-duct axis, and
based on the distribution of the pressure parameters in the longitudinal section (Figure 12),
is only possible up to the initial part of the intake duct, which is due to a certain regularity
in the distribution of the parameters in the cross section (Figure 13a). For the final section
of the intake duct, the outputs from the longitudinal section (Figure 12) can be encumbered
with large errors (Figure 13b) in attempts to predict the total-pressure distribution. An
initial irregularity in the distribution of the parameters was present at 0.5 m (Figure 14)
from the inlet cross section A (Figure 13a).
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Figure 12. Overview of pressure-distribution changes, in pascals, along the intake duct of the turbojet
engine, with cross sections A, B, C, and D shown.

 
(a) (b) 

Figure 13. Pressure distribution in the intake cross section at throttling pressure: p = 65 kPa: (a) cross
section A; (b) cross section D.

 

Figure 14. Pressure distribution in the intake cross section at throttling pressure p = 65 kPa for cross
section B.

To eliminate the problems indicated above, a 3D numerical analysis was performed
for a flow along the intake duct of the turbojet engine. Four cross sections (Figure 12)
were qualified for further investigation to permit an assessment of the changes in the basic
intake parameter, which was the total pressure along the intake duct. The cross sections
selected were cross section A of the air inlet (4.5 m from the fuselage nose), cross section
D, which connects the intake to the turbojet engine 6.0 m from the fuselage nose, and two
intermediate cross sections (B and C, 5.0 m and 5.5 m, respectively, from the fuselage nose).

To analyze the distribution of the pressure fields (Figure 13), five main pressure
intervals were defined. The pressure intervals are referred to as “series” in this paper.
The tests were performed at a variable outlet pressure. For a pressure of 65 kPa at the
intake-system outlet, which was the turbojet fan inlet, pressure intervals were assumed for
each series, as listed in Table 1.
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Table 1. Pressure intervals for each series.

Series No. Pressure Interval (kPa) Color

1 89.9–107.0 Red
2 81.6–89.9 Yellow
3 60.8–81.6 Green
4 48.3–60.8 Azure
5 35.9–48.3 Blue

Figure 15a shows the changes in the distribution of the pressure fields along the flow
duct, produced in the air flow through the intake system at 65 kPa. Here, the pressure
area grew outside of the main pressure zone vs. the duct length from 28.26% to 42.63%
(Figure 15b), with the main pressure zone defined as the pressure values relevant to the
zone designated Series 1 (Table 1).

  
(a) (b) 

Figure 15. Analysis of the distribution of pressure-field changes in the flow duct for p = 65 kPa:
(a) Aw: relative surface area of specific total pressure (series) vs. the cross-section location (L);
(b) Δ: relative total-pressure-area increase outside of the main zone.

The quantitative change in the distribution in each of the pressure zones is illustrated
with the pie charts in Figure 16. There was a noticeable reduction in the main pressure-zone
area (Series 1) from 72.58% to 51.99% (Figure 16). The relatively considerable zone of lowest
pressure, Series 5, disappeared (Figures 15a and 16a) after occupying 12.03% in the first
part of the intake. The Series 3 pressure zone had the highest growth, from 4.85% to 25.17%
(Figures 15 and 16). The surface-area shape changed from a system that could be deemed a
regular one (Figure 13a) into a rather irregular one (Figure 13b).

 
(a) (b) 

Figure 16. Change in the ratios of pressure-distribution-series surface areas within the intake cross
section for p = 65 kPa: (a) cross section A; (b) cross section D.
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An analysis was carried out for selected operational options for the intake system,
where each option was a change in the operating conditions of the turbojet fan. The changes
involved throttling the pressure at the intake-system outlet, which could be achieved by
changing the setting of the inlet-stator-blade pitch of the fan. This would change the
pressure in the AIP cross section. The results of the numerical analyses are shown in
Figures 17–21, with the throttling-pressure change within a range of p = (75 ÷ 95) kPa.
The results shown include the distributions of the total pressure in the cross section of the
air-intake-duct inlet (plot lines upper-indexed “a”) and the cross section of the air-intake-
duct outlet (“b”), and the analysis of the distribution of the changes in the dimensionless
potential-pressure ratio (1) in the flow duct at a specific throttling-pressure value (“c”):

Δpw,i =
pi Ai

∑k=n
k=1 pk Ak

(1)

where i is the area number; n is the number of separated pressure areas; pi is the average
total pressure in the i-th area; Ai is the dimensionless surface area of the i-th area.

  
(a) (b) 

(c) 

Figure 17. Total-pressure distribution in the inlet: (a) cross section A; (b) the outlet cross section D;
(c) the distribution of the dimensionless potential-pressure ratio at Ma = 0.0075, beta 45◦, p = 75 kPa.

The results concerning the performance of the inlet cross section at different throttling-
pressure values provided a certain characteristic repeatability in the pressure-distribution
zones, even with a partial change in the pressure range or area size. The flow-duct-
outlet (final) cross section had an irregular pressure distribution, which changed with the
throttling. The changes in the surface area in specific series of the individual cross sections
are shown as plots in Figures 17–21, Part (c). The disappearance of the lowest-pressure
zones was evident. This applied to Series 4 and 5, at the fuselage-boundary area, and it
was a function of the cross-section location inside of the fuselage (increase in parameter L)
and the throttling increase. A moderate-pressure area (Series 3) became evident, and very
much so in Figure 22, or by comparing the results in Figure 16 to the results in Figure 22,
and this area was a result of a throttling-pressure increase at the intake-duct end.
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(a) (b) 

 
(c) 

Figure 18. Total-pressure distribution in the inlet: (a) cross section A; (b) the outlet cross section D;
(c) distribution of the dimensionless potential-pressure ratio at Ma = 0.0075, beta 45◦, p = 80 kPa.

  
(a) (b) 

 
(c) 

Figure 19. Total-pressure distribution in the inlet: (a) cross section A; (b) the outlet cross section D;
(c) the distribution of the dimensionless potential-pressure ratio at Ma = 0.0075, beta 45◦, p = 85 kPa.
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(a) (b) 

 
(c) 

Figure 20. Total-pressure distribution in the inlet: (a) cross section A; (b) the outlet cross section D;
(c) the distribution of the dimensionless potential-pressure ratio at Ma = 0.0075, beta 45◦, p = 90 kPa.

 
(a) (b) 

 
(c) 

Figure 21. Total-pressure distribution in the inlet: (a) cross section A; (b) the outlet cross section D;
(c) the distribution of the dimensionless potential-pressure ratio at Ma = 0.0075, beta 45◦, p = 95 kPa.
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(a) (b) 

Figure 22. Change in the ratios of pressure-distribution-series surface areas within the intake cross
section: (a) cross section A; (b) cross section D (Ma = 0.0075, beta 45◦, p = 95 kPa).

The moderate-pressure area (Series 3) in Figures 13, 17c, 18c, 19c, 20c and 21c, had its
main part focused in the final sector of the starboard and port parts of the flow duct.

When analyzing the pressure distribution in the air-intake-inlet zone for an increase
in the throttling pressure, as shown in Figures 16a, 17a, 18a, 19a, 20a, 21a and 22a, there
was a distinct change in the areas occupied by each series. The areas beyond the main zone
(series) increased at the inlet. The nature of the Series 1 pressure distribution also changed
at the highest throttling pressure (Figure 22), and it did not change much down the duct.

To summarize the performance of the air-intake system with variations in the throt-
tling pressure in a way that included the location of the tested cross section, a global
dimensionless potential-pressure ratio was used: Δpi(p; L). The “Dimensionless potential
pressure ratio” will be designated “DPPR” in this paper.

An analysis of the DPPR in the function of the cross-section location and changes in
the air-intake-duct outlet pressure (which is the throttling pressure) is shown in Figure 23.
The reference cross section for each throttling case was the inlet cross section (L = 4.5 m).
The most significant changes were produced without the intake system being throttled
(p = 55 kPa). This was characterized by a drop in the DPPR, evidenced by an increased
nonuniformity of the total-pressure field. The DPPR fell by 12.0%, although it was improved
by ≈1.0% at L = 5.0 m. The pressure throttling at the air-intake-duct outlet, with an increase
in the pressure (p) to 95 kPa, caused increased nonuniformity in the DPPR. In the first
step, for p = 65 kPa, the pressure parameter Δp(L) increased in the end part of the intake
duct by less than 1.0, with the trend dropping as a function of the L. A further increase
in the pressure improved the DPPR, and the value increased above 1.0. The case with
the most uniform values was p = 80 kPa, with the maximum pressure being 1.1% in the
outlet (final) cross section of the air-intake duct. The highest DPPR value was produced
in the system of parameters p = 80 kPa and L = 6 m, amounting to Δp(p; L) = 1.03857.
The highest changes in the DPPR were within the outlet (final) cross section of the flow
duct (L = 6 m) as a function of the throttling pressure, as is clearly shown in Figure 23. It
can be argued that the process of increased throttling, related to an increase in pressure,
improved parameter Δp(p, L). In an aircraft turbojet engine, throttling is controlled by a
system of variable-pitch stator rings. On the one hand, one purpose of the variable-pitch
stators, including the inlet stator, such as the one used in the F-100-PW-229 engine, is
to stabilize the fan performance by changing the inflow angle to the rotor ring. On the
other hand, the results produced suggest a conclusion concerning the stabilization of the
turbojet compressor performance by increasing the pressure in the AIP, which is achieved
by changing the stator-ring-blade pitch.
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Figure 23. Distribution of changes in the potential pressure.

4. Conclusions

The research and testing results presented in this paper, which used a computational
solver in Ansys Fluent that is capable of simulating flows, provide important information
about the behavior of the turbojet engine air-intake system during an increase in the outlet
pressure within the AIP, or flow throttling. The results illustrate the change in the nature
of the distribution of the pressure fields, from relatively regular at the air-intake inlet, to
zones that did not have any regularity at the end of the intake-flow channel. Those zones
with the lowest pressure disappeared and were replaced with moderate-pressure zones
along the intake duct. A major conclusion from the results of testing the DPPR (Figure 23)
is that it is possible, within certain limits, to create an improvement in the flow uniformity
by increasing the throttling pressure. The physical quantity of the DPPR is the relative
value of piAi, and Figure 23 shows the change in the pressure-potential coefficient as a
function of the cross-sectional area tested and the change in the final pressure. The use
of this coefficient allowed for a comparison of the pressure distributions in a tunnel of a
changeable shape and area. The cross section L = 4.5 is taken as a reference. In some cross
sections, the value of the resultant coefficient of the entire cross section changed a little. This
information is of high utilitarian value for turbojet engine control and the programming
of the engine’s control system, which must protect the engine from unstable operation
through control and adjustment.

For all the cases analyzed, an intake vortex was determined, the location of which
changed with the point of stagnation (Figures 14 and 15). These results illustrate the signifi-
cance of the influence of the intake vortex on the uneven distribution of such an important
parameter as the total pressure, and thus there is the need to conduct further numerical anal-
yses, as well as experimental research, in this area. To follow the mathematical approach of
describing flow phenomena and numerical modeling, Ref. [14] introduces researchers to
fluid-mechanics phenomena from the perspective of mathematical equilibrium.
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Abstract: Isothermal turbulent flow around circular cylinders arranged side-by-side was numerically
simulated on a commercial finite-volumes platform, ANSYS® CFX, version 2020 R2. The turbulence
was modeled by using k-ω shear stress transport (k-ω SST). Three different Reynolds numbers were
computed, Red = 200, 1000, and 3000, which were based on the cylinder diameter, d, the free stream
velocity, U∞, and the kinematic viscosity of the fluid, ν. Sided cylinders were spaced apart from
each other, forming a p/d ratio equal to 2, which was kept constant throughout the computations
regardless of changes in the Reynolds number. The drag coefficient, Cd, as well as its time traces, was
evaluated along with the different wake topologies experienced by the cylinders (wide wake WW
and narrow wake NW). The simulations were able to predict the bistable flow over the cylinders and
the Cd changes associated with the wakes. Whenever a new wake topology was identified, the shape
drag changed in accordance with the instantaneous pressure distribution. A laminar simulation was
carried out for the lowest Reynolds number case, showing that the adopted turbulence model did
not affect the dynamic response of the flow. The Red = 3000 case was compared to Afgan’s outcomes,
whose simulations were carried out in a 3-D mesh using LES (Large Eddy Simulation), showing great
agreement with their results.

Keywords: circular cylinders; side-by-side; detached angle; k-ω SST; bistability; turbulent flow

1. Introduction

Due to vast applications in real life, the study of turbulent flow characteristics around
cylinders has been the focus of attention for a long time. Knowledge of the flow field and
its dynamics characteristics over such bodies is applied on a vast scale. Circular cylinders
in pairs (side-by-side or in tandem) or even arranged in banks have been the subject of
research since the very early twentieth century with the outcomes released by Grimison [1]
and Wiemer [2]. A very thorough experimental campaign was carried out by Žukauskas [3],
followed by Žukauskas et al. [4] and Žukauskas and Katinas [5]. In these works, the authors
were very concerned with outlining the basis for heat transfer prediction in bank tubes, for
instance in Žukauskas’s work [3]. It is important to remind the reader that bank tubes or
closed packet rods are the simplest geometries used for research to study the flow field
and the features of its fluctuation over structures arranged in groups. We can easily cite
the case of struts of a biplane wing or the flow past columns of a marine structure in
offshore engineering, transmission lines, and heat exchanger tubes or bundles of risers [6,7].
In contrast to the high Reynolds numbers produced in such applications, low Reynolds
numbers can be seen in the papermaking process [8]. According to the authors, the wood
fibers can be modelled as sided cylindrical structures with dimensions of about 1 mm in
length and 40 μm in diameter.

In recent times, the works [9–14], among others, were concerned with the wake
interactions behind the cylinders when the gap between them changes. Furthermore, they
also try to understand the flow changes in association with the Reynolds numbers, as was
shown very well by Sumner [14].
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Bearman and Wadcok [15] investigated experimentally the flow interaction in a pair
of circular cylinders for a Reynolds number of 2.5 × 104. The work aimed to study the flow
behavior as the p/d ratio changed. The authors observed that for sided circular cylinders
separated from each other by a p/d ratio greater than 2, the wake formed downstream was
similar to the one that takes place in a single cylinder. However, as the p/d ratio decreased,
an asymmetric flow field appeared around the cylinder, also producing some effect on
the vortex-shedding frequency. Furthermore, the authors, in 1973, also they pointed out
that the shedding vortex mode could occur in phase and antiphase synchronization, but
the second mode was seen more often. Years later, Meneghini and co-workers [16] also
reached the same conclusion. At that time, the authors only associated this difference with
the p/d ratio. Later, Zdravkovich and Pridden [7] investigated the wake formation and
its relationship with the p/d ratio, reaching the same conclusions on the asymmetric flow
field whenever the p/d ratio decreased below 2. Their experimental campaign conducted
under subcritical Reynolds numbers (8 × 103 to 1.6 × 105) showed that different drags
were assigned to the cylinders at the same time. Furthermore, the sum of the drags was
less than twice the value of the drag for a single cylinder under the same Reynolds number.

Numerical and experimental works have aimed to study the bistability process in
either a row of cylinders or in a pair of them [16–19]. According to Neumeister [19],
bistable flow is only observed in the situation in which the wakes interact with each
other, giving rise to stable wake topologies that can change randomly over time. Such
a configuration leads to an asymmetric flow, forming dissimilar wakes (narrow wake
NW and wide wake WW) downstream of the cylinders, whose main characteristics rule
the aerodynamic forces on the cylinders’ surfaces and the dynamics of the flow as well.
Asymmetric wake formation was also shown by researchers [20–23]. Vila et al. [24] carried
out an experimental campaign using two hot-wire probes and a single pressure transducer
in a pair of circular cylinders for three different p/d ratios. They evaluated the turbulent
signals of pressure and velocity acquired at the same time. The pressure time trace was
gathered on the circular cylinder’s surface, while the velocity signals were taken in the
viscous wake. The authors performed this study for three different p/d ratios (1.26, 2.00,
and 3.00) under a subcritical regime, Red = 1.78 × 104. The authors identified that both the
stagnation and boundary layer detachment points moved towards the tight gap as the
p/d ratio decreased. Furthermore, with regard to the velocity and pressure time traces,
the signals were seen to present long-term bistable behavior for the lowest p/d ratio. On
the other hand, as the p/d ratio increased, this pattern tended to fade away. Spectral
analysis using both PSD and CWT [18] tools showed energy peaks associated with the
vortex shedding. The Strouhal number was seen to range from 0.22 to 0.24. These values
were slightly higher than that identified in a single cylinder.

The outcomes for two-dimensional flow characteristics over circular cylinders ar-
ranged in pairs were reported by Kang [22]. In his numerical work, the author carried
out simulations for various Reynolds numbers and T/D ratios, comprising 40 ≤ Re ≤ 160
and 0.2 ≤ T/D ≤ 5.0, respectively. Unlike others, the author characterized the narrow
gap space between cylinders as T = p/d – 1. The numerical results of Kang [22] identified
up to six different topologies for wakes, depending on the distance between the centers
of the cylinders and the Reynolds number. The author also stated that, for the studied
Reynolds number range, the frequency of vortex shedding was influenced mainly by the
spacing between the cylinders. For 0.5 < T/D < 1.5, the vortex frequency dropped and was
constantly synchronized with the movement of the wakes. On the other hand, the drag
coefficients depended mainly on the spacing between the cylinders. Finally, the author
concluded that as the T/D ratio increased, for values higher than 3, the flow characteristics
again became significantly dependent on the Reynolds number.

In case of fluid–structure interaction (FSI), recently, Chen and co-authors [25,26]
investigated the wake patterns of two-sided circular cylinders which were free to vibrate.
The authors’ investigations, in both works, aimed to provide an overview of the wake
patterns for different p/d ratios and Reynolds numbers, whose values ranged from 60 up to
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200. In the first paper by Chen [25], the authors simulated the fluid–structure interaction by
using the immersed boundary (IB) method. The gap-spacing ratio (p/d) and the reduced
velocity (Ur) were changed from 2 up to 5 and 0 up to 30, respectively. The authors
identified up to eight wake flow patterns, whose existence was based on the gap spacing
and the reduced velocity. For instance, the biased flow, which produces narrow and wide
wakes, was only observed for a 2.3 < p/d <2.5 and Ur varied between 4.0 and 4.50. Later,
in 2020, Chen [26] and co-authors furthered their numerical experiments by studying the
effects of the p/d ratio and the reduced velocity Ur on the flow dynamics of two-sided
cylinders free to vibrate. The authors concluded that the p/d ratio plays an important role
in the dynamic response of the cylinders. The authors identified St > 0.20 for low Ur and
gap ratios between 2.0 and 2.5.

The present work aimed to numerically investigate the hydrodynamic characteristics
over two-sided cylinders. Three Reynolds numbers were simulated, Red = 200, 1000, and
3000, keeping the p/d ratio constant, equal to 2. In order to verify the quality of the
computations, mean average values such as the stagnation and separation angles, (θEst)
and (δSep), and the drag forces, Cd, were compared to those reported by Afgan et al. [27] for
Red = 3000 and a p/d ratio equal to 2. Finally, special attention was given to the bistability
of the flow and its effect on the aerodynamic forces whenever a new topology was formed
as well as the dynamic response of the flow behind the cylinders through the velocity
time traces.

2. Materials and Methods

2.1. Governing Equations

For incompressible flow, the mass and the momentum conservation are ruled by:

∂ui
∂xi

= 0 (1)

∂ui
∂t

+ uj
∂ui
∂xj

= −1
ρ

∂P
∂xi

+
∂

∂xj

[
(ν + νt)

(
∂ui
∂xj

+
∂uj

∂xi

)]
(2)

In Equations (1) and (2), ui and uj represent the velocity vector components, xi is the
spatial coordinates, P is the thermodynamic pressure, ρ is the fluid density, and ν and νt are
the molecular and turbulent kinematic viscosity, respectively. The additional momentum
diffusivity caused by the closure problem of the turbulence is represented by the turbulent
viscosity, νt, which is approached through Boussinesq’s idea, as follows:

τij = νt

(
∂ui
∂xj

+
∂uj

∂xi

)
− 2

3
δijk (3)

τij is the Reynolds tensor, which comes from the decomposition of the nonlinear terms
of the Navier–Stokes equation, and k represents the turbulent kinetic energy. So, additional
equations are needed to model the turbulent kinematic viscosity, which is computed as a
function of the turbulent kinetic energy field, k, and the specific rate of dissipation, ω.

The k-ω SST model is a two-equation turbulence model first introduced by Menter [28].
The model combines the advantages of the k-ε model and the k-ω model through a blending
function that switches whenever it is possible. According to Menter [28], the two-equation
model is ruled by the set of equations in Equation (4):

∂k
∂t + uj

∂k
∂xj

=
τij
ρ

∂ui
∂xj

− β ∗ ωk + ∂
∂xj

[
(ν + σkνt)

∂k
∂xj

]
∂ω
∂t + uj

∂ω
∂xj

=
γτij
νtρ

∂ui
∂xj

− βω2 + ∂
∂xj

[
(ν + σωνt)

∂ω
∂xj

]
+ 2(1 − F1)

σω2
ω

∂k
∂xj

∂ω
∂xj

(4)
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The bending function is F1, which computes how far from the walls the problem is:

F1 = tanh
(
arg4)

arg = min
[
max

( √
k

β∗ωd , 500ν
d2ω

)
, 4ρσω2k

CDkωd2

] (5)

Finally, the turbulent kinematic viscosity is calculated by

νt =
a1k

max(a1ω, ΩF2)
(6)

where Ω is the absolute value of the vorticity and a1 is a closure coefficient that is set to
0.30. For further information, see the complete description of the model in [28].

2.2. Computational Domain, Boundary Conditions, and Mesh Dependence

The rectangular computational domain is based on the work published by Afgan
et al. [27]. Its dimensions were made dimensionless by using the diameter of the circular
cylinder, d, its total length being 25d, and height 22d. From the inlet up to the cylinders’
center, the computational domain is 10d long, whereas downstream of the cylinders, the
flow travels 15d to reach the domain’s outlet. Both cylinders are placed in the center of the
domain. Furthermore, their centers are separated from each other by a distance, p. The
dimensionless number that rules this distance is the p/d ratio, which was kept constant
throughout this work, being equal to 2. The flow comes into the domain through the inlet
with a free stream velocity, U∞, oriented parallel to the x-axis. A prescribed velocity, u = U∞,
v = w = 0, was imposed on the upper and lower faces of the domain (Figure 1a). The free
stream turbulence intensity was set to 1% (in the work by Afgan et al. [27], the authors did
not provide this information). No slip condition was applied to the walls, u = v = 0, and,
finally, the outlet boundary. At the outlet boundary, the pressure difference was set to zero.
A schematic view of the domain, its coordinates, boundaries, and mesh detail are depicted
in Figure 1a. Figure 1b shows a schematic view of the circular cylinders and how they are
oriented. The arrow over the cylinders indicates how the azimuthal positions are taken
into account.

Based on the entrance velocity, three Reynolds numbers were simulated, Red = 200,
1000, and 3000, keeping the domain’s dimensions, p/d ratio, and cylinder diameters un-
changed. The commercial software ANSYS CFX is only able to perform analyses for 3-D
domains. To ensure that the 2-D flow over the cylinders was symmetric, symmetry bound-
ary conditions were applied to the x,y faces, which means that the spanwise derivative
terms of the equations are set to zero.

Downstream of the upper and lower cylinders, two probes, i.e., points in the mesh
where the temporal flow data were stored, were placed at a distance of 0.9d from the
cylinder’s center (Figure 1b). The probes were placed according to the work by De
Paula et al. [18]. Velocity time traces were gathered by the virtual probes.

The mesh was built by splitting the domain into smaller ones, all of which were formed
of smaller hexahedral volumes. Special care was taken near the walls (on the cylinders’
surfaces), where y+ was carefully computed to ensure that the nondimensional distance
from the wall would not exceed unity. The y+ was measured after each stationary run of
a new mesh. Parallel to the z-axis, the mesh was built by splitting the third dimension
into one volume (see the mesh detail in Figure 1a). The domain’s thickness was 10 mm.
Three different meshes were built and tested for Red = 3000. Afgan et al. [27] used the same
configuration and Reynolds number for predicting the turbulent flow over side-by-side
circular cylinders. Their outcomes were used as a benchmark for the present simulations.
In Figure 2, one can see the y+ distribution on the cylinders’ surface. It is possible to see
that any generated mesh achieved the first imposition, that is y+ ≤ 1. Actually, the coarsest
one showed y+ = 1 at about 45◦ on the lower cylinder’s surface. For the reader’s guidance,
in Figure 2, the flow reached the cylinders from left to right.
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(a) 

 

(b) 

Figure 1. (a) Schematic view of the domain. (b) Probes’ location.

 
(a) (b) 

Figure 2. Nondimensional wall distance, y+, for cylinders’ surfaces at Red = 3000. (a) Upper cylinder.
(b) Lower cylinder—Mesh 1 (coarse); Mesh 2 (medium); o Mesh 3 (fine).

As stated above, three different meshes were tested and compared with the results
presented in the work by Afgan et al. [27]. The meshes were named from M3, the finest one,
to M1, the coarsest. The mesh characteristics and results are summarized in Table 1, along
with the stagnation (θEst) and separation angles (δSep) and the results published earlier by
Afgan et al. [2]. From Table 1, it is possible to observe that the results from the meshes are
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quite close to those reported in Afgan’s paper. The stagnation angles (θEst) were seen to be
unchanged, regardless of the mesh.

Table 1. Mesh characteristic. The stagnation, θEst, and separation angles, δSep, for Red = 3000 and p/d
ratio 2.0.

θEst Upper θEst Lower δSep Upper δSep Lower Total Nodes
N◦ Divisions on

Cylinders’ Surfaces

Afgan et al., 2011 353.7 8.1 83.8 262.1 99.8 276.3 ———- ———-
Mesh 1 353.6 7.7 87.0 265.7 104.9 278.1 216,000 492
Mesh 2 353.6 7.7 85.5 263.5 101.7 277.3 235,000 504
Mesh 3 353.6 7.7 84.9 262.8 100.2 276.4 241,000 504

Only a very marginal difference of 0.4◦ is seen in comparison with Afgan’s results.
The highest variations were observed for the flow separation angle, δSep. As the mesh
becomes finer, the location where the flow detaches becomes closer to the value predicated
by Afgan and his co-workers in their 3-D numerical simulation. The difference was found
to range from 1% (M3) up to 4.70% (M1). Considering the results and the time-consuming
simulation, the mesh M2 was chosen to carry out all computations. Each transient numerical
simulation case took about 05 days on an i7 3.6 GHz computer with 06 cores and 32 GB
of RAM.

Time-dependent computations were performed for 2900 s, which means seven
flowthroughs for the highest Reynolds number. For the lowest Reynolds number, the total
time was about 105 flowthroughs. The time-step for each Reynolds number was small
enough to achieve a Courant number less than 1, as already carried out in the previous
papers [29,30]. So, for Red = 200, 1000, and 3000, the time-step was set to 0.8, 0.14, and
0.03, respectively. During the numerical simulation, the temporal scheme was second-
order backward Euler, the advective terms were discretized using an upwind second-order
scheme, and the convergence criterion was set as at least 10−6 for each equation. The mean
average data were averaged over the total time of the transient solution.

3. Results and Discussion

3.1. Stagnation (θEst) and Detached (δSep) Angles

In Figure 3, mean average pressure (Figure 3a,b) and skin friction coefficients (Figure 3c,d)
are shown as a function of the azimuthal position around the cylinders’ surfaces. Both the
pressure coefficient, Cp, and the skin friction coefficient, τ*, were computed as shown by
Achenbach [31] and Johansson [18] according to the expressions:

Cp = Pθ−P0
1
2 ρU2

∞

τ∗ = μ ∂u
∂y

∣∣∣
wall

√
Red

ρU2
∞

(7)

Focusing on the pressure distribution, one can see a similar distribution regardless
of the Reynolds number. First, the stagnation point shifted towards the gap on both
cylinders, taking place at about 354◦ and 7.70◦ in the upper and lower cylinders, respectively.
According to the numerical work by Hensan [32], the movement of the stagnation angles
is due to the repelling forces acting over the cylinders when they are close to each other.
Furthermore, the repelling forces, according to the author, become stronger as the cylinders
become closer. As stated before, despite the Reynolds number changing, the stagnation
point location is not affected. Regarding the pressure values, the lowest coefficients occurred
at different angular positions, depending on the cylinder. For the upper one (Figure 3a), the
minima are placed at 75◦ and 285◦ for a Reynolds number of 3000. Moreover, regardless
of the tube position, the pressure distribution fell at 180◦, showing a valley for Red = 3000.
In Figure 3c,d, the main purpose is to know where the boundary layer detaches. Here,
the dissimilarities between the different Reynolds numbers are much more evident. In
both tubes, the angle where the skin coefficient, τ*, is maximal moves downstream as the
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Reynolds number increases and the separation angle, δSep, identified by τ* = 0, seems to be
sensitive to Reynolds number in both cylinders. According to this criterion, the boundary
layers were found to detach soon after 85◦, first for the lowest Reynolds number, followed
by Red = 1000 and 3000, in sequence. For Reynolds numbers of 1000 and 3000, the δSep
difference was found to be marginal. On the lower cylinder’s surface, the τ* distribution
was found to be slightly different on the opposite side of the narrow gap. The skin friction
coefficient was found to be zero at about 250◦ for Red = 200, followed by Red = 1000 and
3000, respectively. It is also interesting to notice that the separation angles are shifted in the
narrow gap in comparison to the position where it takes place on the opposite side. The
points where the boundary layer is detached are indicated by arrows in Figure 3c,d. Table 2
summarizes the stagnation and separation angles for each cylinder.
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(c) (d) 
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Figure 3. Mean average pressure skin friction coefficients as a function of the angular position. (a) Cp

distribution for the upper. (b) Cp distribution for the lower cylinder. (c) Skin friction distribution for
the upper cylinder. (d) Skin friction distribution for the upper cylinder. —Red. = 200; +++ Red = 1000
and ◦◦◦ Red = 3000.

Table 2. Stagnation and separation angles for each cylinder as a function of Reynolds number.

Red
θEst

Upper
θEst

Lower
δSep

Upper
δSep

Lower

200 351.20 9.30 82.20 246.50 97.90 252.60
1000 352.50 8.80 84.40 262.30 99.50 263.30
3000 353.60 7.70 85.50 263.50 101.70 277.30

3.2. The Drag Coefficients and the Wake Interactions

The instantaneous time history of the drag coefficients in both cylinders was gathered
for every Reynolds number simulated. The drag coefficient is computed based on the
following expression:

Cd =
Fd

1
2 ρU2

∞dl
(8)

where Cd is the drag coefficient and Fd is the total drag forces that are parallel to the x-axis.
The circular cylinder diameter is d and l is the thickness of the domain (dimension parallel
to the z-axis). The time, t*, was made dimensionless by using the entrance velocity, U∞,
and the cylinder’s diameter as t∗ = tU∞

d .
Figure 4a–c show the instantaneous drag time-trace, Cd, for each cylinder at Red =

200, 1000, and 3000, respectively. The mean average drag can be computed from each time
history signal.
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Figure 4. Instantaneous drag coefficients’ time history. (a) Reynolds 200. (b) Reynolds 1000. (c) Reynolds
3000. (d) Stable modes of wakes—narrow and wide wakes formation for different t*, under Red = 3000.
— Upper cylinder. - - - Lower cylinder.

Vu et al. [33] suggested that the mean average drag coefficient should be computed as
an equivalent drag, C∗

d .

C∗
d =

Cd
∣∣
upper + Cd

∣∣
lower

2Cd0
(9)

The computation would be based on each cylinder and compared to a single circu-
lar cylinder under the same Reynolds number, Cd0, remembering that the time average
processes were carried out over the total transient simulation.

Following Equation (9), the equivalent C∗
d was found to be 1.20, 1.33, and 2.16 for the

Reynolds numbers 200, 1000, and 3000, respectively. These results are in good agreement
with the results from Vu et al. [33], mainly for the cases at Red = 200 and 1000. In their paper,
the authors simulated 2D flow around circular cylinders in pairs under the same Reynolds
numbers and p/d ratio. The equivalent drag, C∗

d , was found to differ from ours by only 0.6%
under Red = 200 and no difference was found under Red = 1000. Unfortunately, the same
computation methodology could not be applied to Afgan’s results in order to compare the
outcomes for Red = 3000, since the authors evaluated the Cd based on the wakes’ topologies.
However, Afgan et al. [27] state that the sum of the drag coefficients of the two cylinders,
separately, is slightly comparable to twice the drag found in a single circular cylinder for
1.25 ≤ p/d ≤ 5.0. By carefully observing the data published by the authors, the total drag
was found to be 2.80. Applying this methodology using Cd = Cd

∣∣
upper + Cd

∣∣
lower yielded a

value of 2.89, which differs by only 3.2% from Afgan’s results [2].
The bistable flow process was also a target of our research. The bistability phenomenon

takes place when the wakes are near enough to interact to each other. This interaction yields
stable modes of wake topologies that change randomly over time. During the processes,
a narrow and wide wake is formed behind each cylinder. In the first moment, a wide
wake behind the lower cylinder moves out behind the upper cylinder, whose wake is
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narrow at first. This switching occurs over time and each mode lasts for a certain period of
time [18,19]. Stable modes are observed in all cases. However, in the third case, Red = 3000,
the observation is straightforward. Figure 4d shows the instantaneous streamlines over the
cylinders corresponding to the times t* = 15 and t* = 50 for the case of Red = 3000. From the
picture, it is possible to observe that the wake topology is stable for a certain period of time
behind each cylinder (see the rectangles in Figure 4c). As previously stated, the direction of
the central jet determines which cylinder will experience either the narrow wake (NW) or
the wide one (WW), thus ruling the drag coefficient on each cylinder.

In fact, by observing the drag time-traces in each cylinder, higher and lower drag coef-
ficients are assigned to different wakes’ topologies. See the first stable mode at 15 ≤ t* ≤ 25
in Figure 4c. In this moment, we can identify that the lower cylinder, C2, experiences a
higher value of drag and, at once, the viscous wake behind it is classified as a narrow wake
(NW; Figure 4d). On the other hand, when the new topology takes place, from t* ~ 45 to
55, the drag value in the upper cylinder is higher than that found in the lower one. Again,
Figure 4d identifies the narrow wake (NW) downstream of the upper cylinder, leading to a
high drag value. The dependence of the drag force on the stable wake topologies has been
pointed out by several authors [14,20,33]. During the time that the lower cylinder experi-
ences the narrow wake, the mean average drag is computed differently; Cd

∣∣
lower is 1.60 and

Cd
∣∣
upper is 1.30. According to Alam et al. [20], the drag coefficient difference between the

narrow wake and the wider one is due to the pressure recovery behind each wake.
The instantaneous pressure distribution, Cp

′, around each cylinder was also inves-
tigated. Figure 5a,b intend to show the instantaneous pressure distribution around the
same cylinders in each stable mode. This information may help us to understand how the
drag coefficient is associated with the wake topology, since in blunt bodies, the pressure (or
shape) drag is expected to play a major role in the total drag [34].

  
(a) (b) 

Figure 5. Instantaneous pressure coefficient around the cylinders at Red = 3000. (a) Upper cylinder
(C1) experiencing two different modes. (b) Lower cylinder (C2) experiencing two different modes.

In both pictures, the same cylinder is seen to experience almost the same pressure
distribution at the very beginning, regardless of the wake topology behind them. After
some angular positions, towards the rear part of the cylinders, the curves reveal different
pressures. This behavior is seen to happen for the upper cylinder from θ ~ 40◦ to 270◦, while
on the lower cylinder’s surface, the same behavior appears soon after θ = 120◦ up to 320◦.
However, the most important part of the graph is the middle part. The reader can easily
see that the pressure recovery is different for the same cylinder under the different modes
(wake topologies). The upper cylinder, under the wide wake (WW), experiences higher
levels of pressure in its front and rear part as well. On the other hand, when the mode
switches and, therefore, the same cylinder is under the narrow wake (NW), the pressure is
lowered in the same position in comparison with what would be under the other mode
(Figure 5a). The same analogy can be employed for the lower cylinder, C2. In this case,
the differences between the levels of pressure are even larger. Furthermore, we can also
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easily observe the pressure recovery behind the cylinder subject to the wide wake (WW),
indicating that the instantaneous shape drag should be lowered in comparison with the
same cylinder in NW mode (Figure 5b).

Velocity time-traces were gathered at the monitoring point (Figure 1b), at once. The
time, t*, was made dimensionless, as mentioned before, and the velocity component
received the same treatment by using the free stream velocity, U∞, as follows:

u∗ =
u(t)

U∞
; v∗ =

v(t)
U∞

(10)

where u and v are the axial and transversal instantaneous velocities. We also carried out
numerical simulations for the lowest Red case without any turbulence model (laminar
flow). In this case, we want to investigate whether the employed turbulence model affects
somehow the spectral response of the flow field. The fast Fourier transform (FFT) employed
here was performed using 2N data point for each velocity time-trace signal (N is the
number of data on each signal). Before performing the FFT computations, the signals
were windowed by a Hanning function. The FFT coefficients were scaled by the highest
one. By observing the velocity signals in the wakes, one can see that the flow exhibits
almost periodic patterns, mainly for higher Reynolds numbers. The Fourier transform
coefficients of each signal are plotted along with the velocity time-traces (Figure 6b,d,f,h).
The frequency was then made dimensionless through the Strouhal number as follows:

St =
f d
U∞

(11)

where f is the main frequency in the spectrum in Hz.

 

 

(a) Red.laminar = 200 (b) Red.laminar = 200 

 

 

(c) Red.turbulent = 200 (d) Red.turbulent = 200 

Figure 6. Cont.
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(e) Red = 1000 (f) Red = 1000 
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Figure 6. Time-traces of velocity components in the wake for upper and lower cylinders, along with
the spectral computation of the flow velocity signal. — Upper cylinder. - - - Lower cylinder.

The dynamics of the flow were found to be in fair agreement with Bearman’s find-
ings [15]. As predicted by the authors [15], the cylinders are far enough apart to maintain a
fundamental frequency very close to what one would expect in a single cylinder. In fact, the
spectral analysis has shown that the fundamental frequency peak appears at about St ~ 0.20.
A slight displacement towards higher frequencies is seen as the Reynolds number increases.
Moreover, both velocity components presented the same frequencies. It should also be
pointed out that the spectral response of the flow seems to be unaffected by the turbulence
model. Both spectra for laminar and turbulent flow at Red = 200 showed almost the same
fundamental peak at St ~ 0.20. Several peaks, besides the fundamental one, appear for each
Reynolds number simulated, indicating that the biased flow deflection, i.e., the bistable
flow, exists and possesses its very own signature in terms of spectral response. Indeed,
such a feature was successfully seen in the Cd time-traces (Figure 4a–c).

Afgan and his co-workers [27] investigated the power spectral response of the flow
dynamics for several p/d ratios under the same Reynolds number, 3000. For p/d < 2.0,
the authors identified different peaks in the spectra; however, as the gap increased, the
additional peaks vanished. In the same year, similar results were released by Verna
and Verna and Govardhan [35], who investigated 2-D flow over side-by-side circular
cylinders. Both works from 2011 [27,35] connect the secondary frequencies to different
wake topologies, and lower frequency was assigned to the wide wake (WW); on the other
hand, the higher one was related to the narrow wake (NW). Afgan and co-workers [27]
associated the Strouhal numbers St ~ 0.11 and 0.39 to the wide wake (WW) and narrow
wake (NW), respectively, for a p/d ratio 1.50; on the other hand, according to the authors, for
p/d = 2.0, the peaks in the spectra were seen to be very close. Sided peaks, at distinguished
frequencies, were also reported by Pang et al. [36] and Alam et al. [20]. In the former work,
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the authors studied the dynamical response of the flow field in a 2D domain under the
Reynolds number 60,000 for several p/d ratios. The authors [36] associated a Strouhal
number of 0.10 to the wide wake (WW) and the narrow wake (NW) was assigned to
the Strouhal 0.3. Furthermore, intermediated frequencies, at St ~0.2, were found for
1.1≤ p/d ≤ 2.6.

In Figure 6h, the reader can see that the Strouhal numbers are about 0.06 and 0.43,
indicating dimensionless frequencies for different wake topologies. Higher frequency was
associated with the narrow wake (NW) and vice versa.

In order to promote a better understanding of the wakes’ characteristic frequency,
the spectral response of the Cd signal, at Red = 3000, was analysed. Since we have very
distinctive patterns of Cd, assigned to different wakes’ topologies, the drag signal was
split into Cd–narrow wake and Cd–wide wake. Figure 7a,b show both the Cd time-trace
and the fast Fourier transform of those signals. From Figure 7b, one can observe that the
spectral response of each wake topology is different. The wide wake (WW) stresses lower
frequencies in comparison with the narrow wake (NW). The WW exhibits its main Fourier
coefficients at St = 0.06 and 0.39, whereas for the NW, the most important coefficients are
assigned to the fundamental frequency at about St = 0.47.
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Figure 7. (a) Cd time-traces for different wakes. (b) spectral computation of the flow Cd signal.
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4. Concluding Remarks

Isothermal, 2-D, and incompressible turbulent flow over a pair of circular cylinders
arranged side-by-side was investigated by numerical simulation in this work. The main
dimensionless number that qualified the simulation was the pitch–diameter ratio, p/d,
which was kept constant at 2 throughout the work. In order to quantify the Reynolds
effects, three Reynolds numbers were also simulated by varying the entrance velocity. The
computations were carried out on a finite-volumes platform using Unsteady RANS-k-ω
SST to overcome the closure problem of the turbulence.

The stagnation and detachment angles of the boundary layer were measured. The
simulations were in quite good agreement when compared with the results reported by
other authors. The Reynolds numbers were found to play a more important role in the
stagnation angle, θEST, than the detached one, δSEP, for any case simulated.

The mean and time history drag coefficients were also gathered. Asymmetric and
irregular behavior of the drag coefficients was observed regardless of the Reynolds number.
Furthermore, different wake topologies were formed behind the cylinders, causing the
cylinders to experience different drag forces. The instantaneous drag force was seen as a
function of the type of wake topology formed behind each one. Higher drag was assigned
to narrow wakes (NW) and lower drags were seen to be related to wide wakes (WW).
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Furthermore, the instantaneous Cp
′ around the cylinder, under different wake topologies,

showed that the pressure recovers behind them when they are in the wide wake mode
(WW); otherwise, the pressure is lowered, enhancing the drag force for the narrow wake
mode (NW).

The Reynolds number seems to work in order to delay the changes between the wake
topologies. As the Reynolds number increases, each wake topology lasts longer. In other
words, as the Reynolds number increases, the number of changes experienced by each
cylinder seems to decrease.

The spectral-flow response was also analyzed through the velocity time-traces behind
the structures. A very well-distinguished peak was found in the spectrum at St ~ 0.20, which
is in fair agreement with other research. A slight displacement towards higher frequencies
could be seen as the Reynolds number increased, but it was marginal. Secondary peaks
located on either of the main peaks in the spectrum were also observed, mainly for Reynolds
numbers of 200 and 3000. The marginal peaks are associated with the different wake
topologies behind the cylinders. The lower and higher frequency could be very well
associated with the wakes through the spectral response of the Cd time-traces. In the
narrow wake mode, which produced a higher Cd yield, high Fourier coefficients placed
at higher frequencies, whereas for the wide wake, the higher Fourier coefficients were
assigned to the lower frequencies.

The laminar simulations, Red = 200 (without any turbulence model), did not show
any difference in the dynamics of the fluctuant flow field. This result shows that the
employed turbulence model neither affects nor fosters the bistable flow mode in the pair of
cylinders studied.
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Abstract: In this work, the mixed convection flow of non-Newtonian Eyring–Powell fluid with the
effects of temperature dependent viscosity (TDV) were studied together with the interaction of dust
particles under the influence of Newtonian Heating (NH) boundary condition, which assume to
move over a vertical stretching sheet. Alternatively, the dusty fluid model was categorized as a two-
phase flow that consists of phases of fluid and dust. Through the use of similarity transformations,
governing equations of fluid and dust phases are reduced into ordinary differential equations (ODE),
then solved by efficient numerical Keller–box method. Numerical solution and asymptotic results for
limiting cases will be presented to investigate how the flow develops at the leading edge and its end
behaviour. Comparison with the published outputs in literature evidence verified the precision of the
present results. Graphical diagrams presenting velocity and temperature profiles (fluid and dust)
were conversed for different influential parameters. The effects of skin friction and heat transfer rate
were also evaluated. The discovery indicates that the presence of the dust particles have an effect on
the fluid motion, which led to a deceleration in the fluid transference. The present flow model can
match to the single phase fluid cases if the fluid particle interaction parameter is ignored. The fluid
velocity and temperature distributions are always higher than dust particles, besides, the opposite
trend between both phases is noticed with β. Meanwhile, both phases share the similar trend in
conjunction with the rest factors. Almost all of the temperature profiles are not showing a significant
change, since the viscosity of fluid is high, which can be perceived in the figures. Furthermore, the
present study extends some theoretical knowledge of two-phase flow.

Keywords: dusty Eyring–Powell fluid; Newtonian heating; temperature dependent viscosity; vertical
stretching sheet

MSC: 35Q30; 76D05; 35Q35; 34A45; 65Q10

1. Introduction

Research and studies in the area of heat and mass transport of fluids flow have
discovered strategies for their development, as well as key problems. Nevertheless, it
is important to choose the form of ideal fluid from the point of view of homogeneous
or inhomogeneous, compressible or incompressible, Newtonian or non-Newtonian, and
monophasic or polyphasic fluids, which have a significant role in determining suitable
solutions for heat transfer and fluid flow enhancement. In the past few years, the new
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environment of accelerated technical progress has contributed to the emergence of creative
approaches to analyse the suspension of fluid particles in a fluid flow that is also known as
a two-phase flow model, which explains the actions of fluid dust characteristics. Industrial
applications, such as petroleum transport, wastewater treatment, vehicle smoke emissions,
power plant piping, and corrosive particulate matter in mining, generally involve fluid dust
movement activities [1]. The movement of dust particles in a fluid leads to a two-phase
cycle. Numerous pieces of research on the dynamics of solid particles in the fluid have
been conducted as a result of recent advancements in the field of two-phase flow. The
fluid and solid phases of this solid–liquid system are independently formulated using
different continuum equations. This phenomenon includes micro-propulsion, aerosol
filtration, powder transport, oil industry, and the flow of corpuscle in plasma (a liquid
with suspended solids). Overall, it is very useful for modelling flow with a binary mixture
of non-Newtonian fluid and solid particles linked to certain conditions. It can thus be
suggested that this two-phase model could benefit in studying the dusty Eyring–Powell
fluid that exhibits the binary characteristics of the Eyring–Powell fluid and spherical dust
particles, such as undertaken here. Ref. [2] studied the process of radiative heat transfer in
the flow of dusty liquid under the power generation aspects. The boundary layer flow of a
dusty fluid with electrically conducting criteria in a porous medium has been studied by [3].
When the interaction of these phases is significant, the temperature of the fluid is always
higher than that of the dust. In accordance with these applications, the literature includes a
variety of works in corresponding flow for various contexts, such as multiple geometries,
boundary conditions and fluid-based forms. The non-Newtonian Casson model with dust
particles have been developed by [4,5]. In addition, [6,7] utilized the treating fluid–particle
interaction with buoyancy forces on Jeffrey fluid with Newtonian heating indicates that
the presence of the dust particles has an effect on the fluid motion, which led to decelerate
the fluid transference. The natural convection flow caused by non-Newtonian fluid with
dust nanoparticles has been addressed in [8,9]. Furthermore, [10] theoretically analysed
along a vertical stretching sheet for magnetohydrodynamic (MHD) mixed convection of
non-Newtonian tangent hyperbolic nanofluid flow with suspended dust particles. In [11],
a detailed study has been done on a two-phase model implemented in the presence of
hybrid nanoparticles on the dusty liquid flow through a stretching cylinder by employing
the modified Fourier heat flux law. The study was conducted by considering the effect of
viscous dissipation and non-linear thermal radiation, which demonstrated a two-phase
dusty liquid movement across a permeable surface. Other contributions of flow models
on dusty non-Newtonian fluid have drawn substantial interest among researchers under
different conditions [12–15].

Consideration of the study on boundary layer phenomenon focussing on non-Newtonian
heat-transported substances is essential for a deeper comprehension of engineering and
industrial–technology issues, and the movement of these materials occurs extensively in
various industrial processes, such as guided missiles, rain erosion, fluidisation, atmospheric
failure, lunar ash fall, paint and aerosol spraying, as well as the cooling of nuclear reactors.
Although the existence of such substances is greatly complicated and troublesome, a
variety of constitutive models have been developed and studied to research the correct flow
behaviour. Eyring–Powell fluid model is one of the subcategories of the non-Newtonian
fluid model. It has a clear characteristic under other non-Newtonian models, conveniently
derived from the kinetic theory of gases rather than empirical relations and comes baked
from Newtonian behaviour for low and high shear rates. The rheological paradigm is
known for its robustness and versatility in physical action. Ref. [12] addressed movement
attributable to pulsatile pressure gradient of dusty non-Newtonian fluid with heat transfer
in a channel. A preliminary analysis of the magnetohydrodynamic movement of the
Eyring–Powell liquid under the suspension of nanoparticles and dust has been done
by [13] in which this model has shown that the intensity of heat transfer in the aluminium
oxide nanofluid was higher than that in the ferro oxide nanofluid with the current viscous
variance parameter. In [14], by considering variable thermal conductivity and thermal
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radiation, analytical solutions of unstable flow Eyring–Powell and Carreau non-Newtonian
fluids in the suspension of dust and nickel nanoparticles, a higher heat transfer rate was
recorded in the nickel + Eyring–Powell mixture compared to the nickel + Carreau case.
Ref. [15] attempted to examine the effects of heat and mass transfer in the presence of
nonlinear convection and thermal radiation of MHD rheological Eyring–Powell fluid with
dust and graphene nanoparticles in a mixture of ethylene glycol. In order to study the
relationship between the fluid and dust phased, this analysis was conducted to further
investigate the flow behaviour of dusty Powell–Eyring fluid in the vertical stretching
sheet associated with temperature-dependent viscosity combined with NH as a thermal
boundary conditions.

Over recent decades, the thermal boundary conditions have a great influence on the
heat transfer in the laminar boundary layer flow problem. However, there is a situation
in which the heat transfer rate is proportional to the local difference in temperature with
ambient conditions or usually termed conjugate boundary conditions, which are driven by
NH, should be considered as well. The case of NH has been mentioned by [16] during a
study on the boundary layer flow over an upright plate. Ref. [17] made further headway
during an investigation on free convection flow across horizontal surface. Ref. [18] pro-
posed a series of solutions and numerical Eyring fluid flow with NH. Ref. [19] provided
detailed nonlinear convective magneto nanofluid Eyring fluid with the effects of NH,
while Ref. [20] included the effects of the thermal radiation Eyring fluid subjected to NH
boundary condition. Meanwhile, Refs. [21,22] highlighted the effects of MHD and NH on
Powell–Eyring fluid over a stretching cylinder and inclined permeable surface, respectively.
Ref. [23] reviewed the problem of temperature-dependent viscosity on mixed convection
flow of Eyring–Powell fluid studied together with NH. A mathematical model of forced
convective flow on non-Newtonian Eyring–Powell fluid under temperature-dependent
viscosity circumstance is formulated by [24]. The effects of non-Newtonian magnetohydro-
dynamic nanofluid over a stretched plate with NH effect have been investigated by [25].
Other studies associated with particular impact for fluid–solid flow considering different
fluid models were established and reported in [26–29].

Motivated by the impactful research as scrutinised above, this present study is ded-
icated to examining the two-phase boundary layer flow of Eyring–Powell fluid together
with the temperature-dependent viscosity from a vertical stretching sheet, the temperature
of which is higher than that of the ambient fluid. The simulation of mixed convection
influence with NH was also implanted in this investigation. The mathematical formula-
tions of the problems are constructed as mentioned in the study scope, which involves the
derivation of governing equations for the proposed problem. The similarity transformation
is used to transform the non-linear governing equations into ordinary differential equations
(ODE). Then, the numerical solutions of the transformed equations are solved using the
Keller-box method.

The step size of time and space can be arbitrary, since this method is implicit with
second order accuracy, which makes it suitable to solve the parabolic partial differential
equations efficiently [30]. However, the computation could be time consuming if the small
step size of time and space is inserted. The algorithm of the Keller-box method is computed
in Matlab software to generate the results and the figures for various non-dimensional
parameters on the velocity and temperature profile. The comparison with the previous
published result were tabulated to verify the present results by fixing several parameters.
The output from the investigation are useful for the scientist and experimentalist in studying
the behaviour of fluids, which have interactions with dust particles.

2. Mathematical Formulation

Flow suspended with particles affected by TDV over a vertical stretching sheet was
introduced for the steady incompressible mixed convection of non-Newtonian Eyring fluid
under NH condition. The term, T∞, is related to temperature of ambient fluid. The x-axis
was oriented to the vertical plane, and the y-axis to the plane was perpendicular. The sheet

224



Mathematics 2022, 10, 3111

is stretched with the velocity, uw(x) = bx where, b > 0 is stretching rate. The flow was
created by the stretching of the sheet due to the simultaneous application of two equal and
opposite forces along the x-axis, holding the origin fixed and finding the flow to be limited
to the area, b > 0. The configuration of a physical model is displayed in Figure 1.

 
Figure 1. Physical sketch and coordinate system.

The solid particles are presumed to be spherical in shape and uniform size, where
their density remains constant and the inter-particle collision may be neglected, since they
are considered to be diluted throughout the flow. In terms of heat transfer from one atom
to another, all of these were ignored: the volume fraction of dust particles, coagulation,
phase transition and deposition. The fluid and sediment particle motions were linked
only through drag-and-heat flow across them, the stokes linear drag theory was used for
modelling the drag force. Based on the preceding assumptions, the basic two-dimensional
boundary layer equations involving continuity, momentum and energy for both the fluid
and particle phases with usual ratings can be written as [31,32] shown below:

For fluid phase:
∂u
∂x

+
∂v
∂y

= 0, (1)

u
∂u
∂x

+ v
∂u
∂y

=
1
ρ

∂

∂y

(
μ

∂u
∂y

)
+

1
ρβ̃c

(
∂2u
∂y2

)
− 1

2ρβ̃c3

(
∂u
∂y

)2 ∂2u
∂y2 + βg(T − T∞) +

ρp

ρτ

(
up − u

)
, (2)

ρcp

(
u

∂T
∂x

+ v
∂T
∂y

)
= k
(

∂2T
∂y2

)
+

ρpcs

γT

(
Tp − T

)
. (3)

For dust phase:
∂up

∂x
+

∂vp

∂y
= 0, (4)

ρp

(
up

∂up

∂x
+ vp

∂up

∂y

)
=

ρp

τv
(u − up), (5)

ρpcs

(
up

∂Tp

∂x
+ vp

∂Tp

∂y

)
= −ρpcs

γT
(Tp − T). (6)

Here, (u, v), T, ρ, cp and μ represents the components of velocity in (x, y) directions,
temperature, density, specific heat at constant pressure and viscosity coefficient, respec-
tively. Meanwhile,

(
up, vp

)
, Tp, ρp, cs, τv and γT denote the velocity components in (x, y)

directions, temperature, density, specific heat, velocity and thermal relaxation time for dust
phase, respectively. The corresponding fluid and particle phase boundary conditions were
given as.

u = uw(x) = ax, v = 0, ∂T
∂y = −hsT at y = 0

u → 0, up → 0, vp → v, T → T∞, Tp → T∞ as y → ∞
(7)

In (7), the parameter was corresponded to the velocity of the stretching surface with a
being a positive constant of uw(x), thermal conductivity k, heat transfer coefficient hs and
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ambient temperature T∞. To obtain the set of similarity equations in the form of ordinary
differential equations, the similarity transformations (8) were adopted and applied to the
governing Equations (1)–(6).

u = ax f ′(η), v = −(aυ)1/2 f (η), η =
( a

υ

)1/2y,
θ(η) = T−T∞

T∞
, up = axF′(η), vp = −(aυ)1/2F(η), θp(η) =

Tp−T∞
T∞

,
(8)

The Reynolds exponential viscosity model was used to predict temperature-dependent
variability in viscosity that gave a detailed approach as:

μ(θ) = μ0e−(β1θ) = μ0

[
1 − (β1θ) + O

(
β1

2
)]

, (9)

The Equations (1)–(6) are changeable from PDEs to ODEs, which can be represented as:

(1 + M) f ′′′ (η)− ( f ′(η))2 + f (η) f ′′ (η) + βN(F′(η)− f ′(η))
−BM( f ′′ (η))2 f ′′′ (η)− α f ′′ (η)θ′(η)− αθ(η) f ′′′ (η) + λθ = 0,

(10)

θ′′ (η) + Pr f (η)θ′(η) + 2
3

βN
(
θp(η)− θ(η)

)
= 0, (11)(

F′(η)
)2 − F(η)F′′ (η) + β

(
F′(η)− f ′(η)

)
= 0, (12)

θp
′(η)F(η) +

2
3

β

Prγ

(
θ(η)− θp(η)

)
= 0 (13)

Subjected to boundary conditions:

f (0) = 0, f ′(0) = 1, θ′(0) = −γ1(1 + θ(0)) at η = 0
f ′(η) → 0, F′(η) → 0, F(η) → f (η),
θ(η) → 0, θp(η) → 0 as η → ∞

(14)

In Equations (10)–(14), a notation prime (′) corresponds to the differentiation with
respect to η. Additionally, the dimensionless numbers and parameters are as follows where
M = 1

μ0 β̃c
and B = a3x2

2c2ν f
are the fluid parameters, Pr = ν f /α represents Prandtl num-

ber, α = k/ρcp represents viscosity parameter, γ1 conjugate parameter of heat transfer,
λ = gcβT(Tf − T∞)/a2xλ is mixed convection parameter, γ = cs/cp specific heat ra-
tio of mixture parameter, N = ρp/ρ parameter of mass concentration of particle phase,
fluid–particle interaction parameter β = 1/aτv and Reynolds number Rex = (ax2/ν). A
limiting case arising in this problem was without the presence of dust particles effect where
the buoyancy force is negligible and can be obtained using the following expression [33]:

f (η) = S + Aη + (1 − A)(1 − exp(−η)), θ(η) =
γ1

1 − γ1
exp(−η). (15)

It is important to mention here that the comparison between the present results with
the exact solution is necessary to claim the accuracy of the current model and its output.
The primary physical quantity of importance is the dimensionless coefficient of skin friction
and the local Nusselt number, which has been described by (16), where the shear stress and
surface heat are compatible with those referred in [34].

Cf x =
τw

ρU2
w(x)

, Nux =
xqw

k(Tw − T∞)
(16)

where

τw =

(
μ0 +

1
β̃C∗

)
∂u
∂y

− 1
6β̃

(
1

C∗
∂u
∂y

)3
, and qw = −k

(
∂T
∂y

)
y=0

(17)
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The shear stress and surface heat transfer is calculated using the following definition:

Cf Re1/2
x = ((1 − αθ(0)) + M) f ′′ (0)− B

3
M f ′′ 3(0), NuxRex

−1/2 = γ1

(
1

θ(0)
+ 1
)

(18)

3. Results and Discussion

Equations (10)–(13) were solved numerically, along with boundary conditions (14)
using the Keller-box approach as computed in the Matlab program. The Keller-box method
comprise of four steps which are:

Step 1: The nonlinear partial differential equation are first transformed to first order system;
Step 2: The first order system is then approximated using central difference;
Step 3: The Newton’s method is applied to linearize the system;
Step 4: The linearized system is solved by block elimination technique;
To initially integrate the procedure, the nonlinear structure of ordinary differential

equations was converted into a structure of linear first-order equations. Our bulk cal-
culations were viewed with η∞ = 8 and identified as appropriate for all values of the
parameters, which were considered asymptotically to achieve the far-field boundary condi-
tions as seen in Figures 2–17. The interaction force among two phases is significant, where
usually, both governing equations are coupled through the term of total fluid–particle
interaction force per unit volume that is clearly different from single phase flow. Numerical
computation are conducted for fluid parameters, namely M and B, Prandtl number Pr,
viscosity parameter α, mixed convection parameter λ, γ1 conjugate parameter of heat trans-
fer, a parameter of mass concentration of particle phase N and fluid–particle interaction
parameter β.

The local Nusselt number is one of the important characteristics in the heat transfer
field, which indicates the ratio of convective heat transfer to conductive heat transfer.
Hence, in order to check the accuracy of the numerical method used, the comparison in
Nusselt number NuxRex

−1/2 for a fixed value of Pr with the established results in [35–37]
and it is revealed to be in strong agreement as displayed in Table 1. In addition, a direct
comparative study was carried out with the exact Equation (15), as well as the existing
study reported with the available published result by [38–41] shown in Table 2. From
Tables 1 and 2, an excellent agreement is achieved, which indicates that the current model
and its findings are acceptable. It is worth declaring here, even in the limiting cases, the
present model does not exactly give the same solution, but the difference is very small.
It is logical since the present model is more complex with multiple parameters. Table 3
demonstrates the variance of the skin friction coefficient and the Nusselt numbers for
various parameters of the present analysis.

Figures 2–5 was plotted to understand the velocity and temperature distribution of the
fluid and particle phase under variance of Pr and α. It was revealed that the velocity were
decreased for both fluid and particle phases as Pr and α increases. The similar trend was noticed
in temperature distribution for both phases in increasing Pr but contrary in the growing of α. At
far from the surface, it is remarked the profile asymptotically reached the boundary conditions,
and, therefore, the authors are confident on the correctness of present results.

Table 1. Comparative study on value −θ′(0).

Pr [35] [36] [37] Present

1 1.3333 1.3333 1.3333 1.3329
3 2.50970 2.50972 2.50972 2.50969
10 4.79690 4.79686 4.79687 4.79689

100 15.7120 15.7118 15.7120 15.7098
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Table 2. Comparative study on f ′′ (0).

Existing
Literature

Model of Problem
Boundary
Condition

Limiting Cases Value of f”(0)

Exact Solution
(15) f ′′ = −e−η - - −1.0000

[38] f ′′′ − f ′2 + f f ′′ − A
(

f ′ + 1
2 η f ′′

)
+ λθ = 0

f (0) = 0
f ′(0) = 1
f ′(∞) = 0

A = λ = 0 −1.0000

[39] f ′′′ − f ′2 + f f ′′ − k1

(
2 f ′ f ′′′ − f ′′ 2 − f f ′′′

)
= 0

f (0) = 0
f ′(0) = 1
f ′(∞) = 0

k1 = 0 −1.0000

[40] (1 + M)(1 + 2ηγ) f ′′′ − αM(1 + 2ηγ)2 f ′′ 2 f ′′′

+2γ(1 + M) f ′′ + f f ′′ − 4
3 αM

(
γ + 2ηγ2) f ′′ 3

− f ′2 + λθ sin ϕ = 0

f (0) = 0
f ′(0) = 1
f ′(∞) = 0

α = γ = 0
λ = M = 0

−1.0000

[41] (1 + M) f ′′′ − f ′2 + f f ′′ − MB f ′′ 2 f ′′′ − H f ′ = 0
f (0) = 0
f ′(0) = 1
f ′(∞) = 0

B = H = 0,
M = 0.0001

−1.0000

Present study (1 + M) f ′′′ − f ′2 + f f ′′ + βN(F′ − f ′)
−BM f ′′ 2 f ′′′ − α f ′′ θ′ − αθ f ′′′ + λθ = 0,

f (0) = 0
f ′(0) = 1
f ′(∞) = 0

B = M = 0
N = β = 0
α = λ = 0

−1.0015

Table 3. Numerical results of Cf Rex
1/2 and NuxRex

−1/2 for various values of Pr, α, M, B, λ, γ1, β

and N.

Pr α M B λ γ1 β N CfRex
1/2 NuxRex

−1/2

7 0.1 0.6 0.6 0.1 0.5 0.5 0.5 −1.076579 0.105283
9 −1.078272 0.104603

12 −1.079770 0.103939
10 0.2 −1.077788 0.104348

0.4 −1.075612 0.104349
0.7 −1.072307 0.104350

10 0.1 0.5 −1.048326 0.104357
0.9 −1.173040 0.104324
1.5 −1.351057 0.104292

10 0.1 0.6 0.1 −1.133436 0.104328
0.5 −1.088912 0.104324
0.9 −1.048210 0.104322

10 0.1 0.1 0.6 0.3 −1.754138 0.342542
0.5 −1.741401 0.630439
0.9 −1.706099 1.433335

10 0.1 0.6 0.6 0.1 0.1 −1.085300 0.104326
0.6 −1.081074 0.104324
1.2 −1.076098 0.104318

10 0.1 0.6 0.6 0.1 0.5 0.1 −1.180434 0.104421
0.4 −1.114385 0.104359
0.9 −1.044242 0.104282

10 0.1 0.6 0.6 0.1 0.5 0.5 0.1 −1.182364 0.104415
0.4 −1.125083 0.104364
0.9 −1.019745 0.104280

Figures 6–9 display the distribution on velocity and temperature for multiple values
of M and B. It was found that with higher elasticity parameter (presence Eyring fluid),
the magnitude of velocity for both fluid and particle were enhanced. The change in the
velocity contributed to boosting the heat of the fluid (for increasing M) but against the
heating development (for increasing B).
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Figures 10 and 11 indicate that the amount of γ1. Physically, the heat transfer rate with
the γ1 was reduced; this reduced the temperature and resulting thickness of the boundary
layer. During the event with large values of the heat transfer equation, which implies a
strong heat transfer rate as it slowly declines, the fluid became a small heat transfer rate.
Through mixed convection and the effects of the fluid–particle interaction parameters β and
λ, the velocity of all the phases and their associated boundary layer thicknesses increased.
The response to the temperature profile was quite the opposite of the speed field with λ and
β, as seen in Figures 12–15, further finding that the flow properties of the dusty fluid can be
greatly regulated by changing the influence of the parameters of fluid–particle interaction β.

Figures 16 and 17 were plotted to evaluate all fluid and particle phase velocity and
temperature components for the variance of N. Within the boundary layer, temperature
profiles reduced with improvement within N. On the other hand, the velocity profile was
improved by increasing the parameter N. This was because the fluid tends to raise the
intensity of drag between the phases with the mass content of dust particles rising. The
fluid movement was thus slowed down, resulting in reduced surface-phase energy, since
the surface layer was pulled together with the liquid. By continuing to increase the mass
content of the dust particles, more fluid-phase energy was converted into a larger number
of particles, but less energy from the fluid phase was supplied to the individual particles.
Therefore, it can be inferred that varying N will greatly affect the flow characteristics.
Furthermore, the boundary momentum layer for ordinary Eyring fluid was observed
thinner than that of the dusty Eyring fluid.

 

Figure 2. f ′(η) and F′(η) at M = B = λ = 0.5, γ1 = α = 0.1 and β = N = 0.6 for various values of Pr.

 

Figure 3. θ(η) and θp(η) at M = B = λ = 0.5, γ1 = α = 0.1 and β = N = 0.6 for various values of Pr.
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Figure 4. f ′(η) and F′(η) at M = B = λ = 0.5, γ1 = 0.1, β = N = 0.6 and Pr = 10 for various values
of α.

 
Figure 5. θ(η) and θp(η) at M = B = λ = 0.5, γ1 = 0.1, β = N = 0.6 and Pr = 10 for various values
of α.

 

Figure 6. f ′(η) and F′(η) at B = λ = 0.5, α = γ1 = 0.1, β = N = 0.6 and Pr = 10 for various values
of M.
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Figure 7. θ(η) and θp(η) at B = λ = 0.5, α = γ1 = 0.1, β = N = 0.6 and Pr = 10 for various values
of M.

 

Figure 8. f ′(η) and F′(η) at M = λ = 0.5, α = γ1 = 0.1, β = N = 0.6 and Pr = 10 for various values
of B.

 

Figure 9. θ(η) and θp(η) at M = λ = 0.5, α = γ1 = 0.1, β = N = 0.6 and Pr = 10 for various values
of B.
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. 

Figure 10. f ′(η) and F′(η) at M = B = λ = 0.5, α = 0.1, β = N = 0.6 and Pr = 10 for various values
of γ1.

 

Figure 11. θ(η) and θp(η) at M = B = λ = 0.5, α = 0.1, β = N = 0.6 and Pr = 10 for various values
of γ1.

 

Figure 12. f ′(η) and F′(η) at M = B = 0.5, γ1 = α = 0.1, β = N = 0.6 and Pr = 10 for various
values of λ.
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Figure 13. θ(η) and θp(η) at M = B = 0.5, γ1 = α = 0.1, β = N = 0.6 and Pr = 10 for various values
of λ.

 

Figure 14. f ′(η) and F′(η) at M = B = λ = 0.5, N = 0.6, γ1 = α = 0.1 and Pr = 10 for various
values of β.

 

Figure 15. θ(η) and θp(η) at M = B = λ = 0.5, N = 0.6, γ1 = α = 0.1 and Pr = 10 for various values
of β.
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Figure 16. f ′(η) and F′(η) at M = B = λ = 0.5, β = 0.6, γ1 = α = 0.1 and Pr = 10 for various values
of N.

 

Figure 17. θ(η) and θp(η) at M = B = λ = 0.5, β = 0.6, γ1 = α = 0.1 and Pr = 10 for various values
of N.

4. Conclusions and Future Work

The results of temperature-dependent viscosity on the mixed convection flow of non-
Newtonian Eyring–Powell fluid due to a vertical stretching surface interacting with dust
particles under the control of NH boundary conditions have been numerically explained.
Highly non-linear governing PDEs were first converted to ODEs, utilising similarity trans-
formations and then numerically resolved using the Keller-box method. MATLAB program
has been applied to conduct computational. Velocity and temperature profile for all fluid
and particle phases were illustrated graphically. The value of sheer rate and heat transfer
coefficient were calculated and have tabulated in table for various pertinent parameters. In
addition, the current output was validated by comparative study with previously reported
results and perceived a good agreement between them. In conjunction, a few important
findings from the existing research are indicated as:

1. For certain applications, the fluid’s flow and heat transfer can be regulated by embed-
ding the particles of fine dust.

2. The process velocity (temperature) of fluid and dust have the opposite effects for
buoyancy force parameter variability.
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3. In the mixed convection regime, the local shear stress increases and the local rate of
heat transfer decreases as the value of buoyancy parameter increases for all values of
the Prandtl number and the viscosity variation parameter.

4. The fluid–particle interaction parameter variability is favourable for the thickness of
the dust boundary layer. However, for the thickness of boundary layer of momentum,
it is unfavourable.

5. The velocity distribution was suppressed with the Prandtl number compared to
temperature distribution.

6. The velocity profiles increase and the viscosity of the fluid decrease near the surface
of the plate owing to increase in the value of the viscosity variation parameter. The
temperature profiles of both phases are enhanced by rising α.

7. The quantity of skin friction decreases with greater values of fluid parameters, mixed
convection, conjugate parameter of heat transfer, mass concentration of particle phase
and fluid–particle interaction parameter.

8. Increase in the value of the viscosity variation parameter leads to increase in the local
shear stress and to decrease in the local rate of heat transfer. Its effect on the increase
of the rate of heat transfer is less than that of the local shear stress.

Ultimately, it is worth concluding that the existence of dust particles has a substantial
effect on the flow behaviour of Eyring fluid in the presence of TDV.
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Abstract: Water wall tube temperature is a major parameter in the steam generator design which
has a significant role in keeping the steam generator available. Thus, knowing the tube average
temperature in different operating conditions is very important to avoid the causes of tube failures.
High temperatures are a major cause of various types of failures, such as overheating, hydrogen
damage, thermal stress, etc. Furthermore, deposits on the inner tube wall contribute to such failure
by changing the thermal resistance of the tube wall, which causes a significant increase in the tube
wall’s average temperature, consequently lowering the allowable stress. Therefore, the model was
created by using ANSYS FLUENT (Canonsburg, PA, USA) to determine the wall average water tube
wall temperature considering the deposit layer thickness (magnetite). Furthermore, this model was
verified. It was found that increasing tube thickness can increase the average tube temperature but
combining it with increasing deposit thickness leads to higher temperatures. In other words, the effect
of the deposit on the tube with higher thickness is higher than on the tube with lower thickness. By
discussing the minimum thickness of the water wall tube, the suitable selection of the tube thickness
and courses of action concerning the operating conditions that minimize the potential overheating of
water tubes in the furnace section of the boiler can be determined.

Keywords: steam boiler; water tube; deposit layer; tube wall thickness; wall tube thermal conductiv-
ity; thermo-mechanical performance

1. Introduction

The increasing energy demand induces continuous development in creating new
energy generation systems and enhances the existing ones, making them more robust and
reliable. One such technology is steam thermal power plants, which possess a remarkable
share in energy production worldwide and contribute to several applications. The boiler is
an essential component in a thermal power plant to generate steam, driving the turbine to
produce power or direct it to subsystems for subsequent use, such as in the desalination
plant and fuel heating systems.

The tubes in water tube boilers are subjected to several types of failure [1] caused by
stress rupture, waterside and fireside corrosion [2,3], fatigue [4], erosion [5] and lack of
quality control. The main focus of the present work is the stress rupture, particularly in
water tubes, caused by the overheating associated with being exposed to high temperatures
and pressure that lead to tube failure. These conditions are induced in the short or long
term. For example, the former is associated with decreasing cooling rate possibly attributed
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to complete or partial plugging, sudden shutdown of boiler circulating water pump,
the rabid temperature increased during the start-up of the boiler evaporation of water
in the liquid section, and the increase in the overall thermal resistance due to deposits
accumulation inside the tube. The visual examination of the ruptured wall presents with
fish mouth appearance, usually in overheating conditions [6]. Ref. [6] described that the
plastic deformation in the rupture area shows deformation with elongated grains in the tube
over a period during prolonged heat transfer. Refs. [7,8] further explained that the impact
of the difference in temperature conditions on either side of the tube displays variation in
the appearance. It has been reported that the different temperatures on either side of the
wall, hot wall (fireside), and cool wall demonstrated microstructural changes, especially
more toward the hotter side [7,8]. Concurring, ref. [9] stated that the fireside wall presented
in the trials with partial degradation (spheroidization) of the lamellar structure mainly of
iron carbide in pearlite colonies. The lamellar structure indicates the main driving force for
change, excessive surface energy, which reduces the internal energy of the tube. Ref. [9]
further pointed out that after the rupture of the tube, the rapid cooling causes a change
in the structure and formation of bainite. However, Refs. [10,11] demonstrated that the
substantial increase in the temperature lowers the yield stress of the metal. Thus, if the yield
stress becomes equal to or less than the hoop stress of a metal tube at high temperature,
the tube starts to deform, bulge, and thin [10,11]. Ref. [9] have studied the short-term
overheating failure of a boiler water wall tube and examined the evolution of different
microstructures during the failure through visual examination. They have concluded from
the microstructure examination that the failure occurred due to overheating above the
eutectoid temperature (lower critical temperature) of the tube material.

One solution to prevent overheating problems is enhancing the heat transfer through
the tube wall to the water. Several researchers enhance the heat transfer by modifying
the water tubes’ inner surface area or inserting different shapes of obstructions inside
tubes to induce more flow turbulence and mixings [12]. Either way, considerable concerns
exist regarding these techniques for the possible increasing accumulation rate of deposits
inside tubes.

Most of the literature paid attention to enhancing the heat transfer through the tubes
without considering the adverse effect of the accumulated deposits inside the tube on the
thermal-mechanical consequences. Therefore, the main objectives addressed in the present
work are the numerical investigation of the impact of deposit thickness inside tubes on the
minimum thickness of the water tube for safe operation under different working loads and
the influence the operating conditions, such as heat flux and flow rate, on the minimum
thickness of the furnace water tube during the boiler lifetime.

Ansys fluent software student version 2021 R2 provides a suite to cover the entire range
of physics, which enables virtual access to any field of engineering simulation, thereby
permitting designing models to identify problems and functional processes. Conventional
gas boilers have been shown to dissipate a high heat loss. Thus, the engineers designed a
new type of boiler with thermal efficiency [13,14]. Regardless, the efficient boiler engineers
continued to develop to minimize complete heat loss and designed Ansys software that
analyzes the internal water distribution within the heat exchanger [14,15]. Thus, ref. [14]
pointed out that the engineers aim to improve the heat exchange coefficient within the tube
to permit higher water flow velocity.

Furthermore, ref. [16] added that the system predicts the fluid flow behavior of water
in the heat exchanger and throughout its distribution. In addition, ref. [16] showed that the
software supported the designing of the simulation model for the boiler with boundary
conditions of heat transfer and heat loss in the system. Thus, using the software, several
simulations were garnered over many years for a substantial improvement in the flow and
heat exchanging behavior of the boiler with the updated shape of the baffle.

This study concentrates on the CFD model, which provides easy simulation of different
input parameters. The CFD is categorized into three types of systems: Reynolds-averaged
Navier–Stokes (RANS) computations, large-eddy simulations (LES), and direct numerical
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simulations (DNS). The RANS technique applied is used mainly for resolving the mean
values of each quantity that uses turbulent models for unclosed terms, whereas DNS solves
the full instantaneous Navier–Stokes equations without the inclusion of turbulent motions
models [17]. On the other hand, LES measures the turbulent large eddies and models the
small-scale eddies that prove to be effective in establishing the mechanism required to
stabilize the problem [17]. Ref. [17], integrated LES with Computational Fluid Dynamics to
successfully simulate the effectiveness simulate the ultra-supercritical boiler at different
operation load conditions, which concurred with the findings of [18]. Nevertheless, ref. [19]
presented use of the DNS only to be feasible for calculating academic issues, such as heat
flow due to the computational cost.

Refs. [20,21] studies have shown its application in terms of superheaters where the
thermal efficiency of the furnace is based on the performance of the boiler.

CFD analysis is mostly employed at the designed stage, troubleshooting stage, and
performance evaluation during the plant operation [22]. Ref. [22], stated that the outcome
obtained from the CFD analysis had shown an effective approach to visualize the condition
of the tubes and predict the further life of the tube depending upon the condition. Recently,
the implementation of the PRO-E design software enabled the authors to evaluate the
thermal flow at different velocities in the 3D model simulation that provided a complex
identification of the transfer of heat flux along with ANSYS analysis [22]. Moreover, it
enabled the engineer to adjust the high-temperature zone to prevent tube erosion and
refrain from tube leakage issues [23]. Ref. [23] demonstrated crude oil substitution with
oil using the CFD approach. Thus, the advanced property of the system allowed several
authors to study the operating parameters responsible for erosion without halting the
process [23–25].

This article aims to study the impact of deposit thickness on the thickness of the water
tube under different working loads and determine the minimum thickness of the tube
wall by comparing the maximum allowable thickness with the hoop stress to assure safe
operation. The tube thickness is the first line of defense to prevent the tube failure during
regular operation. So, if the tube thickness is less than the required thickness, the boiler
tube will fail. In other words, the tubes with thicknesses less than the required thickness
will cost a lot during the life of the boiler.

2. Methodology

2.1. Physical Model

The present work focuses on the water tube boiler. Figure 1 shows a schematic of the
different components of the water tube boiler. These are lower water drums where the
water is introduced after passing through the economizer and upper steam drum where
the steam is extracted and directed to the superheater section. Both drums are connected
via water tubes, and the present work concentrates on the furnace section where the water
remains in the liquid phase, as shown in Figure 1a. The considered tube has the current
dimensions shown in Figure 1b in terms of tube length (Lp), outer pipe diameter (Do), tube
thickness (tp), and deposit layer thickness (td). The water tubes are made from carbon steel
seamless pipe (SA210 C) and the deposit layer (Magnetite) is considered in the present
work using a generic material with a variable range of thickness. Table 1 shows the material
properties of the deposit. The used material properties and driving dimensions for different
parts are presented in Table 1. The outer diameter of the tubes and original thicknesses are
44.45 mm and 5.588 mm, respectively. The new thickness of the water tube is set between 1
mm to 6 mm, whereas the thicknesses are based on a deposit maximum length of 0.2 mm.
The present work is focused on the water tubes in the furnace section and therefore is
considered a single-phase with temperature-independent material properties at the average
temperature of inlet water and outlet temperature at the working pressure. Note that the
pressure is based on maximum operating pressure at 210 bar, however, which is expected
to result in higher stresses on the water tubes.
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Figure 1. Schematic of (a) boiler, (b) the simulated water tube, and (c) magnification of the tube tip
with written parametric dimensions.
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Table 1. Material properties and related dimensions.

Domain Deposit Material
Density
[kg/m3]

Specific Heat
[j/kg·K]

Thermal
Conductivity

[mm]

Viscosity
[kg/m·s]

Dimensions
[mm]

Deposit Magnetite 5175 586 0.625–1.39 NA * td = from 0 to 0.2

Tube
Carbon Steel

Seamless Pipe
(SA210 C)

7830 465 53 NA *
tp = from 1 to 6

Lp = 500
Do = 44.45

Fluid
Water at

P = 210 bar
Taverage = 300 ◦C

736.44 5288.40 0.57314 9.04 × 105 Di = from 42.45 to
32.28

* NA refers to not applicable.

2.2. Numerical Model
2.2.1. Governing Equations

A comprehensive three-dimensional thermal model conjugate with an incompressible
turbulent flow model is developed to determine the thermo-fluid characteristics of the pro-
posed heated water considering deposit layer. The governing equations include applying
conservation of energy on solid parts and conservation of mass, momentum, and energy
with the turbulence model on fluid parts.

Solid Regions: Tube Wall and Deposit Layer

The conservation of energy governs the thermal characteristics and energy transfer
through the solid domain, including the tube wall and deposit layer, and can be written
as follows:

• Conservation of Energy:

∇·(ks∇T) = 0 (1)

where ks is the thermal conductivity of the solid part (i.e., tube material or deposits material),
and the term on the left-hand side refers to the heat flux by conduction.

Fluid Region

The flow inside the tube is considered to be single-phase, steady, Newtonian, incom-
pressible, and turbulent. Therefore, the flow characteristics can be represented using the
conservation of mass, momentum-based on Reynolds-averaged Navier–Stokes (RANS)
equations coupled with turbulence model, and conservation of energy as indicated by
Equations (2)–(7):

• Conservation of mass and momentum:

∂ui
∂xi

= 0 (2)

ui
∂ui
∂xi

= − 1
ρ f

∂P
∂xi

+
μ f

ρ f

∂2ui
∂xj

2 − ∂

∂xj

(
ui

′ui
′
)

(3)

where ui and xi refer to the mean velocity of the flow and coordinate system, respectively,
with i = 1, 2, and 3. P is the mean pressure of the flow whereas ρ f and μ f represent water
density and viscosity, respectively. ui

′ui
′ is the turbulent Reynolds stress associated with

the imposed turbulence over the mean flow, modelled and solved via turbulence models.

• Turbulence Model: Realizable k-ε turbulent model

the realizable k-ε turbulent model with enhanced wall function is used following [26,27] to
account for the existing fully turbulent flow while obtaining an accurate solution at a reasonable
computational time. The model is based on model transport equations for the turbulence
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kinetic energy (k) and its dissipation rate (ε). The modeled transport equations for Realizable
k-ε model for steady, incompressible, fully turbulent flow can be written as follows

∂

∂xj

(
ρ f kuj

)
=

∂

∂xj

[(
μ +

μt

σk

)
· ∂k
∂xj

]
+ Gk + Gb − ρε (4)

and

∂

∂xj

(
ρ f εuj

)
=

∂

∂xj

[(
μ +

μt

σε

)
· ∂ε

∂xj

]
+ ρ f C1Sε − ρ f C2

ε2

k +
√

υε
+ C1ε

ε

k
C3εGb (5)

where

C1 = max
[

0.43,
η

η + 5

]
, η = S

k
ε

, S =
√

2SijSij (6)

where Gk and Gb refer to the generation of turbulence kinetic energy due to the mean
velocity gradients and the generation of turbulence kinetic energy due to buoyancy, respec-
tively. C1 and C1ε are constants where σε and σk are the turbulent Prandtl numbers for ε
and k, respectively.

• Conservation of Energy:

∇·
(→

u h
)
= ∇·(kw∇T) (7)

where h is the sensible enthalpy and equal to
∫ T

Tre f
cpdT, and cp is the specific heat at

constant pressure.

2.2.2. Boundary Conditions

The applied boundary conditions are presented in Figure 2. To reduce the compu-
tational costs, the quartile of the domain (i.e., water tube) is considered, and therefore, a
symmetry boundary condition is applied on the XZ plane, as indicated in Figure 2. Instead
of applying constant heat flux on the outer surface of the water tube from one side and the
other side being isolated, the heat transfer at the outer surface of the tube is as follows:

Qs =
..
q· As =

.
m·(hO − hi)

ηBoiler
(8)

where h0 and hi are the enthalpy at outlet and enthalpy at inlet. As is the outer surface area
of the water tube, ηBoiler is the boiler efficiency,

.
m is the mass flow rate, and

..
q is the heat flux.

The heat flux and mass flow rate are varied in the present work; the mass flow rate value is
between 350, 231, and 156 kg/s and the heat flux value is between 263,703.57, 218,028.07,
and 152,917.44 W/m2 to represent different loads of 50%, 75%, and 100%. Furthermore, the
heat flux is constant on the surface not affected by the outer surface shape.

Thermally coupled boundary conditions are used at the interfaces, such as the interface
between the inner surface of the water tube and the outer surface of the deposit layer and the
interface between the inner surface of the deposit layer with water volume circumferential
surface in the case of the tube with deposit layer. Moreover, the inlet and outlet are set to
mass flow rate inlet and pressure outlet boundary conditions, respectively. At the inlet, the
constant mass flow rate is adopted equal to 0.368, 0.2432, and 0.1642, representing the total
mass flow rate circulated between drums divided by the number of tubes. The Reynolds
number for the presented cases beyond critical value and therefore turbulent flow model
is considered. The inlet temperature of the water Ti is set to 290 ◦C and the minimum
temperature recommended at the operating pressure is P = 210 bar. Nevertheless, the
maximum value of the range, P = 210 bar, is considered in the present work, which leads
to the minimum thickness attained under severe working conditions.
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Figure 2. Boundary conditions on the simulated domain.

2.2.3. Minimum Tube Thickness Calculations (ASME)

The minimum thickness is determined using the following relation:

σmax

Shoop
≥ 1 (9)

Shoop =
P · DO

2 tp
(10)

where P is the operating pressure inside the tube, Do is the outer diameter of the water tube;
σmax is the maximum allowable stress, tp tube thickness which is varied between 1, 2, 3, 4,
5, and 6 mm. Note that both allowable stress and yield strength of carbon steel seamless
pipe (SA210 C) are temperature-dependent, as shown in Figure 3.

Figure 3. The maximum allowable stress and yield strength based on ASME code section II Part D
for carbon steel seamless pipe (SA210 C) edited from [28].

2.3. Numerical Solution and Model Verification

The model was created in a 3D symmetric model by ANSYS. The model had three
surface areas, and the axis of symmetry was on the XZ plane, as shown in Figure 2. These
areas include water, scale, and tube. The water surface area had a dimension of 500 mm
in length and 33.27 mm in width. Moreover, the scale and tube areas had a dimension of
500 mm in length and 1 mm in width. In addition, the mesh has been created in water,
deposit layer, and tube wall domains via ANSYS meshing. A mesh independence test and
validation are performed to exclude the influence of the mesh on the simulation calculations.
The boundary conditions for the simulation are shown in Table 2.
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Table 2. Boundary condition and geometry.

L [m] 5 × 10−1 Ti [K] 5.63 × 102

Di [m] 4.25 × 10−2 .
m [kg/s] 3.6632 × 10−1

DO [m] 2.22 × 10−2 ..
q
[
W/m2] 3 × 105

Figure 4 shows the correlation Reynolds Number and Nusselt Number Curve with
multiple element numbers of 476,370, 202,400, 137,410, and 92,516 mm (see Figure 5),
and the 202,400 cells have been chosen to be accurately sufficient with the correlation of
Reynolds Number and Nusselt number and lower computational time.

Figure 4. Correlation Reynolds Number and Nusselt Number Curve.

  
(a) (b) 

  
(c) (d) 

Figure 5. Mesh Dependency Test. (a) 476,370 Cells, (b) 202,400 Cells, (c) 137,410 Cells, and
(d) 92,516 Cells.
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The Reynolds number, convection heat transfer coefficient, and Nusselt number at a
fully developed area were calculated as follows:

Q =
..
q·AOS =

.
m·Cp·(TO − Ti) (11)

h∞ =

..
q

Ts − TO
(12)

Nu∞ =
h∞·Di

k
(13)

Re =
4 · .

m
π · Di · μ

(14)

PR =
Cp · μ

k
(15)

Nu∞ = 0.0214·
(

Re0.8 − 100
)
·Pr0.4 (16)

3. Results and Discussion

In the present section, the average water wall tube temperature was extracted at
different loads, and the maximum allowable stress was calculated at the average tube
temperature via linear interpolation that assures the safe operation of the water tubes in the
furnace section of the boiler. Furthermore, the stress of working pressure Sworking Pressure
was calculated via Equation (10). Increasing tube thickness can increase the average tube
temperature but combining it with increasing deposit thickness leads to higher tempera-
tures. In other words, the effect of the deposit on the tube with higher thickness is higher
than on the tube with lower thickness. The following sections will analyze the impact of
the deposits in full load, 75% of full load, and 50% of full load.

As shown in Figure 6, the high temperature concentrates on the region exposed to
direct fire. So, this region is prone to overheating failure. Also, the temperature on the
internal surface in this region is higher than in the opposite region. So, the Scale deposition
in the area near the flame will be higher than in the other area.

Figure 6. Average temperature distribution of water wall tube at full load.

As shown in Figure 7, the increase in the average temperature of the water wall tube
is conjugated with accumulating deposit layer of Magnetite with low thermal conductivity.
For example, the average temperature Taverage reaches 400.19, 395.56, 391.49, 387.90, 384.68,
and 381.77 ◦C at tp = 6, 5, 4, 3, 2, and 1 mm, respectively, in the case of td = 0.2 mm com-
pared with 342.71, 341.48, 340.44, 339.51, 338.67, and 337.94 ◦C in the case of td = 0.02 mm
at tp = 6, 5, 4, 3, 2, and 1 mm, respectively. Therefore, an increase in the tube and de-
posit thickness leads to a significant reduction in yield strength (Figure 3) or allowable
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stress based on the ASME code (Figure 3). It can be noticed that in the deposit layer with
k = 0.625 W/m K, the allowable stress divided by hoop stress Equation (9) at full load
reaches 1.3, 0.72 in 6 mm and 3 mm tube thickness, respectively. See Figures 7 and 8.

Figure 7. Thickness variation effects of deposit layer on average water wall tube temperature at
full load.
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Figure 8. The effect of the deposits’ thickness on the tube stress at full load.

Overall, the minimum value of the wall tube thickness is 4 mm, with magnetite
thickness less than 0.16 mm, which is approximately equal to the maximum allowable
stress in the ASME code at full load.

A similar analysis, as previously discussed, is conducted in the present section to
determine the minimum tube thickness and shows the effect of magnetite deposit on the
average tube temperature under 75% of full load. As shown in Figure 9, the average tube
temperature was also affected by the deposits’ thickness. However, it is noted that the
temperatures here are lower than what was previously discussed. Furthermore, it can be

247



Appl. Sci. 2022, 12, 8838

noticed that the deposit layer with k = 0.625 W/m K, the allowable stress divided by hoop
stress Equation (9) at 75% of full load, reaches 1.39, 0.75 in 6 mm and 3 mm tube thickness,
respectively; see Figure 10. The minimum thickness of the water wall tube is 4 mm, with
magnetite thickness less than 0.18 mm.

Figure 9. Thickness variation effects of deposit layer on average water wall tube temperature at 75%
of full load.

Figure 10. The effect of the deposits’ thickness on the tube stress at 75% of full load.

In addition, the average temperature at 50% of full is discussed. As shown in Figure 11,
the increase in the average temperature of the water wall tube is conjugated with accumu-
lating deposit layer of Magnetite with low thermal conductivity. For example, the average
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temperature Taverage reaches 409.38, 405.25, 401.55, and 398.21 ◦C at tp = 6, 5, 4, and 3 mm,
respectively, in the case of td = 0.4 mm, compared with 338.89, 338.92, 339.00, and 338.82 ◦C
in the case of td = 0.02 mm at tp = 6, 5, 4, and 3 mm, respectively.

Figure 11. Thickness variation effects of deposit layer on average water wall tube temperature at 50%
of full load.

Finally, as shown in Figures 7, 9 and 11, the change in average temperature in the
tube with higher thickness is greater than the change in the tube with lower thickness.
Chemical treatment and tube replacement are recommended for the water tubes in the
case of the formation of a deposit layer with thermal conductivity less than 0.625 W/m
K. Table 3 shows the relation between the maximum deposit thickness and the minimum
tube thickness at different load. The table data was extracted from Figures 8, 10 and 12, the
effect of changing of load can be observed. So, another temporal action is considering the
operation should be at a lower load if it isn’t feasible to conduct the chemical treatment.

Table 3. Summary.

Load
[%]

Minimum Tube Thickness
[mm]

Maximum Deposit
Thickness

[mm]

100% 4 0.16
75% 4 0.18
50% 4 0.28
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Figure 12. The effect of the deposit thickness on the tube stress at 50% of full load.

4. Conclusions

The present work was set to numerically determine the effect of the deposit layer
thickness and thermal conductivity on the minimum thickness of the tube wall that attains
safe operation, considering the different working loads of 50%, 75%, and 100% at the
maximum operating working pressure of 210 bar. Based on the adopted parameters, the
investigation of the minimum thickness of the water tube wall has revealed that:

1. The thermal conductivity of deposits affects the maximum temperature of the tubes.
Consequently, the high potential for overheating, particularly at the deposit layer with
thermal conductivity is 0.625 W/m2 K. The maximum crown temperature exceeds
495 ◦C at 100% load in the 6 mm tube thickness with deposit thickness of 0.2 mm,
which is near the maximum temperature of 539 ◦C of SA-210 C.

2. Increasing the thickness of the deposit layer leads to a linear increase in the tube wall
average temperature. Consequently, it is essential to consider the consistency between
the chosen wall tube thickness and the maintenance schedule considering the deposit
accumulation rates and the operating conditions.

3. The deposit and tube thickness are mandatory inspection requirements. Furthermore,
if the deposit thickness and tube thickness exceed the previous results, chemical
cleaning and tube replacement are mandatory requirements.

The present study is limited to the water tube in the furnace section. The identified
effect of the deposit layer of magnetite on the tube wall temperature and the corresponding
minimum thickness assists our understanding of the role of the deposit layer attributes
for suitable selection of the tube thickness. Furthermore, it presents courses of action
concerning the operating conditions that minimize the potential overheating of water tubes
in the furnace section of the boiler.
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Abstract: During the COVID-19 pandemic, reusable masks became ubiquitous; these masks were
made from various fabrics without guidance from the research community or regulating agencies.
Though reusable masks reduce the waste stream associated with disposable masks and promote the
use of masks by the population, their efficacy in preventing the transmission of infectious agents
has not been evaluated sufficiently. Among the unknowns is the effect of relative humidity (RH)
on fabrics’ filtration efficiency (FE) and breathability. This study evaluates the FE and breathability
of several readily accessible mask materials in an aerosol chamber. Sodium chloride aerosols were
used as the challenge aerosol with aerodynamic particle diameter in the 0.5 to 2.5 μm range. To
mimic the variability in RH in the environment and the exhaled-breath condition, the chamber was
operated at RH of 30% to 70%. The face velocity was varied between 0.05 m/s and 0.19 m/s to
simulate different breathing rates. The FE and pressure drop were used to determine the quality
factor of the materials. Among the tested materials, the 3M P100 filter has the highest pressure drop
of 140 Pa; the N95 mask and the 3M P100 have almost 100% FE for all sizes of particles and tested
face velocities; the surgical mask has nearly 90% FE for all the particles and the lowest pressure drop
among the certified materials, which ranks it the second to the N95 mask in the quality factor. Other
material performance data are presented as a function of relative humidity and aerosol size. The
quality factor for each material was compared against reference filtration media and surgical masks.
Multiple layers of selected materials are also tested. While the additional layers improve FE, the
pressure drop increases linearly. Additionally, the certified materials performed approximately three
times better than the highest performing non-certified material.

Keywords: mask; aerosol; filtration efficiency; breathability; quality factor

1. Introduction

Respiratory infections are the most common illnesses and are one of the leading causes
of mortality worldwide [1,2]. Infection transmission comes from the fomite route and
exposure to infectious aerosols. Airborne transmission can cause large outbreaks even
when individuals have minimal contact with fomites [3–5]. The airborne transmission
mechanism involves infectious aerosols in particle diameter (dp) ranging from 0.01 to
100 μm [6]. Typically, larger particles (dp > 5 μm) have been classified as droplets, whereas
those with dp < 5 μm are classified as aerosols [7]. Aerosols remain suspended in the air for
hours, long enough to be inhaled, and can contain multiple viral copies [8–10].

Aerosol inhalation can be reduced by using a face mask as the material provides
filtration of inhaled and exhaled air, protecting the users and those around them. Filtration
occurs via five different mechanisms: interception, inertial impaction, diffusion, electrostatic
attraction, and gravitational settling [11,12]. The effectiveness of these filtration mechanisms
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depends on the particle size and the type of filtration media. Gravitational settling is
prevalent in removing droplets dp > 50 μm. Inertial impaction is primarily seen on aerosols
larger than 1 μm, whereas diffusion primarily affects the smallest particles [12]. As the
flow rate increases, so does the effect of interception and inertial impaction, while the
gravitational settling, diffusion, and electrostatic attraction become less impactful.

Face masks should provide the wearer with high filtration efficiency (FE), while re-
maining comfortable. Mask comfort can be attributed to the fit of the mask, a mask’s ability
to transfer heat and moisture away from the face, and its breathability [13]. Breathability
is described by the permeability and pressure drop across the material [13,14]. Part of
the certification testing for mask materials that public health organizations, such as the
National Institute for Occupational Health (NIOSH), conduct is testing a materials pres-
sure drop. Materials may not exceed the pressure drop values at the corresponding flow
rate to ensure the breathability of the mask. Respirators can reach pressure differentials
ranging from 210 to 350 Pa, whereas surgical masks should range between 40 Pa/cm2 and
70 Pa/cm2 [14,15]. At the start of the COVID-19 pandemic, high demand resulted in a
scarcity of masks [16–19], leading to many using homemade masks made from various
textiles. However, the protection from aerosolized transmission provided by these masks
remains unclear, and the public has not received clear guidance from health officials.

Previous studies compared the performance of homemade masks and those certified
by organizations such as NIOSH [20–44]. However, the accuracy of the results and the
methodology used by some of these studies have come under scientific scrutiny [14,45–47].
Some studies did not provide sufficient details on the experimental methodology. For
example, one study erroneously stated that N95 respirators did not provide 95% FE when
tested with no leakage points [21,46,47]. Certified masks are subjected to a standardized
testing procedure to ensure their ability to filter out 95% of aerosols. The NIOSH testing
procedure uses a TSI Respirator Fit Tester to test twenty filters. With extensive testing
procedures, masks that receive a certified N95 rating have a high-accuracy standard and
excellent consistency between the samples. Real-time particle sizing instruments can
significantly simplify and expedite the test procedures. An increasing number of studies
use real-time particle sizers for calculating collection and transmission aerosols [48–51], for
sensor calibration studies [52–56], and recently became a well-accepted method for testing
the filtration efficiency, e.g., refs [57–63].

Environmental conditions and breathing rates affect local relative humidity (RH) in
the fiber matrix. In a high RH environment, hygroscopic fibers absorb water and swell [64],
affecting the material’s porosity and pressure drop [65]. Few studies have examined the
effects of humidity on the overall performance of textiles. The “quality factor” index can be
used to parameterize this effect; it describes a mask’s performance based on the ability to
filter out particulates and the breathability [11].

This paper aims to complement previous studies describing the FE of common mask
materials while adding new insight into the effects of RH on a material’s filtration perfor-
mance. In our study, materials were challenged with polydisperse sodium chloride (NaCl)
aerosols in a size range of ~0.3 to 2.5 μm. The face velocity through the material was varied
at 0.05 m/s, 0.10 m/s, and 0.19 m/s to simulate the variability in the breathing rate [15].
RH was varied in the 30% to 70% range. The FE and the pressure drop were measured to
determine the quality factor. The certified materials by NIOSH outperform other textiles by
a factor of three. Additionally, it is found that humidity has minimal effects on both the FE
and the breathability of the materials in the tested RH range.

2. Materials and Methods

2.1. Materials

The materials tested in this study range from the masks certified by NIOSH, nat-
ural, synthetic, blended fabrics, and other non-traditional materials such as Thinsulate,
heavyweight surgical wrap, and coffee filters. Certified masks include a 3M disposable
N95 respirator filter, a 3M P100 filter, and a disposable 3-ply surgical mask (BYD care).
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Fabrics tested in this study consisted of knitted cotton, muslin, and Kona cotton, along
with silk and rayon. One natural-synthetic fabric blend was also tested, which was 82%
rayon and 18% knitted cotton. Finally, more non-traditional materials were tested due to
their commercial accessibility and their use as mask materials. These materials consisted of
Thinsulate, heavyweight spunbond-meltblown-spunbond (SMS) polypropylene, and paper
coffee filters. Optical microscopy images of these materials are shown in Figure 1, and
additional details on each material are shown in Table S1 of the Supplemental Information.

 

Figure 1. Microscopic images of the tested materials. Photos are taken at 2× magnification and are
shown with a 1 mm scale.

The multiple material layers were evaluated, as double masking becomes a common
practice for people to get more protection, affecting the FE, pressure drop and overall
quality factor of the mask. The materials selected for testing with additional layers were
the surgical mask, muslin, and coffee filter. The surgical mask was tested with two layers,
whereas the muslin and coffee filter materials were tested with two and three layers.

2.2. Aerosol Chamber Setup

The experiments were conducted using a custom-built aerosol chamber
(0.56 m × 0.52 m × 0.42 m) [66] with two 3D printed material holders attached. Two
medical nebulizers (VixOne Small Volume Jet Nebulizer, Westmed, Tuscon, AZ, USA) were
placed in the chamber. One of the nebulizers was used to generate polydisperse NaCl
aerosols. The aerosolization was stopped when the particle concentration reached 900 to
1200 particles/cc, measured by the Aerodynamic Particle Sizer (APS 3321, TSI, Shoreview,
MN, USA). The second nebulizer controlled the RH inside the chamber set to RH of 30%,
50%, or 70%. The two mixing fans inside provided homogeneous particle distribution
in the chamber [2,66]. A 3D rendering of the aerosol chamber and the position of these
components are shown in Figure 2(left).

Attached to the aerosol chamber are two sample holders: one holds the textile sample,
and the other is empty, serving as a reference channel. Magnetic clips were used for
alignment, and two binder clips were used to ensure an airtight seal, which was verified
before each experiment. Particle-laden air from the aerosol chamber was aspirated through
the material holder at a rate of 1 L per minute (LPM) from the APS. An additional make-up
flow was provided by the building vacuum line at flow rates from 0.1 LPM to 3 LPM to
reach the designed face velocity [50]. The make-up air was filtered by an in-line high-
efficiency particulate air (HEPA) filter. A differential manometer (UEi EM201B) measured
the pressure drop. The APS was connected to the holders through anti-static tubing to
minimize deposition through electrostatic attraction.
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Figure 2. 3D render of the experimental setup. A custom-built aerosol chamber (left) contains two
mixing fans, two nebulizers, and a hygrometer. Nebulizers generate polydisperse NaCl aerosols and
control the humidity within the chamber. Attached to the chamber are two sample holders (right),
one containing a material insert and one left empty to be used as a reference. The containers are
connected to a mass flow rate controller and a manometer to measure the pressure drop. The flow
passes through the material holders (one at a time) to the APS for data collection.

2.3. Pressure Drop and Filtration Efficiency Analysis

The breathability of the material was measured in terms of pressure drop. Pressure
drop readings were taken over a range of face velocities between 0 m/s to 0.39 m/s and
at each humidity level. Readings were taken using the differential manometer (UEI Test
Instruments) connected to the material holder that measures the pressure difference across
the sample material. Three pressure drop measurements for each face velocity were taken
to determine a standard deviation.

To calculate FE, we took six measurements at each humidity and face velocities of
0.05 m/s, 0.10 m/s, and 0.19 m/s. Each reading was taken over ten seconds, alternating
between filtered and reference streams. FE is calculated using Equation (1):

FE =
nre f − n f

nre f
∗ 100% (1)

where the nre f and n f are the size-resolved aerosol concentrations measured by the APS
for each size bin in the reference and in the filtered stream. The data collected from the
APS is recorded in particle mass concentrations with an assumed density of 1.03 g/cm3 for
NaCl and in number density for the smaller particle bin (dp = 0.3–0.52 μm). Though the
APS records the particle in the range dp = 0.3–20 μm, the data did not show a significant
concentration of particles > 2.5 μm. To evaluate the FE as a function of particle size, we have
binned the data into dp = 0.3–0.52 μm, dp < 0.97 μm (PM1), and dp < 2.46 μm (PM2.5). Any
calculations showing a negative FE due to the reference and filtered measurements variance
are reported as “zero.” The three replicates are averaged for each condition providing the
standard deviation shown as error bars in the plots in the result section.

The filter quality factor Q combines the material’s FE and pressure drop describing its
overall performance [11]. By combining the FE and the pressure drop, the desired functions
of a mask, such as comfort and high filtration abilities, can be presented by a single value.
The best filter is the one that has the highest FE with the lowest pressure drop. The Q is
calculated using the following equation:

Q =

ln
(

1
1− FE

100

)
Pressure Drop

(2)
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3. Results and Discussion

3.1. Pressure Drop

Figure 3 shows pressure drop for three certified mask materials as a function of face
velocity for three RH levels. The P100 3M filtration media had the highest pressure drop,
and the surgical mask had the lowest. Several materials (muslin, knitted cotton, and rayon
cotton blend) had lower pressure drops than a surgical mask. A complete list of materials’
pressure drops can be found in the Supplemental Material Table S1. Pressure drop has a
linear relationship to the face velocity through the material, as expected for the laminar
airflow through the filter media. Not considering the dust load, the pressure drop (ΔP, Pa)
is proportional to the air velocity at the face of a filter (U0, m/s). ΔP = βU0, where β is the
air resistance coefficient (Pa·s/m) [11].

Figure 3. Pressure drop for single-layered certified materials as a function of face velocity. Facets
represent the relative humidity during the experiment. Results are plotted as the average pressure
drop from three runs, with the error bars representing the standard deviation.

Figure 4 shows the change in pressure drop of single-layer materials when the RH is
varied. The effect of RH on single-layer materials’ pressure drop is minimal or, in some
cases, statistically insignificant. The minor pressure-drop increase on some hygroscopic
materials such as silk, coffee filter, and cotton can be attributed to fiber swelling, a decrease
in fabric porosity, and a possible increase in fabric thickness. A similar change in the
resistance to convective flow at varying humidity levels was reported by Gibson, where
the largest change was observed at higher RH above 0.8 [67]. Commercial surgical face
masks typically have a three-layer structure. The middle layer is made of a melt-blown
material that serves as the filter media, whereas the inner layer is for absorbing moisture,
and the outer layer repels water. The moisture repelling by the outer layer might explain
the small change in pressure drop and FE of the surgical mask at elevated RH levels. For
multiple material layers, humidity has minimal to no effects on the breathability of the
layered materials, as shown in Figure S2 of the Supplemental Information. As expected,
the material’s pressure drop increased with each additional textile layer.
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Figure 4. Pressure drop for single-layered materials as a function of RH. Bar colors represent the
corresponding RH value, and results are plotted as the average pressure drop from three runs, with
the error bars representing the standard deviation.

3.2. Filtration Efficiency

Figure 5 shows the filtration efficiency of materials at different face velocities for
PM2.5, PM1, and particles in dp = 0.3–0.52 μm range. The certified masks had the highest
efficiency of all particle sizes; P100 and N95 had 100% flirtation for all particle channels
and tested face velocities. Surgical mask filtration was lower, especially for particles
smaller than 0.5 μm; however, the surgical mask outperformed all other tested materials for
homemade masks. The high FE of the certified materials for the ultrafine particles is due to
electrostatically charged fibers densely woven by the melt-blown extrusion process. The
mechanical filtration mechanisms (e.g., inertial deposition, interception, and diffusion) are
combined with electrostatic deposition to filter both large and small particles. Commonly
used textiles, such as cotton and cotton blends, had filtration efficiency below 10%. More
dense Kona cotton approached 25% FE; however, its pressure drop was 3 to 10 times
greater than other textiles and about the same as the surgical mask. Synthetic materials
showed increased FE at lower face velocities for smaller particles. This trend indicates
that the primary filtration mechanisms for PM1 are diffusion and electrostatic attraction,
as synthetic fibers are likely to carry permanent electrostatic charges or be charged by
triboelectrification, which improves the deposition of small particles [27,68,69]. However,
certified multilayer material such as surgical masks has clear advantages due to the removal
of moisture in the outer layer and the strong attraction of electrostatically charged fibers.
Natural fiber textiles did not show this trend, and in the case of the paper coffee filter,
higher velocity resulted in higher filtration for all particle sizes.

Figure 6 shows the FE for multiple-layered materials. As the aerosol sizes increase,
the effects from interception and inertial impaction filtration mechanisms begin to appear,
increasing the FE with increasing face velocity. The trend between FE and face velocity
seen by the single-layer materials continued as additional layers were added. Additional
layers provided a higher FE, as seen by the surgical mask, which required two layers to
reach a consistent FE above 95%. These results represent the FE when a mask tightly fits the
wearer with no leakage. Masks that are not properly fitted would not be able to provide the
same level of FE, making the fit of masks a vital component to ensure maximum protection
for the wearer [27,40,70].
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Figure 5. FE results for single-layered materials as a function of face velocity. Bar colors represent the
corresponding face velocity values, with the results plotted at the average FE from three experimental
runs with the error bars representing the standard deviation.

Figure 6. FE results for layered materials as a function of face velocity. Bar colors represent the
corresponding face velocity values; the results are plotted at the average FE from three measurements,
with the error bars representing the standard deviation.
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3.3. Quality Factor

The overall performance of a material is quantified by using the quality factor to relate
the FE and breathability a material provides. Figure 7 shows the quality factor of tested
materials at three face velocities for PM2.5. The quality factors for other particle sizes can
be found in the Supplemental Information. The quality factor was calculated using three
measurements’ average FE and pressure drop readings. In terms of the quality factor, the top
three performing materials in this study were those commonly worn as PPE: the N95 mask,
the surgical mask, and the P100 3M filter. Even though the N95 and P100 3M filters are
considered more difficult to breathe through, their high FE makes them considerably better
materials when compared to non-traditional mask materials. These certified materials
were found to have, at a minimum, a quality factor three times higher than the top non-
traditional mask material. The critical differences are the utilization of electrostatically
charged fibers and the hydrophobic layers that are not considered in the homemade masks.
Natural fabrics are all found to have the lowest quality factor ranging from 0.01 to 0.02.
The effect of multiple material layers on the quality factor was also analyzed and included
in the supplemental material. The quality factor tended to decrease as additional layers
were added. While materials, such as the surgical mask, provided higher FE when double
layers were used, the additional pressure from the second layer caused the overall mask
performance to decline, as shown in Figure S5 of the Supplemental Information.

Figure 7. Quality factors for single-layered materials when face velocity is varied. Error bars in the
figure represent the standard deviation across these three quality factor values, while the bar colors
represent the corresponding face velocity values.

4. Conclusions

This study found that mask performance is dependent on the face velocity through the
material rather than the relative humidity. Though varying humidity can inhibit particle
growth and hygroscopic behavior in certain materials, the effects from humidity on mask
FE and pressure drop are insignificant. While the impact of improper mask fittings is
not analyzed in this study, ensuring the mask fits with no leakage will supply the wearer
with filtered air within the filtration efficiencies shown in this study. In terms of overall
performance, masks certified by health organizations such as NIOSH perform at least
three times better than other non-certified materials. Non-certified materials provide the
wearer with some protection and comfort; however, they do not provide as much protection
as certified masks. While adding additional layers of material can increase a mask’s FE,
they can become increasingly difficult to breathe through, outweighing the increase in
aerosol protection. These results suggest that single-layered surgical masks should be
recommended, given their high FE, comfortability, and accessibility. Clips or additional
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accessories should be used to create a proper fit, reducing the risk of leakage. Higher-grade
surgical masks should be used by those in areas where they are subjected to a high amount
of air contaminants and users should refrain from long-term wear.

Supplementary Materials: The following supporting information can be downloaded at: https://
www.mdpi.com/article/10.3390/app12189360/s1, Figure S1: Photos of some of the tested materials.
Listing the materials starting from the top left and moving across are: Kona, Muslin, Cotton, Rayon,
Rayon Cotton blend, and Surg. Wrap; Figure S2: Pressure drop results for layered materials as
a function of RH. Bar colors represent the corresponding RH value and results are plotted as the
average pressure drop from three runs, with the error bars representing the standard deviation;
Figure S3: Filtration efficiency results for single layered materials as a function of relative humidity.
Bar colors represent the corresponding RH values with the results plotted at the average filtration
efficiency from three experimental runs with the error bars representing the standard deviation; Figure
S4: Filtration efficiency results for layered materials as a function of relative humidity. Bar colors
represent the corresponding RH values with the results plotted at the average filtration efficiency
from three experimental runs with the error bars representing the standard deviation.; Figure S5:
Quality factor results for layered materials when face velocity is varied. The quality factor results use
the average filtration efficiency and pressure drop readings taken from three experiments to calculate
three individual quality factor values. Error bars in the figure represent the standard deviation across
these three quality factor values while the bar colors represent the corresponding face velocity values;
Table S1: Material list, description, and average filtration efficiency, pressure drop, and quality factor
values. Materials are listed from highest quality factor to lowest. Average and standard deviation
values are calculated across three experiments.
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Highlights:

• The relationships among stress, acoustic emission (AE), and energy during coal fracture under
hydro-mechanical coupling loading were analyzed.

• Moment tensor reveals event distribution, source type change, and b value of AE during crack
initiation and propagation in coal.

• The relationships among stress, number and type of cracks, AE, number of contacts and KE were
revealed under different water and confining pressures.

Abstract: Taking coal under hydro-mechanical coupling as the research object, the discrete element
software PFC3D (particle flow code) was used to analyze the relationships among the force, acoustic
emission (AE), and energy during coal fracture. Based on the moment tensor (MT) inversion, we
revealed the AE event distribution and source type during crack initiation and propagation until the
final failure of coal. Meanwhile, we examined the relationships among the stress, number and type of
cracks, magnitude, KE, and b value of AE under different water and confining pressures. The results
show that the numerical simulation can effectively determine the microscopic damage mechanism of
coal under different conditions. Moreover, the rupture type of the numerical simulation is consistent
with the field investigations, which verifies the rationality of the simulation. These research results
can provide reference for safety production evaluation of water inrush mines.

Keywords: hydro-mechanical coupling; failure mechanism; confining pressure; acoustic emission;
moment tensor inversion

1. Introduction

With the continuous increase in the mining depth of coal mines, geological conditions
have become particularly complex [1]. Discontinuous joints such as microcracks in a rock
stratum provide necessary locations for the storage and migration of groundwater [2,3]. In
the seepage process, the generated water stress affects the stress field of a coal and rock
mass [4]. Under the superposition of multiple stress fields, the frequency and intensity
of catastrophic accidents such as rock bursts and water inrush remarkably increase [5,6].
When a water inrush accident occurs, the overall strength and plastic deformation of a
coal pillar significantly change, which has a notable impact on the support capacity and
resistance of the roadway confining pressure system, thereby affecting the width of the coal
pillar [7].

Studies on the mechanical properties of coal and rock under hydro-mechanical cou-
pling have mainly focused on the interaction between the seepage and stress fields, and the
research methods have primarily included laboratory experiments and numerical simula-
tions. For example, Hui et al. [8] conducted a series of laboratory acoustic emission (AE)
tests to study the influence of fluid-filled rock joints on the propagation and attenuation
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of stress waves. Gardner et al. [9] investigated the interaction relationship between a rock
mass and a fluid based on the three-dimensional discrete element and lattice Boltzmann
methods. For the purpose of improving the calculation efficiency and accuracy, an extensive
discussion on aspects that still need to be optimized was conducted. Chen et al. [10] studied
the characteristics of the permeability evolution during sandstone failure under triaxial
compression by experiments and simulations. Cai et al. [11] analyzed the evolution of
the crack growth, coordination number, volumetric strain, and permeability under hydro-
mechanical coupling in sandstone and established a synergistic mechanism among the
microstructure, accumulated damage, and permeability evolution. Liu et al. [12] analyzed
various parametric changes of a rock mass with hydro-mechanical coupling under unload-
ing conditions. Wang et al. [13] investigated the mechanical characteristics and permeability
evolution of red sandstone under hydro-mechanical coupling. Yao et al. [14] analyzed the
mechanical properties and failure precursor characteristics of a coal and rock system caused
by water content using AE and infrared radiation. Wang et al. [15] studied the deformation
characteristics of granite under hydro-mechanical coupling and analyzed the changes in
the permeability before and after expansion under different confining pressures. Zhang
et al. [16] studied the influence of water and confining pressures on the permeability of
fractured sandstone. Many scholars have studied the changes of rock mechanical param-
eters under the hydro-mechanical coupling loading in the laboratory, but there are few
studies on the influence of seepage under different water and confining pressure [17,18].
In addition, few scholars have focused on the source rupture type in the process of rock
seepage through AE.

In recent years, AE has been commonly used in the analysis of coal and rock failure.
As an accompanying phenomenon in this process, it contains substantial information about
the internal damage process of rocks, which helps to understand the mechanism of rock
failure [19–21]. For instance, Shimizu et al. [22] discussed the effects of different fluid
viscosity and particle size distributions on fracture propagation. Jia et al. [23] analyzed
the relationship between AE and spatial fractal dimensions under different water soaking
times. Ye et al. [24] obtained the relationships among AE events and the joint angle,
water injection pressure, stress, and deformation amount in the process of a rock slip
instability. Makhnenko et al. [25] observed that AE activity coincides with the onset of
inelastic response in a fluid-saturated rock and explored the relationship between the
clustering of AE events and inhomogeneous deformation. Li et al. [26] applied AE to
dynamic disaster monitoring of coal and rock systems. Li et al. [27] concluded that there is
a good positive correlation between the change in coal AE events and the water pressure
curve under the action of triaxial hydraulic coupling. Chitrala et al. [28] reported the
changes in the AE during hydraulic pressure damage of sandstone under different applied
stresses. Chen et al. [29] used AE to analyze the evolution characteristics of granite damage
during uniaxial compression and established a relationship between the permeability and
the confining pressure. Makoto et al. [30] studied the relationship between the AE and
fluid pressure during the failure of the Eagle Ford Shale, and analyzed the main types of
AE. Lu et al. [31] successfully reproduced the stress redistribution, AE event evolution,
permeability change, and formation of water inrush channels during a mining process.
Jiang et al. [32] analyzed the AE event, energy, peak frequency, and crack type under the
action of hydraulic fracturing in a layered rock. Most scholars widely use AE to locate the
crack position of rock, and then study the force of the specimen [33]. However, there are
few studies on the focal mechanism of AE, and analysis of the rupture form of rock/coal
mass under different stress conditions is still lacking.

In summary, most studies mainly focused on the basic mechanical parameters of
coal and rock masses under the action of hydro-mechanical coupling. However, they
did not conduct detailed investigations on the focal mechanism of this action, and rarely
used an energy method to evaluate the impact tendency of coal under hydro-mechanism
coupling [34,35]. To better understand the characteristics of AE and its impact tendency
under hydro-mechanism coupling, this study used the PFC3D software to analyze the
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relationships among the force, AE distribution (type), energy, and b value in the failure
process of a coal sample under different water pressures. In addition, it is consistent with
the results of our field investigation. These results are highly significant for guiding the
safe production of coal mines.

2. Damage Mechanism of Coal under Hydro-Mechanism Coupling

To ensure no shear failure occurs during the loading of a rock, the limit value of the
rock force can be obtained by the Mohr–Coulomb criterion [36] as follows:

|τ| = C + γsσ (1)

where |τ| is the shear stress of the rock, MPa, C is the internal cohesion, Pa, and γs is the
internal friction coefficient, which can be also expressed as

γs = tan ϕ (2)

It is assumed that the minimum principal stress on the rock is σ3. When the rock is in
the critical limit state, the maximum principal stress, σ1, can be calculated. Owing to the
existence of water pressure in the rock pores, a part of the confining pressure and vertical
stress is offset; therefore, the water pressure eliminates the confining pressure (reducing the
servo stress). The triaxial stress state of the rock under water pressure is shown in Figure 1.

Figure 1. Schematic of critical stress state under influence of water pressure based on Mohr–Coulomb
criterion.

When the Mohr–Coulomb circle is tangent to the envelope curve, the length of the
right-angle side of the grey triangle area is (λ1σ1 − λ2σ3)/2, and the hypotenuse length is
C/ tan ϕ + (λ1σ1 + λ2σ3)/2. Based on trigonometric functions,

(λ1σ1 − λ2σ3)/2 = [C/ tan ϕ + (λ1σ1 + λ2σ3)/2] sin ϕ (3)

Combined with Equation (2), the maximum principal stress under the critical stress
state of the sample can be expressed as

σ1 =
2C + λ2

(
γs +

√
γ2

s + 1
)

σ3

λ1

(√
γ2

s + 1 − γs

) (4)
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In the experiments, when the internal cohesion and the friction angle have certain
values, because λ1 and λ2 are less than 1, the stress–strain curve of the sample under water
pressure is above that of the sample without water pressure; however, the peak stress in
the former is smaller. This is attributed to the effect of the pore water pressure reducing
the effective average stress of the rock, making it easier for the rock to reach the ultimate
strength when the deviatoric stress remains constant.

3. Modeling Methodology

3.1. Engineering Background

A water inrush accident occurred in the Xiaoyun coal mine in Shandong province on
11 September 2018. The coal body of the 1318 working face was severely affected by the
water pressure of proximately 3 MPa, and the soaking time was 100 days. A sample was
taken from the soaking water coal body of the above working face, which has a simple
structure and is relatively stable. To make the sample moisture non-volatile, it was stored
in plastic wrap before experiments and processed into a cylinder with a diameter of 50
mm and a length of 100 mm. An MTS Landmark 370.50 rock testing machine was used
for loading.

3.2. Model Setup

In the discrete element model, the core of the fluid flow algorithm is the topological
structure formed by pipe domains. As shown in Figure 2, many domains that can store the
pore water pressure are formed between the particles, and these domains are represented
by red squares. A fracture between adjacent particles is regarded as a seepage pipe to
simulate the flow of water. A pipeline is represented by a yellow line. When there is a
pressure difference between adjacent domains, the fluid flows through the pipe to them.

Figure 2. Schematic of incorporation of fluid coupling.

To study the mechanical characteristics and instability mechanism of coal under
the action of seepage, a model was set up, which is shown in Figure 2. For the model,
the standard size (Φ50 mm × 100 mm) was adopted, and a total of 3117 particles were
generated. The radius was 2–2.5 mm. The linear contact bond model was used between
particles, and the servo mechanism was used to apply different confining pressures around
the model. When the confining pressure reached the target stress, the particles in contact
with the wall were fixed. A high-pressure water area was applied within the range of
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0–10 mm in the z-axis direction at the bottom of the model. Under the action of the pressure
difference, a water body seeped from the bottom to the top of the model. At this time, the
water pressure is close to linear distribution along the longitudinal direction, which can
be regarded as the equilibrium state of hydro-mechanical coupling. After the balance was
reached, the upper and lower walls were controlled to apply an axial pressure at a speed of
0.03 m/s, and the loading was stopped when the residual stress reached 70% peak stress.

The model parameter calibration was based on the uniaxial compressive strength,
strain, and failure form of the specimen. Based on Figure 3, the peak stresses from the
experiments and numerical simulations are 6.09 MPa and 6.05 MPa, respectively, and the
corresponding strains are 1.93% and 1.95%. The difference between them is relatively small,
and the failure modes are also similar. From the variation trends of the AE events, the
microscopic properties inside the coal body are changed owing to the softening effect of
water. When the strain is approximately 5%, the number of AE events shows remarkable
fluctuations, which is followed by a quiet period. When the strain reaches 1.6%, the AE
events abruptly increase, subsequently cracks gradually penetrate to form macroscopic
cracks, and, finally, the number of AE reaches the maximum. Based on the above analysis,
the rationality of the microparameter values can be verified, which are listed in Table 1.
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Figure 3. Variation curves of vertical stress and AE impact number of coal sample during uniaxial
compression. The red and black lines represent the AE number and the stress-strain curve, respectively.
The upper left corner figure is the failure figure of laboratory and simulated respectively.

Table 1. Microparameters of numerical model.

Mechanical Parameters of Coal

Particle radius/mm 2.0–2.5 Elastic modulus/GPa 0.5
Density/kg·m3 1250 Friction angle/◦ 45

Cohesive strength/MPa 4.5 Porosity 0.18

Parameters for Flow Model

Ap_zero/mm 1.3 × 10−3 Bulk_W/MPa 2.2 × 103

Flow_perm/mm/s 7.0 × 10−2 Flow_dt/s 1.0 × 10−3

P_give/MPa 2.5 Gap_mul 0

3.3. MT Calculation in the PFC

In seismology, MT is a mathematical representation of fault motion and an impor-
tant tool for source characterization. We use M to represent the source MT, which is a
3 × 3 symmetric matrix with nine couples and six independent components, as shown in
Figure 4.
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Figure 4. The nine force couples representing the components of MT.

Figure 4 shows the force couples in the Cartesian coordinate system, which is related
to source strength and fault direction. We can further decompose the MT into elementary
sources, e.g., compression, shear, and tensile. Then, we can intuitively obtain the rupture
type of A.E. Hudson’s source type plot [37,38], which is a way to vividly represent decompo-
sition of an MT into isotropic, compensated linear vector dipole (CLVD) and double-couple
(DC) components. The MT decomposition is shown in the following Equations (5) and (6):

M = MDC + Miso + Mv−clvd

= M1(φS) + M2(φD) + Miso + Mv−clvd
(5)

⎛⎝M11 M12 M13
M21 M22 M23
M31 M32 M33

⎞⎠ =

⎛⎝− 1
2 (M22 − M11) M12 0

M21
1
2 (M22 − M11) 0

0 0 0

⎞⎠+

⎛⎝ 0 0 M13
0 0 M23

M31 M32 0

⎞⎠
+ 1

3 (M11 + M22 + M33)

⎛⎝1 0 0
0 1 0
0 0 1

⎞⎠+ 1
3

(
1
2 (M11 + M22)− M33

)⎛⎝1 0 0
0 1 0
0 0 −2

⎞⎠
(6)

The PFC 5.0 software (Itasca Consulting Group, Inc., Minneapolis, MN, USA) can
directly obtain the force magnitude, direction, and displacement of particles, and then
obtain the MT according to the definition of AE. The calculation process of the AE in PFC
is shown in Figure 5.

 
Figure 5. Generation process of an AE event: (a) is the start of an event and (b) is the finish state of
this event.
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An AE event is composed of particles around microcracks in PFC 5.0 software. When
the contact between two particles is broken, a crack will occur. Two particles in contact with
the crack and particles in contact with these two particles are marked as an AE event [39,40].
From Figure 5, (a) is the AE start stage, (b) is the AE end stage, and the range delineated by
the red circle is the AE event. Through MT decomposition, tensile, shear, and compression
failure mode can be obtained. The AE rupture mode corresponding to PFC 5.0 numerical
simulation software is shown in Figure 6.

Figure 6. Schematic diagram of AE event failure mode in particle model.

Similar to earthquakes, the intensity of AE can also be expressed by magnitude. In
PFC software, the AE intensity is calculated according to the strain energy (Ek) change
before and after the event [41]. For each step of calculation, the Ek of all particles in the AE
event can be written as Equation (7):

Ek =
n

∑
i=1

1
2

⎛⎜⎝
(

Fl
n

)2

kn
+

∥∥∥Fl
s

∥∥∥2

ks

⎞⎟⎠ (7)

where Fl
n, Fs

n, kn, and ks are normal stress, shear stress, normal stiffness, and shear stiffness,
respectively; n is the number of contacts within the AE range. For an AE event, its
magnitude can be measured by the change of Ek at the beginning and end of AE [42]:

Me =
2
3
(log ΔEk − 6.0) (8)

Based on the knowledge of seismology, the relationship between the magnitude and
the frequency is

log N = a − bMe (9)

where Me is the magnitude, N is the frequency, and a and b are constants. The b value can
be used to evaluate the damage degree of a rock mass and the size of a crack. A large b
value implies a large proportion of small-sized cracks in the rock mass and a slow initiation
and development of new cracks.

4. Mechanical Characteristics and Failure Mechanism of Water-Soaked Coal

4.1. AE and Stress Changes during Failure

In the simulations, the AE and the energy were monitored to investigate the char-
acteristics of coal failure. To study the coal failure mechanism under hydro-mechanical
coupling, the simulations described in Section 4.1 were taken as an example, and the con-
fining and water pressures were set as 1 MPa and 2.5 MPa, respectively. The microscopic
characteristics of the AE distribution (type) and energy change during the failure process
were analyzed in detail.
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4.1.1. Relationship between AE and Stress

To study the coal failure characteristics, the fish language and the history module
were used to monitor the vertical stress, strain, AE, energy, etc. Simultaneously, the
monitoring circle module was used to record the parameter, and the results are shown in
Figures 7 and 8.
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Figure 7. Stress–strain curve and number of cracks; upper snapshots show source distributions at
different stages. I, II, III, and IV are the stages of crack generation, which are pore compaction stage,
fracture expansion stage, peak stress stage and post peak stage, respectively.

The simulated stress–strain curve, cracks, and locations of the AE sources during
uniaxial compression of water-soaked coal are shown in Figure 7. The coal failure process
can be divided into four stages. The first stage is the compaction stage, in which the stress
gradually increases without cracks. The second stage is the crack initiation stage, and
the crack initiation stress is 5.33 MPa. The crack distribution is mainly observed in the
lower part of the model, and the increase in the number of shear cracks is significantly
greater than that in the number of tensile cracks. The third stage shows a notable increase
in the cracks. In this stage, the increase rate of the shear cracks is much larger than that
of the tensile cracks, and microcracks gradually develop upward. However, the damage
degree of the lower part of the entire sample is much greater than that of the upper part,
and the peak stress reaches 7.8 MPa. The fourth stage is the post-peak stage, in which the
number of cracks sharply increases, the cracks gradually penetrate, and, finally, the entire
instability occurs.

By depicting the distribution of the micro contact force in the particle system, the
macro mechanical mechanism can be revealed. Figure 8 shows the contact force between
particles in the model, which can better reflect the force in different directions of the model.
From Figure 8, as the axial stress increases, the internal contact force shows a gradually
increasing trend. The shape of the contact force gradually evolves from “spherical” to
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“elliptical”, the stress levels at different positions gradually change, and at the final stage of
failure, the local stress abruptly increases. The vertical stresses at monitoring points F1–F4
are consistent with the stress–strain curve. Except for at point F1, closeness to the water
injection area implies a high vertical stress. Based on the change in the yy-stress, when the
strain is 1.8%, the horizontal stress remarkably changes, and the model shows an instability
at this stage.

(A) Changes in contact force 

  
(B) Stress changes at different monitoring points 
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Figure 8. Changes in model internal stress and contact force. Panel (A) shows the internal contact
force at different stages of the model. The warmer the color and the thicker the network, the greater
the contact force. Panel (B) is the stress change at the monitoring point under the different stage
corresponding to (A). (a–d) are the stages of crack generation, which are pore compaction stage,
fracture expansion stage, peak stress stage and post peak stage, respectively.

4.1.2. AE Event Distribution and Field Verification

In the loading process, a total of 509 AE events were recorded. Figure 9 shows the T–K
diagram of the MT obtained using the standard inversion method.

From Figure 9, at the four stages of loading, total of 15, 77, 65, and 417 AE events are
recorded, respectively. The distribution of the AE events is relatively scattered, and most of
them are distributed in the shear area. At stages (a) and (b), 15 and 77 events are generated,
respectively, with magnitudes of between −6.68 and −5.3. The corresponding stresses at
the end of these two stages are 5.32 MPa and 7.4 MPa, which are approximately 68% and
94% of peak stress, respectively. The AE events during this period are mainly dominated
by the water pressure. At stages (c) and (d), the axial stress gradually reaches the peak
strength of the coal. During this period, the effect of the axial stress is far greater than that
of the water pressure, and the number of AE events sharply increases (mainly shear failure),
which leads to instability of the sample.
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(a) (b) 

  
(c) (d) 

Figure 9. Hudson T–K locations of source models from (a–d).

4.1.3. Proportions of Source Type

To study the types of AE events in coal under the action of hydro-mechanical coupling,
the number and proportion of tensile, shear, and implosion source types at different failure
stages were quantitatively counted. The results are shown in Figure 10.
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Figure 10. Nature of source versus time in uniaxial compression tests: (A) number and ratio of
sources and (B) proportion of sources. (a–d) are the stages of crack generation, which are pore
compaction stage, fracture expansion stage, peak stress stage and post peak stage, respectively.

From Figure 10, as the axial stress increases, the numbers of implosions and shears
sharply increase; however, their proportions first increase and subsequently decrease. The
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entire damage is dominated by shear cracks. In stages (a) and (b), the proportions of shear
and tension source types become larger, from 69% and 25% to 70% and 29%, respectively.
Tensile failure increases in a slightly larger proportion than shear cracks. Observing the
AE distribution shows that the damage is mainly concentrated in the lower part of the
model. The particles in the water pressure area are subjected to tension. Simultaneously,
tensile failure is prone to occur under axial stress. With the increase in the axial stress, the
influence of the water pressure gradually weakens. Therefore, in stages (c) and (d), the
proportion of tensile source type slightly decreases, whereas that of implosion source type
increases to 8%. In summary, the water pressure mainly affects the early stage of loading
and is primarily influenced by the axial stress in the later failure process.

4.1.4. Energy Change

Coal failure process is accompanied by generation, accumulation, dissipation, and
release of energy, and the evolution of energy is closely consistent with the expansion of
internal cracks in coal. Using the energy module of the PFC3D, the energy variation was
recorded during coal failure process.

From Figure 11, the kinetic energy tends to increase in the initial stage of loading. The
main cause is the force unbalance between some particles under the action of the axial
pressure, which destroys the linear parallel bonds between them. There is no increase in
the slip energy within a certain period. When the vertical stress of the coal body reaches
approximately 50% peak stress, the kinetic and slip energies gradually increase. When
the strain reaches 2%, the model slips overall. At this time, the slip and kinetic energies
gradually reach maximum. The total strain energy is consistent with the overall change
trend of the stress–strain curve.
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Figure 11. Various energy changes in coal failure process.

4.2. Effects of Water and Confining Pressures on Coal

The confining and water pressures were set as 0.5, 1.5, and 2.5 MPa, respectively. The
specific settings are summarized in Table 2.

Table 2. Setting of confining and water pressures.

Model P-1 P-2 P-3 P-4 P-5 P-6 P-7 P-8 P-9 P-10 P-11 P-12

Confining pressure/MPa 0.5 0.5 0.5 0.5 1 1 1 1 1.5 1.5 1.5 1.5
Water pressure /MPa 0 0.5 1.5 2.5 0 0.5 1.5 2.5 0 0.5 1.5 2.5
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4.2.1. Failure Characteristics

A total of 12 models were established, and each model number and its corresponding
parameters are listed in Table 2. To analyze the internal damage of coal under the effects of
different water and confining pressures, the AE events distribution of the different models
were examined, and the results are shown in Figure 12.

    
P-1 P-2 P-3 P-4 

    
P-5 P-6 P-7 P-8 

    
P-9 P-10 P-11 P-12 

Figure 12. Source distributions of different models at different stages.

From Figure 12, it is seen that the confining and water pressures significantly affect the
failure pattern of coal. When the model is damaged, the AE events are mainly concentrated
in the water pressure area. Based on the comparative analysis of P-1–P-4, P-5–P-8, and P-9–
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P-12, as the water pressure increases with the same confining pressure, the internal damage
and high-energy events increase, and most of the AE events are mainly concentrated in the
lower part of the model. When the water pressure is kept constant, the model accumulates
more elastic energy before it reaches failure with increasing confining pressure. When the
model is damaged, more high-energy events are generated.

From Figure 13, the force of the model has a large anisotropy under the effects of
the confining, water, and axial pressures. As the water pressure increases, the number of
contacts in the lower part is much smaller than that in the upper part, mainly owing to
the greater damage in the lower part. As the confining pressure increases, the number of
contacts increases significantly. The maximum number of contacts is increased from 28
to 29, and the influence of the water pressure is gradually weakened, indicating that the
strengthening of a support can help protect the stability of the roadway.

Figure 13. Number of contacts in different orientations.
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4.2.2. Relationship between AE and Stress–Strain Curve

To analyze the effects of different water and confining pressures on the overall strength
of the model, the stress–strain curves of the P-1–P-12 models were examined, and are shown
in Figure 14.
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Figure 14. Stress–strain curves of different models.

Based on Figure 14, when the water pressure remains constant, a large confining
pressure implies a high peak strength of the sample and a large deformation before failure.
When the confining pressure is constant, a large water pressure implies a low peak strength
and a small axial deformation before the peak; however, the slope increases, which is
consistent with the analysis results of Equation (3).

Figure 15 shows the changes in the numbers of shear and tensile cracks during the
failure of different models. The number of shear cracks is approximately twice that of
tensile cracks. As the water pressure increases before uniaxial compression, more cracks
are generated during the seepage process, and the number of shear cracks is greater than
that of tensile cracks. In the uniaxial compression process, when the confining pressure
is small, the water pressure has a significant effect on the number of AE events (NP-2
≈ 1.23NP-3 ≈ 2.01NP-4). When the confining pressure is high, the effect of the water
pressure significantly weakens (NP-10 ≈ 1.05NP-11 ≈ 1.4NP-12), and the degree of weakening
significantly strengthens.
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Figure 15. Cont.
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Figure 15. Development of cracks in coal body failure process in different models.

4.2.3. Frequency–Magnitude Curve and b Value

Smaller earthquakes occur more frequently than large earthquakes [43]. This trend
can be expressed by the magnitude–frequency relationship and evaluated by b value.

Figure 16 shows that there is a good linear relationship between the water and confin-
ing pressures and the b value. If the confining and water pressures are high, the value of b
is small, which proves that the large-scale cracks inside the model gradually increase and
rapidly and unsteadily expand, and the AE distribution becomes more diffusing. There-
fore, as the water and confining pressures increase, the internal stress concentration of the
model rises. When cracks occur inside the model, microcracks are more likely to grow
and penetrate large-scale cracks. Simultaneously, a high confining pressure implies a large
number of AE events inside the rock mass. Thus, the water and confining pressures have
remarkable impacts on the AE of the coal body.
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Figure 16. Frequency–amplitude curve and b value.

4.3. Burst Tendency of Coal under Hydro-Mechanism Coupling

There is a certain relationship between the dissipated and strain energies during the
uniaxial compression of coal, which is shown in Figure 17.

 

Figure 17. Relationship between dissipated and strain energies on stress–strain curve during uniaxial
compression of coal. O, A and D correspond to the starting, peak stress and post peak value of the
stress-strain curve respectively. B is the strain value of the model after unloading. C and D are the
strain values corresponding to the peak and post peak stresses, respectively.

A schematic of the energy burst tendency is shown in Figure 17, where F1 represents
the difference between the elastic energy accumulated before the peak and the dissipated
energy consumed during the plastic deformation and crack development of the coal. F2
represents the energy consumed when the coal is damaged after the peak, i.e., F1/F2 is an
energy burst tendency indicator of the coal. In the energy module part of the PFC3D 5.0
software (Itasca Consulting Group, Inc., Minneapolis, MN, USA), the total strain energy
includes the strain energy (Ec) and the bond strain energy (Epb), and the total dissipated
energy includes the frictional energy (Eμ) and the kinetic energy (Ek). Among them, the
slip energy remains equal to zero until the bond breaks. It can be seen that the particle flow
can monitor the change in the energy in the deformation and failure process of the model
in real time. Therefore, in the full stress–strain curve, the elastic and dissipation energies at
any time can be expressed in PFC3D as{

Ue
i = Epb + Ec

Ud
i = Ef + Ek

(10)

After deducting the energy consumed by the plastic deformation of the rock and crack
development, the burst tendency of the coal body can be determined using the energy
method as follows: ⎧⎪⎪⎨⎪⎪⎩

F1 = Ue
peak + Ud

peak

F2 = Ue
peak + Ue

residual

KE = F1/F2

(11)
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Figure 18 shows the calculation results of the burst tendency of coal under different
confining and water pressures. When the water and confining pressures are 0 MPa and
1.5 MPa, respectively, the coal body has the lowest burst tendency, and KE is 2.4. When
the water and confining pressures are 1.5 MPa and 0 MPa, respectively, the coal body
has the highest burst tendency, and KE is 2.67. From the KE distribution, when the water
pressure remains constant, as the confining pressure increases, KE becomes smaller. When
the confining pressure remains constant, as the water pressure increases, KE becomes larger.
Therefore, the burst tendency under different conditions can be accurately determined.
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Figure 18. Change in KE under different water and confining pressures.

5. Onsite Investigations

The 1314 working face is located at the level of −790 m; the mining seam is the #3
coal with the thickness of 1.5–3.7 m, and the buried depth is 648–700 m. The roadway is
arranged along the roof of the #3 coal seam. The coal seam structure of the working face is
simple, with an inclination angle of 13◦–26◦.

On 11 September 2018, a water inrush accident occurred in this working face, and the
coal was immersed in a water pressure of approximately 3 MPa for approximately 100 days,
which had a certain impact on the stability of the roadway under the influence of water.
By counting MS events during soaking, the Hudson’s source type is obtained according to
focal mechanism inversion, as shown in Figure 19. There are a wide range of failure types
in the coal, mainly shear and tensile cracks, and its failure mainly occurs in the type of
shear cracks. The field observation results are consistent with the simulation conclusions.

In terms of forces, a shear crack can be expressed by two perpendicular force dipoles
with zero angular momentum. Therefore, the shear failure source is usually called DC. In
order to intuitively show the internal damage form of the coal, several MS events around the
working face were selected for detailed analysis. Three types of beachballs, full, deviatoric,
and DC, were drawn, as shown in Figure 20. It is found that the shear component accounts
for a large proportion in the above MS events, and it is concluded that the force of the shear
component is the main factor leading to the failure of the coal. In summary, the failure
of coal under water pressure is mainly dominated by shear source, mixed with a small
amount of other components, which is strictly consistent with the simulation conclusions.
From Figure 21, several fault plane solutions were solved, including two normal fault,
three reverse fault, and one normal oblique slip, most of which face the interior of the
working face.
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Figure 19. Hudson’s source type of coal failure under water pressure.

 
Figure 20. Beachballs in the 1314 working face.

Figure 21. Fault plane solutions of the 1314 working face.
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6. Conclusions

(1) Affected by hydro-mechanical coupling, the damage degree of coal in the flooded
part is relatively large, and its damage mainly occurs as shear cracks; this is verified
by field observation. The closeness of coal to the water injection area implies a high
vertical stress.

(2) Monitoring of the energy changes shows that the kinetic and slip energies increase
slightly in the initial stage of loading. When the peak stress is greater than 50%, a
sharp energy increase occurs, and the increase rate becomes increasingly high.

(3) There is a good linear relationship between the water pressure, confining pressure,
and b value. With increasing water and confining pressures, the damage degree and
AE energy inside the model increase, the value of b reduces, and most of the AE events
are mainly concentrated in the water injection area. When the confining pressure is
low, the water pressure has a significant effect on the number of AE events; otherwise,
the effect of water pressure gradually weakens.

(4) When the water pressure is constant, as the confining pressure increases, KE de-
creases. When the confining pressure is kept constant, as the water pressure increases,
KE increases.
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Abstract: The temporal linear instability of a viscoelastic liquid sheet moving around an inviscid gas
in a transverse electrical field is analyzed. The fluid is described by the leaky dielectric model, which
is more complex than existing models and enables a characterization of the liquid electrical properties.
In addition, the liquid is assumed to be viscoelastic, and the dimensionless dispersion relation of the
sinuous and varicose modes between the wavenumber and the temporal growth rate can be derived
as a 3 × 3 matrix. According to this relationship, the effects of the liquid properties on the sheet
instability are determined. The results suggest that, as the electrical Euler number and the elasticity
number increase and the time constant ratio decreases, the sheet becomes more unstable. Finally, an
energy budget approach is adopted to investigate the instability mechanism for the sinuous mode.
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1. Introduction

Sheet instabilities have been extensively studied in recent years because of their vital
importance in the fields of mathematical physics and industry [1,2]. In scientific fields, such
instabilities are classic issues in solving differential equations that are especially worthy for
studying the behavior of the liquid sheet in an electrical field. Moreover, the instabilities of
a liquid sheet are regularly encountered in spray combustion processes, ultra-fine water
mist fire suppression systems [3], gas turbines, inkjet printing, and even liquid rocket
engines [4].

Squire [5] conducted pioneering work on sheet instabilities by exploring the instability
of a thin inviscid sheet surrounded by still air. Hagerty and Shea [6] developed this theory
through linear analysis and concluded that there existed two modes, namely, the sinuous
mode and the varicose mode. On this foundation, numerous researchers became interested
in sheet electrodynamic behavior, and the stability of the sheet in an electric field was
extensively investigated. In earlier studies, the sheets were considered as perfect conductors
or dielectrics. Melcher and Schwarz [7,8] described how the disturbed surface waves of the
viscous liquid sheet, which was treated as a perfectly insulating fluid, propagated along
the lines of electric field intensity. They showed that the dominant effect of the charge
relaxation was to improve the instability. El-Sayed [9] extended the analysis of Melcher [8]
to the case of a fluid moving in the same direction as an air stream. It was concluded that
the aerodynamic force reduced the stability when the Weber number was less than some
critical value, whereas the electric force increased the stability. Under the perfect conductor
model, Yang et al. [10] conducted an electrified viscoelastic liquid sheet injected into a
dielectric stationary ambient gas.

In 1969, Taylor and Melcher [11] published a breakthrough paper in which they
proposed a more accurate electric–leaky dielectric model (the Taylor–Melcher model).
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Saville [12] comprehensively summarized the basic equations of this model and, through
the analysis of numerous experimental results, concluded that the theory was consistent
with the practice. Research in this field then flourished. Cimpeanu [13] theoretically
examined the classical Rayleigh–Taylor instability of thin films in a horizontal electric
field, and Savettaseranee [14] examined the competition among surface tension, van der
Waals, viscous, and electrically induced forces when a sheet was placed in an electric field
parallel to its velocity. Moreover, Tilly et al. [15] concentrated on the nonlinear stability
of an inviscid sheet between two electrodes. They found that the electric field led to a
nonlinear stability for the sheet, delaying the formation of its singularity.

In fact, for many industrial and commercial applications, such as atomization and
liquid rocket engines, the fluid of the sheet is non-Newtonian and can be characterized
by viscoelastic properties. Therefore, it is necessary to understand the instability and
breakup of viscoelastic sheets. Liu [16] performed a linearized stability analysis in which
two-dimensional non-Newtonian liquid sheets moved in an inviscid gaseous environment.
It was found that non-Newtonian liquid sheets had a higher growth rate than Newtonian
liquid sheets for both symmetric and antisymmetric disturbances. Brenn et al. [17] extended
this analysis to three-dimensional disturbances. Jia et al. [18] manipulated the linear
temporal instability of viscoelastic planar liquid sheets in the presence of gas velocity
oscillations. They found that the absence of shear viscosity, the stress relaxation time, and
the deformation retardation time all affected the unstable regions.

To date, there have been few studies considering the instability of a viscoelastic sheet
in an electric field, especially those that simulated the liquid sheet using the leaky dielectric
model. The present study focused on the linear temporal instability of viscoelastic liquid
sheets subjected to a transverse electric field and explained the physical mechanism using
an energy approach. The influence of various parameters related to the non-Newtonian
characteristics (the elasticity number and the time constant ratio) of the fluid on the stability
of the jet is considered in detail. This research can better understand the mechanism of
liquid film breaking. It has important academic value for science and engineering applica-
tions. In practical engineering applications, such as liquid rocket engines, most propellants
are non-Newtonian fluids. Our contributions were important for two reasons. Firstly,
we considered the effect of electrical properties that were similar to real-world scenarios
alongside the viscoelasticity of the liquid sheet, which has not previously been explored.
Secondly, this study used energy analysis to quantitatively describe the contribution of
various forces, including the electric force and the elastic force, to the sheet stability.

The remainder of this paper is organized as follows. Section 2 describes the theoretical
model and derives the dispersion relation by solving the governing equations and boundary
conditions. Section 3 presents an energy analysis to explain the mechanism of the instability.
Section 4 analyzes the influence of physical parameters. Finally, the conclusions to this
study are presented in Section 5.

2. Theoretical Model

In the case of this paper, the physical model is extracted from the atomization experi-
ment. The liquid film is sprayed into the static air (Ug = 0) from the nozzle, and the electric
field is applied to the external field to study the physical mechanism at the initial stage
of the atomization process. As shown in Figure 1, a viscoelastic sheet moving through an
inviscid gas in a transverse electric field is considered. The coordinates are chosen such that
the x-axis is parallel to the direction of the liquid sheet flow and the y-axis is normal to the
liquid sheet. The leaky dielectric model is employed to describe the electrical properties of
the liquid with finite conductivity and permittivity, while the gas is assumed to be a perfect
dielectric with the associated permittivity in a vacuum. The liquid sheet is characterized by
a viscoelastic model that includes three main parameters: zero shear viscosity μ0, the stress
relaxation time λ1, and the deformation retardation time λ2. Gravity is ignored because the
liquid film is very thin, and gravity is negligible compared to other forces for this model.
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Figure 1. Schematic diagram of moving liquid sheet in an electric field.

In the present case, the relationship between the stress tensor and the velocity field
can be described by the Oldroyd-B constant equation [19,20], which can be written as

τ+ λ1

(
∂τ
∂t + (v · ∇)τ− (∇v) · τ− τ · (∇v)T

)
= μ0

(
.
γ+ λ2

[
∂

.
γ

∂t + (v · ∇)
.
γ− (∇v) · .

γ− .
γ · (∇v)T

])
,

(1)

where τ is the extra stress tensor and
.
γ = ∇v + (∇v)T is the strain rate tensor.

Physical quantities are defined with appropriate values, and the corresponding scales
are presented in Table 1. Both the liquid and the gas are assumed to be incompressible and
the force of gravity is ignored.

Table 1. Scales of dimensionless parameters.

Dimensionless Parameter Meaning Scale

x Distance parallel to the basic flow a

y Distance normal to the basic flow a

t Time a/U

u x-direction velocity U

v y-direction velocity V

φg Gas phase velocity Ua

P0 Basic flow pressure ρlU2

P Liquid phase pressure ρlU2

τ Liquid stress tensor ρlU2

η0 Initial disturbance amplitude a

d Distance from electrode to sheet surface a

λ1 Stress relaxation time a/U

λ2 Deformation retardation a/U

η0 Initial disturbance amplitude a

2.1. Governing Equations

The governing equations for the liquid and gas phases are given as follows. The mass
conservation equations are

∇ · v = 0,−a + η < y < a + η, (2)

∇2φg = 0, y < −a + η ory > a + η, (3)

where the liquid velocity vector is v =
(
u v 0

)
.
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The equations of momentum for the liquid phase are expressed as

∂v

∂t
+ (v · ∇)v = −∇p +∇ · τ,−a + η < y < a + η, (4)

pg = −ρ

[
∂φg

∂t
+

1
2
(∇φg

)2
]

, y > a + η or y < −a + η. (5)

2.2. Solutions for Electrical Field

An electrical potential function V is first introduced to satisfy the Laplace equations
for the gas phase and the liquid phase, which are written as follows:

∇2Vg = 0, (6)

∇2Vl = 0. (7)

The strength of the electrical field can be expressed as

E = −∇V. (8)

The electric boundary conditions for the gas are simple:

Vg = V0, y = a + η,
Vg = 0, y = a + d.

(9)

The electric stress in the liquid phase Tl
e and in the gas Te

g can be obtained as follows:

Tl
e = εElEl − 1

2
δεEl · ElI, Te

g = EgEg − 1
2

δEg · EgI, (10)

where δ is the Kronecker delta and I is the identity matrix.
The boundary conditions for the liquid sheet are much more complicated. The model

requires the continuity of the tangential electrical field strength, Gauss’ law, and the
conservation law of interface charge on the gas-to-liquid surface, which are expressed,
respectively, as

n × (El − Eg
)
= 0 , y = ±a + η, (11)(

ε1El − ε2Eg
) · n = qs, y = ±a + η, (12)

∂qs

∂t
+ v · ∇qs − qsn · (n · ∇) · v − (σEl) · n = qs, y = ±a + η. (13)

2.3. Boundary Conditions

The kinematic boundary conditions for the liquid and gas phases are

∂H
∂t

+ v · ∇H = 0, y = ±a + η, (14)

∂H
∂t

+∇φg · ∇H = 0, y = ±a + η, (15)

where H = y − η(x, t) and H = 0 denote the two gas-to-liquid interfaces.
Because the gas is inviscid and there exists a tangential electrical stress Te

t , the dynamic
boundary condition parallel to the interfaces should be

(n · τ)× n = Te
t , y = ±a + η, (16)

where n = ∇H/|∇H| is the interface unit normal vector.
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The dynamic boundary condition normal to the interface is written as

− p + (n · τ) · n +
1

We
(∇ · n)− ρ

[
∂φgj

∂t
+

1
2

(
∂φgj

∂x

)2

+
1
2

(
∂φgj

∂y

)2
]
= Te

t , y = ±a + η.

(17)

2.4. Linear Stability Analysis

To solve Equations (1)–(17), we employ linear instability analysis [12,13] using the
form of the normal mode. For a sufficiently small disturbance, the following equation
is obtained:

(η, u, v, p,τ,
.
γ, φg, pg, Vg, Vl) =

[η(y), u(y), v(y), p(y),τ(y),
.
γ(y), φg(y), pg(y), Vg(y), Vl(y)] · exp(ikx + ωt),

(18)

where k is the wavenumber and ω is the complex frequency ω = ωr + iωi, where ωr
represents the temporal growth rate of the disturbance and ωi represents the disturbance
frequency). Substituting Equation (18) into Equation (1) yields

τ+ λ1

(
∂τ

∂t
+

∂τ

∂x

)
=

1
Re

[
.
γ1 + λ2

(
∂

.
γ

∂t
+

∂
.
γ

∂x

)]
, (19)

Re1 =
1 + λ1(ik + ω)

1 + λ2(ik + ω)
Re, (20)

where Re1 is the effective Reynolds number for the viscoelastic fluid.
The two modes of liquid film are shown in Figure 2 below. The left figure describes the

pattern in which the upper and lower boundaries are disturbed in the opposite direction,
which is called varicose or symmetric, while the right figure is the pattern in which the
upper and lower boundaries are disturbed in the same direction, which is called sinusoidal
or antisymmetric.

Figure 2. The figure of the liquid sheet “varicose” and “sinuous” modes.

Substituting Equation (18) into Equations (2)–(5) and the constitutive relation in Equation (19),
the solution of the disturbance flow field can be obtained with a set of integration constants, which
can be determined from the boundary conditions in Equations (14)–(17). The requirement of a
nontrivial solution to the linear homogeneous equations leads to the dispersion relation.

Dsin(ω1, k, Re1) = 0, or Dvar(ω1, k, Re1) = 0, (21)

where the subscripts ”sin” and ”var” represent the sinuous (antisymmetric) mode and the
varicose (symmetric) mode, respectively. The two modes exist at the same time for the
sheet instability, and their final expressions are as follows.
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For the sinuous mode, the dispersion relation should be

det(A) = (τ − L2−K2

Re
1+λ·El(iK+Ω)
1+El(iK+Ω)

)(−2 cosh(K))D33

+ε L2−K2

Re
1+λ·El(iK+Ω)
1+El(iK+Ω)

cosh(K)
KDsinh(K)

V0
d D32

+(τ − L2−K2

Re
1+λ·El(iK+Ω)
1+El(iK+Ω)

)V0
d D32

−ε L2−K2

Re
1+λ·El(iK+Ω)
1+El(iK+Ω)

2 cosh(K)D33= 0,

(22)

where
V0
d D32 = −K2+L2

K2−L2 2coth(K) cosh(K)KEu
D2 + 4K2L

(K2−L2)
cosh(K)
tanh(L)

Eu
D2

−2sinh(K)KEu
D2 ,

D33 = − (K2+L2)
2

K
1

Re2 tanh(K) + 4K2L
Re2 tanh(L)− K2

We − ρ Ω2

K .

(23)

Similarly, the varicose mode can be given as

det(A) = (τ − L2−K2

Re
1+λ·El(iK+Ω)
1+El(iK+Ω)

)(−2sinh(K))D′
33

+ε L2−K2

Re
1+λ·El(iK+Ω)
1+El(iK+Ω)

sinh(K)
KD cosh(K)

V0
d D′

32

+(τ − L2−K2

Re
1+λ·El(iK+Ω)
1+El(iK+Ω)

)V0
d D′

32

−ε L2−K2

Re
1+λ·El(iK+Ω)
1+El(iK+Ω)

2sinh(K)D′
33= 0.

(24)

where
V0
d D′

32 = −K2+L2

K2−L2 2tanh(K)sinh(K)KEu
D2 + 4K2L

(K2−L2)
sinh(K)
coth(L)

Eu
D2

−2sinh(K)KEu
D2 ,

D′
33 = − (K2+L2)

2

K
1

Re2 coth(K) + 4K2L
Re2 coth(L)− K2

We − ρ Ω2

K

− (K2+L2)
K2−L2

KEu
D2 tanh(K) + 2K2L

(K2−L2)
Eu
D2 tanh(L) + Eu

D3 .

(25)

3. Energy Budget

To investigate the mechanism of the sheet instability, we conduct an energy budget
analysis [21,22], which can trace the perturbation kinetic energy and the effects of various
forces, especially the elastic force and the electric field force.

Firstly, we linearize the momentum equation and the constitutive relations of the
liquid are as follows:

∂v

∂t
+

∂v

∂x
= −∇p +∇ · τ, (26)

τ =
1

Re
.
γ− λ1

(
∂τ

∂t
+

∂τ

∂x

)
+

λ2
Re

(
∂

.
γ

∂t
+

∂
.
γ

∂x

)
. (27)

Combining Equations (24) and (25), the following equation is obtained

∂v

∂t
+

∂v

∂x
= −∇p +

1
Re

∇2v − λ1∇ ·
(

∂τ

∂t
+

∂τ

∂x

)
+

λ2
Re

∇ ·
(

∂
.
γ

∂t
+

∂
.
γ

∂x

)
. (28)

Secondly, we multiply both sides of Equation (26) by the perturbation velocity v and
integrate over one wavelength λ = 2π/k to get the energy equation. The results can be
written as

.
ek =

.
wp +

.
wvis +

.
wEl +

.
wλ, (29)

where the left-hand side
.
ek represents the rate of change in the kinetic energy of the

disturbance; the terms on the right-hand side represent different mechanisms:
.

wp is the
total contribution of liquid pressure;

.
wvis is the viscous dissipation;

.
wEl is the effect of

elasticity; and
.

wλ is the retardation of the deformation. The specific expressions for these
terms are
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.
ek =

k
2π

∫ 2π
k

0

∫ 1

−1
v ·
(

∂v

∂t
+

∂v

∂x

)
dydx, (30)

.
wp =

k
2π

∫ 2π
k

0

∫ 1

−1
−v · ∇pdydx, (31)

.
wvis =

k
2π

∫ 2π
k

0

∫ 1

−1
v · 1

Re
∇2vdydx, (32)

.
wEl =

k
2π

∫ 2π
k

0

∫ 1

−1
−v · λ1∇ ·

(
∂τ

∂t
+

∂τ

∂x

)
dydx, (33)

.
wλ =

k
2π

∫ 2π
k

0

∫ 1

−1
v · λ2

Re
∇ ·
(

∂
.
γ

∂t
+

∂
.
γ

∂x

)
dydx. (34)

Finally, we substitute Equations (2) and (17) into Equation (29) and the results should be

.
wp =

.
wg +

.
wσ +

.
wτyy +

.
wew +

.
wez, (35)

.
wg =

k
2π

∫ 2π
k

0
ρ

[(
v

∂φg

∂t

)
y=a

−
(

v
∂φg

∂t

)
y=−a

]
dx, (36)

.
wσ =

k
2π

∫ 2π
k

0

1
We

[(
v

∂2η

∂x2

)
y=a

+

(
v

∂2η

∂x2

)
y=−a

]
dx, (37)

.
wτyy =

k
2π

∫ 2π
k

0

[
−(vτyy

)
y=a +

(
vτyy

)
y=−a

]
dx, (38)

.
wew =

k
2π

∫ 2π
k

0

[
−
(

v
2Eu

D3

)
y=a

+

(
v

2Eu

D3

)
y=−a

]
dx, (39)

.
wez =

k
2π

∫ 2π
k

0

[
−
(

v
2KEu

D2 sinh(k)
)

y=a
+

(
v

2KEu

D2 sinh(k)
)

y=−a

]
dx, (40)

where
.

wg is the result of gas pressure;
.

wσ is the effect of surface tension;
.

wτyy is the work
of additional surface stress;

.
wew is the product of the normal electrical force; and

.
wez is the

comprehensive effect of the tangential and normal electrical forces.
In summary, we have

.
ek =

.
wvis +

.
wEl +

.
wλ +

.
wg +

.
wσ +

.
wτyy +

.
wew +

.
wez. (41)

In the Equation (41), the rate of change in the kinetic energy of the disturbance
.
ek represents the degree of instability of the viscoelastic sheet according to the energy
analysis. The more rapidly the kinetic energy grows, the more unstable the sheet becomes.
Additionally, the amount of work performed by any force component can be used to
measure the contribution to the sheet instability. The positivity or negativity of this value
determines the stability or instability of the liquid film, and the magnitude reflects the
contribution to the instability [23].

4. Results and Discussion

4.1. Basic Case

In view of reality, the magnitude range of physical property parameters of viscoelastic
fluid was selected by referring to relevant parameters in previous literature [24], and we
adopted one set of real fluid parameters (PIB Boger 4000 ppm [24] and air) for analysis.
According to the physical properties of the fluid, the following dimensionless values were
chosen to discuss the basic case see (Table 2), which are displayed as
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[El, λ, Re, We, ρ, Eu, ε, τ, D] = [1, 0.5, 100, 400, 0.0012, 5, 0.0125, 5, 40]. (42)

Table 2. Definitions of dimensionless numbers and their appropriate values.

Dimensionless Number Definition Appropriate Values

Weber number We = ρlU2a/γ 100 ∼ 1000

Reynolds number Re = ρlUa/μ 1 ∼ 1000

Gas-to-liquid density ratio ρ = ρg/ρl 0.001 ∼ 0.1

Electrical Euler number Eu = ε1V2
0 /ρlU2a2 0 ∼ 10

Electrical relaxation time τ = σU/ε1a 0.1 ∼ 107

Dielectric constant ratio ε = ε2/ε1 0.01 ∼ 1

Dimensionless distance D = d/a 10 ∼ 50

Elasticity number El = λ1μ0/ρl a2 = λ1/Re 1 ∼ 5

Time constant ratio λ = λ2/λ1 0 ∼ 1

In addition, Table 2 introduces some dimensionless numbers and their appropriate values.
Figure 3 illustrates the dispersion relations for Oldroyd-B and Newtonian fluid sheets

in the electric field under the sinuous and varicose modes. In both modes, the growth rates
are greater when the sheet is a non-Newtonian fluid. The sheet becomes more unstable
when non-Newtonian rheological properties are considered. In this sense, research on
the instability of a viscoelastic liquid sheet could identify potential methods for breaking
liquid sheets into droplets. Additionally, in the varicose mode, there is greater discrepancy
between the two kinds of fluids. Overall, the sinuous mode plays a leading role in the
sheet instability of the two fluids. However, the unstable areas are almost the same for both
modes. The following sections analyze the effects of the physical properties of the sheet on
its instability.

Figure 3. Temporal instability of an Oldroyd-B and Newtonian fluid sheet in the electric field for
sinuous and varicose modes.

4.2. Electrical Properties

This section explores the influence of the electric field strength (Eu, D), the relaxation
time of the surface charge (τ), and electric permittivity (ε) on the sheet instability.

The effect of the electric strength Eu on the sheet instability is depicted in Figure 4. It
can be observed obviously that the electric strength causes the liquid sheet to become dra-
matically more unstable in both modes. Furthermore, the unstable range of the wavenum-
ber widens as the electric strength increases. It can be seen that the maximum unstable
growth rate for the sinuous mode is greater than that for the varicose mode, indicating
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that the sinuous mode plays a dominant role in the sheet instability. A liquid sheet with
a larger maximum unstable growth rate can behave with greater instability. The dom-
inant wavenumber is slightly larger in the varicose mode. According to the studies of
Yin [21] et al., increasing the Eu can promote the breakup process and obtain a smaller main
drop size.

  
(a) (b) 

  
(c) (d) 

Figure 4. Effects of Eu on (a) sheet instability for sinuous mode, (b) sheet instability for varicose
mode, (c) maximum growth rate, and (d) dominant wavenumber.

The effect of the dimensionless distance D on the instability of the viscoelastic liquid
sheet is further studied in the present study, as shown in Figure 5. According to Equation (8),
the electric strength increases sharply as D decreases. In this situation, it is easy to conclude
that the sheet could become much more unstable in both modes if the distance between
the electrodes was decreased, as the unstable area would widen considerably (Figure 4).
Note that the varicose mode is more sensitive to variations in D. In brief, the electrical force
accelerates the sheet’s breakup. The mechanism is complicated because the sheet has been
formulated using the leaky dielectric model. According to recent studies, decreasing the
distance is beneficial to obtain a smaller main drop size after the breakup process. This is
discussed in detail in Section 4.3.

The fluid conductivity is represented by the electrical relaxation time τ and the relative
electrical permittivity ε. In fact, the effects of τ and ε are limited, which has been reported
in previous studies [23], because the two parameters only influence the conductive term of
the surface charge conservation in Equation (13). Compared with the electrical relaxation
time τ, the relative electrical permittivity ε has a slightly greater effect because it is included
in the electric field strength. As Figure 6 shows, enhancing ε causes the maximum growth
rate ωmax to increase. In this sense, the relative electrical permittivity is an unstable factor
for a sheet.
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(a) (b) 

Figure 5. Effects of D on sheet instability for (a) sinuous mode and (b) varicose mode.

 

Figure 6. Effects of ε on sheet instability for sinuous and varicose modes.

4.3. Rheological Properties

This section explores the effect of the sheet rheological properties, including the
elasticity and time constant ratio, on sheet instability.

Liquid elasticity is an important parameter in the stability of the sheet. Figure 7
displays curves of the temporal growth rate varies with the wavenumber. It can be seen
clearly that the temporal growth rate increases as the elasticity number increases. The
results suggest that the elasticity has a destabilizing effect on the viscoelastic sheet. The
effect of the elasticity number in the linear analysis can be explained by the equation in
Table 2: increasing El results in an increase in λ1, leading to a larger effective Reynolds
number. Figure 7 also shows that the temporal growth rate varies only slightly for different
elasticity numbers, so the destabilizing effect of viscoelasticity is weak according to linear
analysis. Further aspects of the mechanism of the elasticity number El on the linear
temporal growth rate ω are examined in Section 4.4.

  

Figure 7. Effects of El on sheet instability for sinuous and varicose modes.
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In the present study, the time constant ratio is defined as the ratio of the deformation
retardation time λ2 to the stress relaxation time λ1. Figure 8 illustrates the effects of the time
constant ratio on sheet instability under the sinuous and varicose modes, respectively. It can
be seen obviously that the temporal growth rate decreases with an increasing time constant
ratio. It means that the viscoelastic planar liquid sheet behaves with greater stability as the
time constant ratio increases, i.e., decreasing the time constant ratio promotes the breakup
process of the liquid sheet. Figure 8 also shows that the time constant ratio has a relatively
large effect. As the stress tensor of a viscoelastic liquid sheet can be increased by enlarging
the deformation retardation time λ2, according to Equation (1), the liquid sheet will become
more unstable. The effects of other properties, such as viscosity, surface tension, and density,
are well-known [9,10,16], so a detailed description is omitted here.

  

Figure 8. Effects of λ on sheet instability for sinuous and varicose modes.

4.4. Mechanism Analysis

In this section, an energy budget is derived to explain the mechanism of the onset of
instability. For the sinuous mode, the rates of change in the kinetic energy and various
forces are shown as a function of the wavenumber at the onset of instability (t = 0) in
Figure 9, according to Equation (39) in Section 3. Firstly,

.
wez,

.
wew,

.
wg,

.
wEl are positive,

so the electrical strength, ambient gas, and elasticity have a destabilizing effect, which
explains the trend in the temporal growth rate identified in Sections 4.2 and 4.3. In contrast,
.

wλ,
.

wσ,
.

wvis are negative, so deformation retardation, surface tension, and viscosity have
a stabilizing effect. This explains the phenomenon observed in Section 4.3, whereby an
increase in the time constant ratio λ reduces the temporal growth rate ω. Additionally,
.

wτyy is very small, but positive, so it slightly destabilizes the sheet. Secondly, the absolute
values of

.
wσ,

.
wez are much greater than those of the other forces, so the electric force and

aerodynamic force dominate the sheet instability. The magnitudes of
.

wλ,
.

wg,
.

wEl are also
considerable, so they are secondary factors in the instability of the viscoelastic sheet.

 

Figure 9. Rates of change in kinetic energy and various forces for sinuous mode.
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The present study focuses on the influence of viscoelasticity and electric strength on
instability, so the effects of the elasticity number El, time constant ratio λ, and electrical
Euler number Eu are further examined in Figures 10–12. Generally, the rates of all forces
exhibit minor variations with respect to the elasticity number, as shown in Figure 10. As the
elasticity number increases,

.
wez,

.
wew,

.
wEl increase, whereas

.
wσ decreases slightly, but the

absolute value of the rate of change in kinetic energy increases, which means that the force
created by elasticity does more work to enhance the instability as the elasticity increases.
However, this provides a limited explanation for the effect of elasticity on the temporal
growth rate shown in Figure 6, whereby ω increases slightly as El increases.

 

Figure 10. Effect of elasticity number El on the rate of change in the kinetic energy and other forces.

 
Figure 11. Effect of time constant ratio on rate of change in the kinetic energy and other forces.

 

Figure 12. Effect of electrical Euler number Eu on rate of change in kinetic energy and other forces.
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The effect of the time constant ratio λ is shown in Figure 11. The kinetic energy and
other forces vary considerably as λ changes. Firstly, as λ increases,

.
wEl ,

.
wσ increase while

.
wez,

.
wg,

.
wλ decrease. The other forces remain basically unchanged. Note the significant

change in the kinetic energy, which implies that the time constant ratio effectively enhances
the sheet instability, as shown in Figure 7. Secondly, increasing the time constant ratio
weakens the effect of the electric force. Finally, as λ increases,

.
wEl increases markedly,

whereas
.

wλ decreases rapidly. The elasticity enhances the instability, but is not sufficient to
compensate for most of the energy dissipated by deformation retardation. As a result, the
time constant ratio stabilizes the sheet.

Figure 12 displays the effect of the electrical Euler number Eu on the rate of change
in the kinetic energy and other forces. When Eu increases, the

.
wez,

.
wg increase, while

.
wEl ,

.
wσ decrease. Note that

.
wez grows rapidly as Eu changes, resulting in the kinetic energy

increasing dramatically. Thus, the electric force is a leading factor in the instability of the
sheet, as illustrated by Figure 4. It is worth noting that

.
wEl decreases markedly as Eu

increases, which reduces the destabilizing effect of the liquid elasticity on the sheet. In this
sense, the effect of surface tension has been enhanced.

5. Conclusions

The present study made two main contributions. Firstly, using temporal linear analysis,
the instability of a non-Newtonian liquid sheet moving through inviscid gas in a transverse
electrical field was studied with the leaky dielectric model. Secondly, an energy budget
was used to investigate the mechanism of sheet breakup. The results presented herein
explained the interaction between the electric field and the rheological properties.

The electric field strength and liquid elasticity caused the liquid sheet to be dramati-
cally unstable in both sinuous and varicose modes. Furthermore, the unstable range of the
wavenumber widened as the electric strength increased. A viscoelastic planar liquid sheet
behaved with greater stability as the time constant ratio increased.

According to the energy budget, the aerodynamic forces, electrical forces, and liquid
elasticity enhanced the sheet instability by doing positive work, whereas the surface tension,
viscous stresses, and deformation retardation performed negative work, indicating their
stabilizing effects. The electrical force was the most significant destabilizer of the sheet
under the leaky dielectric model. Additionally, increasing the time constant ratio weakened
the effect of the electric force, while the electric force could reduce the destabilizing effect
of liquid elasticity on the sheet.
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Abstract: To improve the low aerodynamic efficiency and reduce the high energy consumption
of a single-stage circulation control wing, a multistage circulation control wing was designed. By
combining force measurement and particle image velocimetry (PIV), the aerodynamic and flow-field
characteristics of an aerofoil were investigated with respect to the increase in the number of blowing
slots, changes in the blowing coefficient, and different blowing ratios for three slots. The force mea-
surement results revealed that the maximum lift-to-drag ratio resulting from simultaneous blowing
into the three slots increased by 95.3% compared with that in the absence of circulation control. With
an increase in the blowing coefficient, two stages were observed: separation control and supercircula-
tion control. In the separation control stage, the lift and drag coefficients significantly increased and
decreased, respectively. In the supercirculation control stage, the lift coefficient gradually increased
with the blowing coefficient, whereas the drag coefficient remained unchanged. When the blowing
ratio (blowing flow ratio of three slots) in the three slots was 3:1:2, the maximum lift-to-drag ratio of
the wing could reach 143.48%. The effects of different slot positions on the aerodynamic control were
found to vary. The effects of Slot.1 and Slot.3 in terms of the drag reduction and lift, respectively, were
evident, and the influence of Slot.2 on blowing between these two slots played a role in jet relay. The
PIV results revealed that multistage blowing circulation increased the curvature of the trailing-edge
streamline, thus increasing the equivalent aerofoil camber and improving the wing lift. At a high
angle of attack, this circulation demonstrated a flow separation control effect.

Keywords: wind turbine; circulation control; lift enhancement; wind tunnel experiments; PIV

1. Introduction

Environmental pollution and other problems have become more severe owing to the
global energy crisis. Consequently, environmental pollution, energy conservation, and
emission reduction have gained more attention. Wind power, as one of the clean energy
sources, has attracted considerable interest. Wind power generation is a type of power
production method that converts the kinetic energy of wind into electrical energy through a
wind turbine. Wind turbine blades, which are important in capturing wind energy, directly
affect the utilisation rate of energy [1]. Study results indicate that the best approach to
improve the utilisation rate of wind energy is to increase the aerodynamic efficiency of
wind turbine blades.

With the development of flow control technology, an increasing number of flow control
methods have been used to improve the aerodynamic efficiency of wind turbine blades [2].
Currently, the main flow control methods include blowing/suction, synthetic jets, vortex
generators, slotted aerofoils, bionic nodes, grooves, and tip winglets [3,4].

Zhang et al. [5] adopted synthetic jet technology to replace the traditional blowing
control mode to improve the aerodynamic performance of wind turbine blades; however,
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the lift increment obtained was evidently insufficient. Stalnov et al. [6] applied zero-mass
jet technology to wind turbine blades to increase the lift. Experiments reveal that the
zero-mass jet can double the maximum lift coefficient of the aerofoil; however, the lift
force barely increases in the linear segment of the lift. Krentel et al. [7] constructed the
trailing edge of an aerofoil into a stepped and zigzag shape and relieved the periodic vortex
shedding of the trailing edge of the aerofoil using a passive flow control method to achieve
drag reduction. Remarkably, this control method reduced the drag by 29%; however, it
also lowered the lift. Kotsonis et al. [8] placed the plasma controller on the round trailing
edge of the aerofoil. Through force measurement experiments, they found that the lift
could be increased by a maximum of 20% only when the magnitude of the angle of attack
approached the angle corresponding to the occurrence of stall.

Circulation control is currently the most widely used active flow control technology
and has great potential for improving the aerodynamic performance of aerofoils. It is
primarily implemented through the trailing-edge open-air blowing slot using tangential
flow to produce the Coanda effect [9] (i.e., the delay in boundary layer separation [10]
and the increase in circulation along an aerofoil [11]), consequently increasing the lift. The
circulation control device is composed of Coanda trailing edge, air blowing slot and air
compression chamber as the main control components [12]. Currently, the circulation
control technology can be used not only to improve the aerodynamic performance of
aerofoils but also to reduce noise [13,14].

Compared with other flow control technologies, the boundary layer entrained by the
Coanda face jet was found to prevent the separation of the tail airflow [15,16], significantly
contributing to the control of boundary layer separation [17]. Moreover, the jet adheres to
the circular surface without separation because of the equilibrium between the centrifugal
force of jet gas molecules and the local pressure drop [18]. As the blowing speed increases,
the two stagnation points continue to move, resulting in considerable circulation [19]. As
the blowing air separates from the arc surface, it mixes with the mainstream, resulting in a
downward deflection of the streamline; this is similar to the lift system of a conventional
rudder surface [20] shown in Figure 1. At the same time, the parameters such as the
blowing coefficient, the size of the blowing slot and the location of the blowing slot also
affect the lifting efficiency of the circulation control.

Figure 1. The influence of Coanda effect on streamlines and the concept of circulation control.

The studies on the efficiency of circulation control technology show that circulation
control aerofoils have a significant lifting effect compared with traditional aerofoils. Englar
et al. [21–24] systematically studied the circulation control technology. The results show
that under certain blowing conditions, the lift gain of the aerofoil using circulation control
technology is two to three times higher than that of the traditional aerofoil. Xu et al. [25,26]
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studied the effects of a circulation control device on the aerofoil of a wind turbine. They
found that the use of circulation control technology increased the lift and reduced the drag.
Although increasing the blowing coefficient or decreasing the height of the blowing gap
can further enhance the aerodynamic efficiency, more external energy is consumed.

Numerous studies have been conducted on circulation control technology in terms
of theory and application. However, most of the current single-stage circulation control
technologies must satisfy the conditions of high-speed jet flow at the blowing slot; this,
in turn, requires significant energy consumption. To resolve this, a multistage circulation
control aerofoil was developed in this study. Through pneumatic measurement and a
particle image velocimetry (PIV) experiment, the advantages of the proposed multistage
circulation control were compared. The aerofoil aerodynamic characteristics, which vary
with the blowing coefficient and ratio of multistage circulation control, were obtained.
Moreover, the effectiveness of the multistage cycle control and changing blowing conditions
in improving the aerodynamic efficiency of the wind turbine aerofoil was verified.

The structure of this paper is as follows. The first part introduces the advantages
and disadvantages of most flow control technologies used to improve the aerodynamic
performance of wind turbine blades. The advantages of circulation control technology and
the problems encountered in the application of single-stage circulation control technology
are introduced. The second section introduces the experimental model and conditions.
The analysis of force measurement results and their discussion in terms of three aspects
(varying the number of blowing slots, blowing coefficient, and blowing proportion) are
presented in the third section. The fourth part elaborates on the study of the flow control
mechanism of the trailing edge when the number of blowing slots, blowing coefficient, and
blowing ratio are modified. The fifth part summarises the study.

2. Experimental Equipment and Programme

2.1. Wind Tunnel Experimental System

The experiment was conducted in the low-turbulence direct-flow wind tunnel of
the Key Laboratory of Fluid and Power Machinery of the Ministry of Education, Xihua
University. The dimensions of the experimental section were 2.0 m × 0.3 m × 0.5 m
(length × width × height), the turbulence of the wind tunnel was less than 0.5%, the
airflow deviation angle was less than 0.5◦, and the adjustable steady wind speed was
5–35 m/s. The wind tunnel experimental system is shown in Figure 2.

Figure 2. Wind tunnel experiment system and experiment arrangement.

To avoid the influence of gravity and other impact forces on the force measurement
data when the blowing pipe was connected with the air inlet, in the experiment, the
blowing pipe was fixed to the mobile platform and then connected to the air source.
The aerodynamic measurement results recorded when the pipe was connected and not
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connected to the wing are shown in Figure 3. In the two cases, the lift and drag coefficients
of the wing were observed to be fundamentally the same, indicating that the installation of
the blowing pipe has no influence on the aerodynamic measurement.

Figure 3. Influence of air pipe on aerodynamic force. (a) Lift coefficient. (b) Drag coefficient.

Similarly, to avoid the influence of air intake on the flow field, the wingspan was
296 mm, which also avoided collision between the wing and the wall of the wind tunnel
and eliminated the influence on the force measurement results. Moreover, the air intake
was extended outside the wind tunnel and then connected to the blowing pipe. Thus, the
influence of air inlet on the flow field was effectively avoided.

As shown in Figure 4a, the experiment was to modify the pointed trailing edge of
the original Clark-Y airfoil into a circular trailing edge with a radius of 4.5 mm, and the
modified airfoil chord length was 228 mm. The modified Clark-Y airfoil was used to
design a two-dimensional equivalent wing with a length of 296 mm. The Clark-Y airfoil
was selected in the experiment mainly because of its large lift-to-drag ratio and good
stall performance. The multistage circulation control device is shown in Figure 4b. The
design of the air inlet and the three layers of the compressed air chamber could realise the
independent blowing control of the three slots. The trailing-edge shape, blow slot position,
and PIV experimental shooting area are shown in Figure 4c. The trailing-edge radius was
4.5 mm, and three slots were open from top to bottom. The height (h) of the slots was
0.4 mm (h/c = 0.0018). Slot.1 was located at the beginning of the rear edge of the arc; Slot.2
was located 31.3% below the arc; and Slot.3 was located 69.9% below the position of the arc.
In this experiment, single-slot blowing means that the trailing edge opens only one blowing
slot (Slot.1). Double-slot blowing indicates that the trailing edge opens two blowing slots
(Slot.1 and Slot.2). Three-slot blowing denotes that the trailing edge opens three blowing
slots (Slot.1, Slot.2, and Slot.3). The wings and the multistage circulation control device are
all 3D printed in one piece.

A high-pressure centrifugal fan was used to supply air to the blowing device. The
maximum flow was 330 m3/h, and the dynamic pressure was 36 kPa. The fan outlet was
divided into three outputs. The high precision flow meter was connected to the fan outlet
and model inlet. The different flow sizes were controlled by adjusting the flow meter.
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Figure 4. Multistage circulation control model. (a) Drawing of experimental model. (b) Multistage
circulation control device. (c) Internal section view of wing trailing-edge and PIV shooting area.

To describe the blowing volume and facilitate comparison, the blowing coefficient, Cμ,
is calculated as follows:

Cμ =

.
mUJ

0.5ρ∞U2
∞S

(1)

where
.

m is the jet mass flow rate; UJ is the jet velocity, which is calculated by flow meter
reading and jet outlet area; ρ∞ is the free-stream density; U∞ is the free-stream velocity;
and S is the reference area of the wing. The blowing coefficient, Cμ, is the ratio of the
momentum flux of the jet to that of the free-stream.

2.2. Aerodynamic Force and Flow-Field Measurement System

The force measurement system mainly includes a DH8300N dynamic signal acquisition
system, balance, connecting piece, and rotating mechanism. The measurement range,
calibration accuracy and calibration accuracy of the six-component box strain balance used
in this experiment are shown in Table 1.

Table 1. Measurement range, calibrated precision, and accuracy of the balance.

X
(kg)

Y
(kg)

Z
(kg)

Mx
(kg·m)

My
(kg·m)

Mz
(kg·m)

Force 5 20 5 1 1 3

Precision (%) 0.48 0.31 0.5 0.27 0.3 0.42

Accuracy (%) 0.18 0.2 0.2 0.1 0.085 0.19
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To verify the stability of the force measurement system, five experiments were repeat-
edly conducted when the experimental wind speed was 8 m/s, and the trailing edge was
not blown. The experimental results are shown in Figure 5. The calculated repeatability
errors of the lift and drag coefficients were 0.971% and 0.616%, respectively, indicating that
the experimental system was stable and reliable.

Figure 5. Results of repeated experiments. (a) Lift coefficient. (b) Drag coefficient.

When measuring the aerodynamic force under the circulation control, due to the
proportion of the jet reverse thrust FJet to the aerodynamic force FAerodynamic of the model
body under typical working conditions FJet/FAerodynamic ≈ O

(
10−3), this paper ignores the

influence of the jet reverse thrust on the aerodynamic force in the analysis.
High-time resolution PIV measures the velocity distribution on the wing surface and

wake. The speed measurement system includes a Fastcam AX-100 high-speed camera
(1024 pixel × 1024 pixel (12 bits)) (Motion Engineering Company, Westfield, IN, USA),
Nikon 85 mm lens, Vlite-Hi-527 double-pulse laser (energy: 20 mJ; output wavelength:
532 nm) (Beamtech Company, Beijing, China), tracer particle generator (Dongfang Fluid
Measurement Technology Co., Ltd., Beijing, China), computer and an ILA synchroniser
(pulse interval: 30 μs) (ILA 5150 Company, Rotter Bruch 26a 52068 Aachen, Germany).

The ILA synchroniser controls the digital synchronisation between the high-speed
cameras and lasers. The smoke particle generator produces approximately 1 μm oil droplets
in the flow field. The laser generates an approximately 1 mm thick slice of light. After
calibration, the physical space size of the camera shooting area was 121 mm × 121 mm, so
the pixel ratio was 0.118 mm/pixels. Due to the limitation of the laser range, it also captured
the region where x/c = 1 as the reference at the trailing edge, and the flow direction was
from x/c = 0.8 to x/c = 1.2, and the vertical direction was from y/c = −0.11 to y/c = 0.125 area
(length 91.2 mm, width 53.8 mm). The camera shooting frequency was 2000 Hz, the
recording time was 4 s, and 8000 consecutive images were recorded. The PIV-view software
was used to process the original images, and a cross-correlation algorithm was adopted.
The interrogation window was 64 × 64, and the overlap rate was 50%.

3. Analysis and Discussion of Experimental Results of Force

3.1. Influence of Number of Slots on Aerodynamic Characteristics

To study the influence of different numbers of slots on the wing aerodynamic force,
a force measurement experiment with a variable number of slots was conducted. In the
experiment, the single slot blowing generated a jet at Slot.1, and Slot.2 and Slot.3 were
closed. Two slot blowing produced jets at Slot.1 and Slot.2, and closed Slot.3. Table 2
lists the experimental parameters for the variable number of slots. The total input flow
was consistently maintained, and the input flow of each slot was evenly distributed. The
experimental wind speed was 8 m/s, and the Reynolds number was 1.21 × 105.
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Table 2. Experimental parameters of variable number of slots.

Single-Slot Blowing Test Double-Slot Blowing Test Three-Slot Blowing Test

Slot Slot.1 Slot.2 Slot.3 Slot.1 Slot.2 Slot.3 Slot.1 Slot.2 Slot.3

Total flow, Q
(m3/h) 41.91 41.91 41.91

Flow rate, Q, of
each slot (m3/h) 41.91 / / 20.95 20.95 / 13.97 13.97 13.97

The aerodynamic results of the wing when the total input flow was Q = 41.91 m3/h
and the number of blowing slots of the trailing edge changes are shown in Figure 6.
The lift coefficient and lift-to-drag ratio increased with the number of slots, as shown
in Figure 6a,c, respectively. The maximum lift-to-drag ratios corresponding to single-
slot blowing, double-slot blowing, and three-slot blowing increased by 13.2, 21.5, and
95.3%, respectively, compared with those in the absence of blowing. The drag coefficient
significantly decreased when three slots were simultaneously used, as shown in Figure 6b.

Figure 6. Comparison of wing aerodynamic characteristics with different numbers of slots
(U∞ = 8 m/s and Q = 41.91 m3/h). (a) Lift coefficient. (b) Drag coefficient. (c) Lift-to-drag ratio.

The multistage circulation control (double-slot and triple-slot blowing) can further
enhance the aerodynamic force of the wing compared with the single-stage circulation con-
trol (single-slot blowing) under the premise that the amount of external energy consumed
is the same.

3.2. Influence of Blowing Coefficient on Aerodynamics of Wing with Circulation Control

According to the force measurement experiment with a variable number of slots,
under the same input flow rate, the best control effect is achieved when the three slots
are simultaneously blown. Accordingly, the effect of varying the blowing coefficient
on the aerodynamic performance of the wing was studied when the three slots were
concurrently blown.

Air was independently supplied to the three slots during the experiment, and the
same flow rate was applied. The experimental conditions are summarised in Table 3. The
experimental wind speed was 8 m/s, and the Reynolds number was 1.21 × 105.
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Table 3. Experimental parameters of variable blowing coefficient.

Total Flow
Q (m3/h)

Q-Slot.1 Cμ-Slot.1 Q-Slot.2 Cμ-slot.2 Q-Slot.3 Cμ-slot.3

0 0 0 0 0 0 0

41.91 13.97 0.01 13.97 0.01 13.97 0.01

59.28 19.76 0.02 19.76 0.02 19.76 0.02

72.57 24.19 0.03 24.19 0.03 24.19 0.03

83.82 27.94 0.04 27.94 0.04 27.94 0.04

93.72 31.24 0.05 31.24 0.05 31.24 0.05

118.53 39.51 0.08 39.51 0.08 39.51 0.08

132.54 44.18 0.1 44.18 0.1 44.18 0.1

The aerodynamic characteristic curves of the wing with different blowing coefficients
recorded, when the three slots were simultaneously blown into, are shown in Figure 7. The
lift coefficient curve of the wing gradually shifted upward when the blowing coefficient
increased, and the maximum lift coefficient increased from 1.15 (without blowing) to
1.81 (Cμ-Slot.1 = Cμ-Slot.2 = Cμ-Slot.3 = 0.1), as shown in Figure 7a. The drag coefficients in
the presence of blowing were smaller than those in the absence of blowing, as shown in
Figure 7b. As shown in Figure 7c, the lift-to-drag ratio also increased significantly with
the increase in the blowing coefficient. The results show that an increase in the blowing
coefficient had a significant effect on improving the wing aerodynamic performance under
the action of simultaneous blowing of the three slots.

Figure 7. Aerodynamic curves of wing characteristics with different blowing coefficients
(U∞ = 8 m/s). (a) Lift coefficient. (b) Drag coefficient. (c) Lift-to-drag ratio.

As shown by the CL–Cμ curve in Figure 8a, the wing lift coefficient gradually increased
with the blowing coefficient; however, the slope of the lift coefficient curve decreased after
Cμ-Slot.1 = Cμ-Slot.2 = Cμ-Slot.3 = 0.04. As shown by the CD–Cμ curve in Figure 8b, the drag
coefficient did not monotonically decrease; instead, it increased after the blowing coefficient
reached Cμ-Slot.1 = Cμ-Slot.2 = Cμ-Slot.3 = 0.03 and then finally flattened out. The CL/CD–Cμ

curve in Figure 8c shows that the slope of the lift-to-drag ratio curve reached the maximum
at a small angle of attack and tended to be gentle as the angle of attack gradually increased.
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Figure 8. Wing aerodynamic characteristic curve with increasing blowing coefficient (U∞ = 8 m/s).
(a) Lift coefficient. (b) Drag coefficient. (c) Lift-to-drag ratio.

This is a typical phenomenon in which the lift and drag coefficients of a circulation
control aerofoil appear to be critical points as the blowing coefficients increase [27]. At
critical points, the blowing coefficients are also critical values. The critical point is preceded
by the separation control stage; that is, when the blowing coefficient gradually increases,
the jet separation position moves downward along the Coanda surface under the action of a
high-speed jet and gradually moves away from the slot. After attaining the critical point, the
supercirculation control stage follows (i.e., the separation position of the jet does not vary
with the increase in the blowing coefficient). Compared with the supercirculation control
stage, the effect of lift increase and drag reduction on the separation control stage was better.

3.3. Effect of Different Proportions of Air Blowing on Wing Aerodynamics

The experiment on the blowing coefficient showed that increasing this coefficient
could improve the lift and reduce the drag. However, as the blowing coefficient increased,
the external input flow gradually increased, also increasing the energy consumption and
weakening the lifting effect in the supercirculation control. Therefore, increasing the blow-
ing coefficient has a specific limit in improving the aerodynamic performance of the wing.
Accordingly, the aerodynamic efficiency of the wing under multistage circulation control
must be enhanced without increasing the energy consumption, and the efficiency of each
slot must be maximised. To accomplish this, an experiment in which the flow distribution
of the three slots was varied when the total input flow was constant was conducted.

To evaluate the contribution of the different slots to the aerodynamic force of the wing,
three slots were independently blown into. Then, a combined blowing control experiment
on the three slots was performed.

3.3.1. Individual Blowing Experiments for Each Slot

In the experiment, air was independently supplied to the three slots at the same flow
rate. The experimental conditions are summarised in Table 4. The experimental wind speed
was 8 m/s, and the Reynolds number was 1.21 × 105.

Table 4. Experimental parameters of independent blowing of three slots.

Slot.1
Independently Blown

Slot.2
Independently Blown

Slot.3
Independently Blown

Slot Slot.1 Slot.2 Slot.3 Slot.1 Slot.2 Slot.3 Slot.1 Slot.2 Slot.3

Total flow,
Q (m3/h) 27.94 / / / 27.94 / / / 27.94

Cμ 0.04 / / / 0.04 / / / 0.04
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The aerodynamic characteristic curves of the wing without blowing and with each
slot blown separately are shown in Figure 9. The lift coefficient curves for each slot blown
separately are shown in Figure 9a. The minimum and maximum lift coefficients were
attained at Slot.1 and Slot.3, respectively. The increase in lift in Slot.1 was small because
its position was close to the suction surface, the entrainment effect of the slot jet on the
mainstream was weak, and the jet was prematurely separated from the Coanda surface. In
contrast, the lift increased in Slot.3 because its position was close to the pressure surface,
and the jet flow increased the circulation around the aerofoil.

Figure 9. Aerodynamic curve of wing with each slot independently blown (U∞ = 8 m/s,
Q = 27.94 m3/h). (a) Lift coefficient. (b) Drag coefficient. (c) Lift-to-drag ratio.

The drag coefficients of the three independently blown slots are compared in Figure 9b.
The drag coefficients were minimum and maximum when Slot.1 and Slot.3 were subjected
to blowing. Because Slot.1 is close to the suction surface, more energy is added to the
boundary layer during blowing. This delays flow separation and reduces the drag on
the wing. In the independent blowing experiment on the three slots, the drag reduction
effect was excellent when Slot.1 was blown, whereas the increase in lift was evident when
Slot.3 was blown.

3.3.2. Results of Experiment on Different Blowing Ratios for Three Slots

In the experiment with different blowing ratios, air was independently supplied to
the three slots. In other words, the total input flow was fixed, and the input flow of
each slot was allocated according to different proportions. The experimental conditions
are summarised in Table 5. The experimental wind speed was 8 m/s, and the Reynolds
number was 1.21 × 105.

Table 5. Experimental parameters of different blowing proportions.

Total Input
Flow, Q (m3/h)

Flow Rate, Q, through Each Slot (m3/h)
Blowing Ratio

Slot.1 Slot.2 Slot.3

41.91 13.97 13.97 13.97 1:1:1

41.91 10.47 10.47 20.95 1:1:2

41.91 6.98 13.97 20.94 1:2:3

41.91 20.94 13.97 6.98 3:2:1

41.91 20.94 6.98 13.97 3:1:2

The characteristic aerodynamic curves of the wing when the three slots were blown at
different proportions when the total input flow, Q = 41.91 m3/h, are shown in Figure 10.
When the five blowing ratios shown in the figure were compared, the best control effect
was observed when the 3:1:2 ratio was adopted. When the blowing ratios were 1:1:1 and
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3:1:2, the maximum lift-to-drag ratios increased by 97.1 and 143.48%, respectively. The
lift coefficient was highest when the blowing ratio was 1:2:3; however, the lift-to-drag
ratio was low. This is because Slot.3 is close to the pressure surface, and the blowing flow
distribution is considerable in this slot, thus increasing the lift. However, Slot.1 has a low
flow distribution and no substantial drag-reduction effect; consequently, the lift–drag ratio
does not significantly increase. These results are consistent with the conclusions of the
slot-independent blowing experiment.

Figure 10. Wing aerodynamic characteristic curves at different blowing ratios (U∞ = 8 m/s,
Q = 41.91 m3/h). (a) Lift coefficient. (b) Drag coefficient. (c) Lift-to-drag ratio.

The slots have the following advantages. Slot.1 reduces the wing drag, Slot.2 has a
transfer jet effect that inhibits the premature separation of the jet from the arc surface, and
Slot.3 moves the stagnation point at the trailing edge further down, thus increasing the
circulation and lift.

4. Mechanism of Multistage Circulation Control

This section mainly discusses the flow-field structure of the trailing edge when the
experimental wind speed is 8 m/s and the Reynolds number is 1.21 × 105. The flow
mechanism was analysed under the conditions of increasing the number of slots, increasing
blowing coefficient, and varying blowing ratio.

4.1. PIV Flow-Field Effect on Wing Aerodynamics at Different Number of Slots

In the flow experiment, the trailing edge was captured with no blowing and with
single-slot blowing, double-slot blowing, and three-slot blowing under the condition that
the total input flow was Q = 41.91 m3/h.

4.1.1. Control Mechanism of Variation in Number of Slots at a Low Angle of Attack

The time-averaged flow-field diagram of blowing air resulting from the increase in the
number of trailing slots and when the angle of attack was 0◦ is shown in Figure 11. The
flow-field diagram of blowing air with the angle of attack at 0◦ and increasing number
of trailing slots is shown in Figure 11. According to the velocity cloud and streamline
distribution, the trailing edge exhibited a distinct flow separation phenomenon without
air blowing. This occurs because the trailing edge is modified compared with a normal
aerofoil (blunt leading edge and pointed trailing edge). As the number of slots increased,
the flow separation zone and range decreased. The deflection curvature of the trailing-edge
streamlines was also found to increase with the number of slots.
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Figure 11. Comparison of velocity cloud and streamline diagrams at different numbers of slots
(U∞ = 8 m/s, AoA = 0◦). (a) No slot. (b) Single slot. (c) Two slots. (d) Three slots.

The flow separation moved downward along the surface under the influence of the
Coanda effect with the increasing number of blowing slots. First, multiple-slot blowing
had a relay effect. This influence intensifies the shear action of blowing, accelerates the flow
near the jet, and increases the downward bending of the streamlines near the trailing edge.
Consequently, the equivalent aerofoil camber changes, increasing the circulation around
the aerofoil, which in turn increases lift.

4.1.2. Control Mechanism of Variation in Number of Slots at High Angle of Attack

The time-averaged flow-field diagram of blowing air resulting from the increase in the
number of trailing slots and when the angle of attack was 20◦ is shown in Figure 12. When
blowing was not applied (Figure 12a), flow separation occurred on the suction surface,
and a backflow zone appeared near the trailing edge. With one slot open (Figure 12b), the
streamlines near the pressure surface exhibited a distinct deflection; however, a large reflux
area remained on the suction surface. With two slots open (Figure 12c), flow separation was
suppressed, and some areas attached to the suction surface until fluid started to flow. When
all the three slots were open (Figure 12d), the flow separation was significantly inhibited,
and the fluid attachment area further increased.
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Figure 12. Comparison of velocity cloud and streamline diagrams with different number of slots
(U∞ = 8 m/s, AOA = 20◦). (a) No slot. (b) Single slot. (c) Two slots. (d) Three slots.

The foregoing results indicate that under a high angle of attack, the control effect of
single-slot blowing on the separation zone of the suction surface was weak. However,
with double-slot and triple-slot blowing, the separation zone gradually decreased. The
phenomenon of flow reattachment on the suction surface also increasingly became evident,
improving the wing lift and reducing the pressure differential drag.

The extraction of the time-averaged composite velocity distribution curves at the
trailing edge at x/c = 1 in Figures 11 and 12 is shown in Figure 13. As shown in Figure 13a,
when the trailing edge was not blown, the range of the wake area was −0.05 < y/c < 0.05
(shaded area in the figure), and the velocity on both suction and pressure surfaces was
approximately 0.98 U∞. When the number of blowing slots was increased to three, the
range of the wake area was decreased to −0.06 < y/c < 0.03. Moreover, the velocity in
regions y/c > 0.05 (suction surface) and y/c < −0.05 (pressure surface) increased to 1.3 U∞
and decreased to 0.5 U∞, respectively. Therefore, multiple-slot blowing can cause the wake
area to move down. This increases and decreases the velocities of the suction and pressure
surfaces, respectively.
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Figure 13. Near-field wake profiles with different number of slots (U∞ = 8 m/s, x/c = 1). (a) AoA = 0◦.
(b) AoA = 20◦.

As shown in Figure 13b, when the trailing edge was not subjected to blowing, the
lowest speed in the trailing-edge wake zone (shaded area in Figure 13b) was 0.02 U∞. This
figure also shows that the speed in the y/c > 0.05 area was approximately 0.15 U∞. When
the number of blowing slots was increased to three, the velocity in the y/c > 0.05 (suction
surface) area also increased to 0.3 U∞. The wake area moved downward, and the velocity
increased to 0.3 U∞. Therefore, with the increase in the number of slots at a high angle of
attack, the velocity loss in the wake area decreased. Moreover, the velocity in the separation
area significantly increased, reducing the drag on the wing. This observation is consistent
with the experimental results of force measurement shown in Figure 6.

4.2. PIV Flow-Field Effect on Wing Aerodynamics Due to Blowing Coefficient

The force measurement experiment indicated the successive appearance of separate
control stage and supercirculation control stages with an increase in the blowing coefficient.
In the experiments, the flow field no blowing control and the flow fields with blowing
coefficients of 0.03, 0.05 and 0.1 were captured.

4.2.1. Control Mechanism of Variation in Blowing Coefficient at Low Angle of Attack

The time-averaged flow-field diagrams at different blowing coefficients when the three
slots were used for simultaneous blowing are shown in Figure 14. The velocity cloud and
streamline distribution indicate that the trailing edge exhibits a distinct flow separation
phenomenon when no air is blown. With an increase in the blowing coefficient, the velocity
on the suction surface and the curvature of the downward deflection of the streamline
increased. By comparing the velocities at the coordinate points (x/c = 1; y/c = 0.05) shown
in Figure 14, the velocity was found to increase to 9.8, 15.2, and 23.1% when the blowing
coefficients were 0.03, 0.05, and 0.1, respectively.
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Figure 14. Comparison of velocity cloud and streamline diagrams at different blowing coef-
ficients (U∞ = 8 m/s, AOA = 0◦). (a) No Blowing. (b) Cμ-Slot.1 = Cμ-Slot.2 = Cμ-Slot.3 = 0.03.
(c) Cμ-Slot.1 = Cμ-Slot.2 = Cμ-Slot.3 = 0.05. (d) Cμ-Slot.1 = Cμ-Slot.2 = Cμ-Slot.3 = 0.1.

By comparing the positions of the stagnation points (red dot in Figure 14) of the
trailing edge, the stagnation points of the trailing edge moved down significantly when
the blowing coefficients were 0.03 and 0.05. However, when the blowing coefficient was
0.1, the position of the stagnation points of the trailing edge was virtually the same as that
when the blowing coefficient was 0.05. This occurs because when the blowing coefficients
are 0.05 and 0.1, the trailing edge is under supercirculation control. With an increase in the
blowing coefficient, the stagnation point of the trailing edge ceases to move down; this is
also consistent with the force measurement experiment result shown in Figure 8.

At a low angle of attack (AoA = 0◦), the strong shear action of the jet has a significant
acceleration effect on the suction surface with an increase in the blowing coefficient. More-
over, the curvature of the downward deflection of the streamline gradually increases. In
the separation control stage, the trailing-edge stagnation point moves downward along the
arc surface by increasing the blowing coefficient. In the supercirculation control stage, the
trailing-edge stagnation point never varies.

4.2.2. Control Mechanism of Variation in Blowing Coefficient at High Angle of Attack

The time-averaged flow-field diagram, when the three slots were blown simultane-
ously at different blowing coefficients and the angle of attack was 20◦, is shown in Figure 15.
The velocity cloud and streamline distribution indicate that flow separation occurred on
the suction surface without air blowing, and a backflow zone appeared. When the blowing
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coefficient was increased to 0.03, the backflow area near the slot on the suction surface
tended to move downward because of the entrainment of jet flow. The streamlines began to
deflect downward near the pressure surface on the back edge. When the blowing coefficient
was increased to 0.05, the backflow area decreased, and air attached to most of the suction
surface. When the blowing coefficient was increased to 0.1, the flow attachment area on the
suction surface increased, and the deflection curvature of the trailing-edge streamline also
significantly increased. At this time, the flow separation was significantly inhibited, and
the backflow area disappeared. With an increase in the blowing coefficient, the variation
laws of the stagnation streamline and stagnation point (red dot in Figure 15) of the trailing
edge are consistent with the law when the angle of attack is 0◦.

Figure 15. Comparison of velocity cloud and streamline diagrams at different blowing coef-
ficients (U∞ = 8 m/s, AoA = 20◦). (a) No Blowing. (b) Cμ-Slot.1 = Cμ-Slot.2 = Cμ-Slot.3 = 0.03.
(c) Cμ-Slot.1 = Cμ-Slot.2 = Cμ-Slot.3 = 0.05. (d) Cμ-Slot.1 = Cμ-Slot.2 = Cμ-Slot.3 = 0.1.

At a high angle of attack (AoA = 20◦), when the blowing coefficient was small, the
jet energy was weak. This could not overcome the large inverse pressure gradient on the
suction surface, and the control effect on the backflow zone was weak. When the blowing
coefficient gradually increased, the high-speed jet drove and accelerated the flow in the
backflow zone on the suction surface. It had the effect of controlling flow separation.

The time-averaged composite velocity distribution curve derived from the trailing
edge at x/c = 1 (Figures 14 and 15) is shown in Figure 16. As shown in Figure 16a, without
blowing, the trailing-edge wake velocity decreased to 0.02 U∞. When the blowing coeffi-
cient increased to 0.1, the wake area speed increased to 0.3 U∞. Therefore, increasing the
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blowing coefficient can reduce the trailing-edge wake speed loss. Based on the distribution
on the wake area in y/c, without blowing, the wake area was in the range −0.05 < y/c < 0.05.
When the blowing coefficient was increased to 0.03, the wake area range was decreases to
−0.06 < y/c < 0.03. At this time in the separation control phase, the wake area was reduced
so that the drag was reduced. When the blowing coefficient was increased to 0.1, the wake
area range was increased to −0.09 < y/c < 0.05. At this point, the wake area was in the
supercirculation control stage, and the lift and resistance increased.

Figure 16. Near-field wake profiles with different blowing coefficients (U∞ = 8 m/s, x/c = 1).
(a) AoA = 0◦. (b) AoA = 20◦.

As shown in Figure 16b, the velocity was approximately 0.2 U∞ in the region y/c
> 0.05 (suction surface) under the condition of no air blowing and a low air-blowing
coefficient. When the blowing coefficient was increased to 0.1, the velocity increased to
0.4 U∞. Therefore, the acceleration effect of the small blowing coefficient on the suction
surface separation zone was weak. However, as the blowing coefficient increased, the
high-speed jet significantly enhanced the suction surface velocity through entrainment.

4.3. PIV Flow-Field Effect on Wing Aerodynamics at Different Air Blowing Proportions

Under the condition of the same external input flow, the control mode with a blowing
ratio of 3:1:2 could further improve the wing lift and reduce the drag according to the
force measurement experiment. The flow display experiment captured the flow field at the
trailing edge when the blowing ratios of the three slots were 1:1:1 and 3:1:2 and the total
input flow was Q = 93.72 m3/h.

4.3.1. Control Mechanism under Different Blowing Proportions at Low Angle of Attack

The time-averaged flow-field diagrams for different blowing ratios when the angle of
attack was 0◦ are shown in Figure 17. The velocity cloud image indicates that when the
blowing ratio was 3:1:2, the streamline curvature of the trailing edge was larger compared
with that when the ratio was average. By comparing the speed at the coordinate points
(x/c = 1; y/c = 0.05), the control result of the relative average blowing ratio could be
determined. When the blowing ratio was 3:1:2, the speed at this position increased by
4.6%. Moreover, the low-speed area of the trailing edge (shown by the red dotted line)
significantly decreased, and the velocity on the suction surface increased.
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Figure 17. Comparison of velocity cloud and streamline diagrams at different blowing ratios
(U∞ = 8 m/s, AoA = 0◦). (a) 1:1:1 Blowing ratio. (b) 3:1:2 Blowing ratio.

With the same energy consumption, a blowing ratio of 3:1:2 can further increase the
flow rate on the suction surface and increase the curvature of the downward deflection of
the trailing-edge streamline. Moreover, it promotes the stagnation point of the trailing edge
to move downward, thus further improving the wing lift. In addition, the trailing-edge
low-speed zone significantly decreases, thus reducing the wing drag.

4.3.2. Control Mechanism under Different Blowing Proportions at High Angle of Attack

The time-averaged flow-field diagrams at different blowing ratios when the angle of
attack was 20◦ are shown in Figure 18. According to the velocity cloud and streamline
distribution, the wake velocity was higher at the slot position on the trailing edge of the
wing when the blowing ratio was 3:1:2 than when it was 1:1:1.

Figure 18. Comparison of velocity cloud and streamline diagrams at different blowing ratios
(U∞ = 8 m/s, AoA = 20◦). (a) 1:1:1 Blowing ratio. (b) 3:1:2 Blowing ratio.

The foregoing results show that the blowing ratio of 3:1:2 at a high angle of attack had
a weak control effect on flow separation, but it could improve the wake velocity. This can
greatly reduce the drag of the wing.

The time-averaged composite velocity distribution curve derived from the trailing
edge of x/c = 1 (Figures 17 and 18) is shown in Figure 19. At a low angle of attack, the
minimum velocity in the wake area (shaded area in Figure 18a) was virtually the same
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as that when the average proportion blowing control was 3:1:2. However, the wake area
evidently decreased from −0.05 < y/c < 0.03 to −0.06 < y/c < 0.01 when the blowing ratio
was 3:1:2. Furthermore, the size range of the y/c distribution decreased. At a high angle of
attack, the 3:1:2 blowing ratio of the control mode increased the velocity on the suction and
pressure surfaces.

Figure 19. Near-field wake profiles with different blowing ratios (U∞ = 8 m/s, x/c = 1). (a) AoA = 0◦.
(b) AoA = 20◦.

The above results indicate that the 3:1:2 ratio of blowing control increases the velocity
on the suction surface and reduces the velocity deficit in the wake area regardless of the
angle of attack. In addition, the wake area moves downward, and the distribution area of
y/c significantly decreases (AoA = 0◦), thus reducing the drag.

5. Conclusions

In this study, the aerodynamic control effect of a multistage circulation control wing
was investigated through force measurements and PIV experiments. Then, based on a
three-slot blowing experiment, the aerodynamic force and flow-field characteristics of the
wing were studied when different blowing coefficients and blowing ratios were applied.
The conclusions are as follows:

(1) The lift and lift-to-drag ratio increased, and the drag decreased as the number of
blowing slots in the trailing edge increased. When the experimental wind speed
was 8 m/s, the maximum lift-to-drag ratios corresponding to single-slot blowing,
double-slot blowing, and triple-slot blowing (compared with no blowing) increased
by 13.2, 21.5, and 95.3%, respectively.

(2) When the three slots were subjected to blowing simultaneously, the aerodynamic
characteristics of the wing could be significantly improved by increasing the blowing
coefficient. In the separation control stage, the lift coefficient significantly increased,
and the drag coefficient gradually decreased with an increase in the blowing coefficient.
In the supercirculation control, the lift coefficient gradually increased, and the drag
coefficient first increased and then flattened. The lift increase and aerodynamic
efficiency were better in the separation control than in the supercirculation control.

(3) When different blowing ratios were adopted for the three slots, the wing control effect
could be further improved with the same total flow. The maximum lift-to-drag ratios
increased by 97.1 and 143.48% at 1:1:1 and 3:1:2, respectively (compared with those in
the absence of blowing). Remarkably, blowing through Slot.1 reduced the wing drag,
whereas blowing through Slot.3 increased the wing lift.

317



Energies 2022, 15, 7395

(4) In terms of the flow mechanism, at a low angle of attack, increasing the number of
slots, had a relay effect on the trailing edge. This effect increased the curvature of the
streamline near the Coanda surface, thus increasing the equivalent aerofoil camber
and enhancing the wing lift. When air was blown simultaneously through the three
slots, the increase in the blowing coefficient had a distinct acceleration effect on the
suction surface. Moreover, velocity circulation on the wing increased, and the lift
significantly improved. Furthermore, in the separation control, the entrainment effect
of the blowing jet of the trailing edge through the upper surface enhanced the wake
velocity. This reduced speed loss and drag. The control mode with a blowing ratio of
3:1:2 further reduced the velocity loss in the wake area of the trailing edge.

At a high angle of attack, increasing the number of slots and blowing coefficient could
inhibit the formation of a backflow zone and enable the reattachment of flow to the suction
surface. The control method with a blowing ratio of 3:1:2 could cause flow reattachment in
the separation area of the suction surface and reduce velocity loss at the trailing edge.

Author Contributions: H.D. wrote the paper. L.Y. participated in the wind tunnel experiment and
analysed the calculated results. S.C. provided constructive guidance in the process of preparing this
paper. S.H. and W.Z. participated in the analysis and collation of literature materials. All authors
have read and agreed to the published version of the manuscript.

Funding: This work was supported by the National Natural Science Foundation of China (Grant
No. 51806181) and Foundation of the National Key Laboratory of Science and Technology on Aero-
dynamic Design and Research (No. 614220121030205).

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: The data supporting the findings of this study are available from the
corresponding author upon reasonable request.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Hassanzadeh, A.; Hassanabad, A.H.; Dadvand, A. Aerodynamic shape optimization and analysis of small wind turbine blades
employing the Viterna approach for post-stall region. Alex. Eng. J. 2016, 55, 2035–2043. [CrossRef]

2. Mm, A.; Mjm, B. Improvement of wind turbine aerodynamic performance by vanquishing stall with active multi air jet blowing.
Energy 2021, 224, 120–176.

3. Gen, M.S.; Akel, H.H.; Koca, K. Effect of partial flexibility over both upper and lower surfaces to flow over wind turbine airfoil.
Energy Convers. Manag. 2020, 219, 113042.

4. Wang, H.; Jiang, X.; Chao, Y.; Li, Q.; Li, M.; Zheng, W.; Chen, T. Effects of leading edge slat on flow separation and aerodynamic
performance of wind turbine. Energy 2019, 182, 988–998. [CrossRef]

5. Zhang, P.; Yan, B.; Dai, C. Lift enhancement method by synthetic jet circulation control. Sci. China Technol. Sci. 2012, 55, 2585–2592.
[CrossRef]

6. Stalnov, O.; Kribus, A.; Seifert, A. Evaluation of active flow control applied to wind turbine blade section. J. Renew. Sustain. Energy
2010, 2, 12080. [CrossRef]

7. Krentel, D.; Nitsche, W. Investigation of the near and far wake of a bluff airfoil model with trailing edge modifications using
time-resolved particle image velocimetry. Exp. Fluids 2013, 54, 1551. [CrossRef]

8. Kotsonis, M.; Pul, R.; Veldhuis, L. Influence of circulation on a rounded-trailing-edge airfoil using plasma actuators. Exp. Fluids
2014, 55, 1772. [CrossRef]

9. Harris, M.J. Investigation of the Circulation Control Wing/Upper Surface Blowing High-Lift System on a Low Aspect Ratio
Semispan Model. In Report DTNSRDC/ASED-81/10; David Taylor Naval Ship R&D Center, Aviation and Surface Effects
Department: Bethesda, MD, USA, 19 May 1981.

10. Kind, R.J.; Maull, D.J. An Experimental Investigation of a Low-Speed Circulation-Controlled Aerofoil. Aeronaut. Q. 2016, 19, 170–182.
[CrossRef]

11. Zhu, H.; Hao, W.; Li, C.; Ding, Q.; Wu, B. Application of flow control strategy of blowing, synthetic and plasma jet actuators in
vertical axis wind turbines. Aerosp. Sci. Technol. 2019, 88, 468–480. [CrossRef]

12. Xiao, T.; Zhu, Z.; Deng, S.; Gui, F.; Li, Z.; Zhou, Z. Effects of nozzle geometry and active blowing on lift enhancement for upper
surface blowing configuration. Aerosp. Sci. Technol. 2021, 111, 106536. [CrossRef]

318



Energies 2022, 15, 7395

13. Sommerwerk, K.; Krukow, I.; Haupt, M.C.; Dinkler, D. Investigation of Aeroelastic Effects of a Circulation Controlled Wing. J.
Aircr. 2016, 53, 1746–1756. [CrossRef]

14. Li, Y.; Wang, X.; Zhang, D. Control strategies for aircraft airframe noise reduction. Chin. J. Aeronaut. 2013, 26, 249–260. [CrossRef]
15. Luo, Z.; Zhao, Z.; Liu, J.; Deng, X.; Zheng, M.; Yang, H.; Chen, Q.; Li, S. Novel roll effector based on zero-mass-flux dual synthetic

jets and its flight test. Chin. J. Aeronaut. 2022, 35, 1–6. [CrossRef]
16. Cao, S.; Li, Y.; Zhang, J.; Deguchi, Y. Lagrangian analysis of mass transport and its influence on the lift enhancement in a flow

over the airfoil with a synthetic jet. Aerosp. Sci. Technol. 2019, 86, 11–20. [CrossRef]
17. Miklosovic, D.; Imber, R.; Britt-Crane, M. Measurements of Midspan Flow Interactions of a Low-Aspect-Ratio Circulation Control

Wing. J. Aircr. 2016, 53, 1969–1974. [CrossRef]
18. Wetzel, D.A.; Griffin, J.; Cattafesta, L.N. Experiments on an elliptic circulation control aerofoil. J. Fluid Mech. 2013, 730, 99–144.

[CrossRef]
19. Jonathan, K.; Panthe, C.C.; Smit, J.E. Applications of Circulation Control, Yesterday and Today. Int. J. Eng. 2010, 4, 411.
20. Jones, G.; Viken, S.; Washburn, A.; Jenkins, L.; Cagle, C. An Active Flow Circulation Controlled Flap Concept for General Aviation

Aircraft Applications, AIAA-2002-3157. In Proceedings of the 1st Flow Control Conference, St. Louis, MO, USA, 24–26 June 2002.
21. Englar, R.J.; Huson, G.G. Development of advanced circulation control wing high-lift airfoils. J. Aircr. 1984, 21, 476–483. [CrossRef]
22. Englar, R.J.; Smith, M.J.; Kelley, S.M.; Rover, R.C., III. Application of Circulation Control to Advanced Subsonic Transport Aircraft,

Part I—Airfoil Development. J. Aircr. 1994, 31, 1160–1168. [CrossRef]
23. Englar, R. Circulation Control Pneumatic Aerodynamics: Blown Force and Moment Augmentation and Modification; Past,

Present and Future. AIAA J. 2013, 12. [CrossRef]
24. Englar, R.J. Circulation Control for High Lift and Drag Generation on STOL Aircraft. J. Aircr. 1975, 12, 457–463. [CrossRef]
25. Xu, H.Y.; Qiao, C.L.; Yang, H.Q.; Ye, Z.Y. Active Circulation Control on the Blunt Trailing Edge Wind Turbine Airfoil. AIAA J.

2018, 56, 554–570. [CrossRef]
26. Xu, H.Y.; Dong, Q.L.; Qiao, C.L.; Ye, Z.Y. Flow Control over the Blunt Trailing Edge of Wind Turbine Airfoils Using Circulation

Control. Energies 2018, 11, 619. [CrossRef]
27. Jones, G.S.; Lin, J.C.; Allan, B.G.; Milholen, W.E.; Rumsey, C.L.; Swanson, R.C. Overview of CFD Validation Experiments for

Circulation Control Applications at NASA, AIAA Paper 2008-030041. In 2008 International Powered Lift Conference; NASA Langley
Research Center: Hampton, VA, USA, 2008; p. 23681.

319



Citation: Zhang, H.; Guo, X.-W.; Li,

C.; Liu, Q.; Xu, H.; Liu, J. Accelerated

Parallel Numerical Simulation of

Large-Scale Nuclear Reactor Thermal

Hydraulic Models by Renumbering

Methods. Appl. Sci. 2022, 12, 10193.

https://doi.org/10.3390/

app122010193

Academic Editors: Vasily Novozhilov

and Cunlu Zhao

Received: 19 September 2022

Accepted: 4 October 2022

Published: 11 October 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

applied  
sciences

Article

Accelerated Parallel Numerical Simulation of Large-Scale
Nuclear Reactor Thermal Hydraulic Models by
Renumbering Methods

Huajian Zhang †, Xiao-Wei Guo †, Chao Li, Qiao Liu, Hanwen Xu and Jie Liu *

Institute for Quantum Information & State Key Laboratory of High Performance Computing, College of
Computer Science and Technology, National University of Defense Technology, Changsha 410073, China
* Correspondence: liujie@nudt.edu.cn
† These authors contributed equally to this work.

Abstract: Numerical simulation of thermal hydraulics of nuclear reactors is widely concerned,
but large-scale fluid simulation is still prohibited due to the complexity of components and huge
computational effort. Some applications of open source CFD programs still have a large gap in terms
of comprehensiveness of physical models, computational accuracy and computational efficiency
compared with commercial CFD programs. Therefore, it is necessary to improve the computational
performance of in-house CFD software (YHACT, the parallel analysis code of thermohydraulices)
to obtain the processing capability of large-scale mesh data and better parallel efficiency. In this
paper, we will form a unified framework of meshing and mesh renumbering for solving fluid
dynamics problems with unstructured meshes. Meanwhile, the effective Greedy, RCM (reverse
Cuthill-Mckee), and CQ (cell quotient) grid renumbering algorithms are integrated into YHACT
software. An important judgment metric, named median point average distance (MDMP), is applied
as the discriminant of sparse matrix quality to select the renumbering methods with better effect
for different physical models. Finally, a parallel test of the turbulence model with 39.5 million
grid volumes is performed using a pressurized water reactor engineering case component with
3*3 rod bundles. The computational results before and after renumbering are also compared to
verify the robustness of the program. Experiments show that the CFD framework integrated in
this paper can correctly perform simulations of the thermal engineering hydraulics of large nuclear
reactors. The parallel size of the program reaches a maximum of 3072 processes. The renumbering
acceleration effect reaches its maximum at a parallel scale of 1536 processes, 56.72%. It provides a
basis for our future implementation of open-source CFD software that supports efficient large-scale
parallel simulations.

Keywords: mesh renumbering; thermal engineering hydraulics; CFD; YH-ACT; RCM; parallel
calculation

1. Introduction

Because of the importance of nuclear reactions and the complexity of their physical
models, research exploration using large-scale numerical simulations is essential. Some
early studies of nuclear reactor thermodynamics were based on several parameters at large
scale or one-dimensional system analysis methods, which mainly studied the average
characteristics of physical quantities in nuclear power systems. With the boom in high
performance computers, nuclear power thermohydraulic studies based on more refined
computational fluid dynamics (CFD) methods and thermohydraulic software have been
widely studied and applied [1,2].

The internal structure of nuclear reactors is complex, and the dominant reactor type
today is the pressurized water reactor. Core fuel rod bundles are an important component
of a pressurized water reactor. The fuel rods are surrounded by a flowing liquid coolant.
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There is a violent flow of liquid between the bar bundles and between the bar bundles and
the walls, and they are responsible for the transfer of momentum and heat. It is widely
believed that the flow pulsations in the gap are closely related to the large-scale vortices.
It has been studied that vortexes will form in pairs on both sides of the slit [3,4]. The
flow and heat transfer characteristics of coolant flowing through the core of a nuclear
reactor are extremely complex. To analyze the turbulent motion and thermodynamics
of large-scale fuel rod bundles [5–10], large-scale CFD numerical simulations based on
FVM (finite volume method) are a widely accepted solution. However, large-scale CFD
numerical simulations require an extremely large amount of mesh data. The usual solution
is to encrypt the mesh of the physical model. The larger the amount of data, the larger
the solution size and the accuracy of the solution are naturally improved. However, this
will lead to more and more complex and difficult to solve calculations. Today, the use of
large-scale CFD techniques in thermal hydraulic analysis is still very difficult due to high
technical requirements and shortage of computational resources [11].

In the CFD, simulation of fine flow field structures in real-world engineering cases is
still forbidden [12]. As a result, there is widespread interest in improving computational
efficiency by well-developed parallel technology. The CFD solving process involves three
parts: pre-processing, numerical solving, and post-processing. The use of appropriate
meshing methods and mesh numbering in the preprocessing process will greatly improve
the computational performance of fluid dynamics simulations. Taking FVM [13,14] as an
example, after meshing the physical model, assembly of linear systems in parallel from the
number of grid cells of each divided component is necessary. Then, solving them iteratively,.
In addition, the numbering of the grid determines the order of access to the individual
processes for parallel computation and affects the cache hit rate. Since modern computer
architecture is characterized by multiple storage levels, reasonable grid numbering has a
significant impact on the efficient utilization of computational performance.

One of the key technologies in CFD preprocessing is the meshing technique. Its
theoretical basis is becoming more and more mature. In recent years, the research field
of finite element meshing has shifted from two-dimensional plane problems to three-
dimensional entities, and the research focus has changed from triangular (tetrahedral)
meshes to quadrilateral (hexahedral) meshes, focusing on the fully automatic generation of
meshes, mesh adaption and other research. Mesh partitioning can be abstracted as graph
partitioning. The relationship of cells and neighbors can be abstracted as the relationship of
vertices and edges. The large-scale physical model is divided into multiple blocks by coarse-
grained and fine-grained lattice partitioning, which facilitates parallel computation [15].
It is a challenge to achieve high quality meshing as quickly as possible and under the
condition that the load balance is satisfied. The efficiency and cell quality of meshing need
to be further improved.

Another key technique in preprocessing is the grid numbering technique. The effect
of grid numbering techniques on the computational efficiency of solving sparse linear
systems is a classical topic with many research results, examples of which can be found in
the work of Gibbs et al. [16], Cuthill and McKee [17], Sloan [18], Akhras and Dhatt [19],
and George et al. are reflected in the work of Reverse Cuthill–Mckee [20]. Because the
heuristic renumbering algorithm consumes a lot of time during preprocessing. Therefore,
heuristic algorithms may be more appropriate when computational performance is not a
critical issue [21,22]. In addition, this paper studies how to accelerate the computational
performance of general-purpose CFD software, so heuristic algorithms are not considered
for the time being.

In general, meshing and grid numbering techniques are a traditional approach to
performance optimization, and there are many existing methods to choose from. However,
these techniques still lack quantitative analysis for large-scale thermal-hydraulic cases.
In particular, the optimization effectiveness for general-purpose CFD software executed
on supercomputers is still lacking. Therefore, this paper focuses on the effectiveness
of the FVM-based computational framework for use in unstructured grids, integrating
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typical meshing methods and mesh numbering techniques. Ultimately, a suitable mesh
renumbering method is selected to enhance the parallel scale and computational speed of
numerical simulation.

The main innovative points of this paper are as follows: (1) A general framework
for further integration of parallel meshing methods and renumbering schemes in general-
purpose CFD software for unstructured meshes; and (2) improved runtime speed and
parallel scale for real-world numerical simulations of large-scale complex cases. The case is
a thermal hydraulic analysis of a 3*3 fuel rod bundle with 39.5 million grid volumes.

The structure of this paper is as follows: Section 2 describes the generic CFD soft-
ware used in this paper and aims to demonstrate the advantages of the software between
data structure and parallel communication. Section 3 shows the meshing strategy and
the integrated RCM renumbering algorithm. Section 4 demonstrates the correctness of
the massively parallel numerical simulations before and after renumbering and the huge
improvement of the renumbering algorithm on the numerical simulation efficiency. Con-
clusions are included in Section 5.

2. General CFD Software Based on Finite Volume Method

The general-purpose CFD software used in this paper, YHACT, was initially used for
thermal-hydraulic analysis. YHACT uses a modular development architecture based on
scalability. It is based on a framework blueprint of CFD program modules consisting of key
steps in CFD solving such as data loading, physical pre-processing, iterative solving, and
result output. YHACT mainly addresses the thermal-hydraulic CFD program requirements
for nuclear reactors, and more details about it can be found in [23].

2.1. Scalability of YHACT Software Architecture

Thanks to the modern features of object-oriented technology, YHACT can be developed
modularly and has flexible scalability. YHACT is based on common parallel algorithms
and parallel support, combined with existing advanced software engineering methods.
It uses physical model module, numerical discretization module, linear equation system
module, and parallel communication module as the main components to form the general
framework of CFD program based on supercomputing system [24].

The pre-processing toolbox has functions such as mesh control and physical pre-
processing. The physical model and numerical solution constitute the CFD solver, encap-
sulating the physical mathematical model and efficient mathematical solution methods
with parametric configuration capabilities. The common algorithm implements parallel
computation such as sparse iterative methods and preconditioners. Through close cou-
pling with the computer architecture, YHACT can obtain support for massively parallel
computational optimization and provide fundamental computational power for the solver.
Parallel support can encapsulate the structural features of high-performance computer
systems and provide fundamental computing, communication, storage, and debugging
functions, thereby supporting the efficient operation of large-scale CFD computing appli-
cations. Therefore, the good scalability of YHACT makes it easier to integrate meshing
techniques and mesh rearrangement schemes. As shown in Figure 1, it does not require
much change to the software architecture, but only requires the implementation of the
required functions by calling the interfaces of each module. The overall framework of the
grid partitioning technique and grid rearrangement scheme will be presented in Section 3.
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Figure 1. Overall framework of YHACT, framework after integration of meshing and mesh renum-
bering functions. Red boxes indicate new modules for integration.

2.2. Parallel Solving Algorithm
2.2.1. Parallel Decomposition of Grid Data

A simple and intuitive way of parallelism is to decompose the grid data. Similar to
Cartesian partitioning, the grid data are divided into as many copies as required and then
distributed to different processes for computation. The processes rely on communication to
exchange data between them.

The data decomposition is shown in Figure 2. The grid to be solved is divided into
non-overlapping blocks of grid sub-cells, and each process reads only one piece of grid
data. After data decomposition, dummy cells are generated on the physical boundaries
adjacent to each sub-grid and other grids for data communication only. Dummy cells are
only used for data exchange and are not part of the physical model, which makes each
cell consider only the data of its neighbors. The data on the dummy cell can be used as
boundary data. This simple data decomposition does not share the grid data. In addition, a
discrete format of up to 2nd order is used, and only the values of adjacent grid cells are used
in the grid calculation. Therefore, the cross-process data to be acquired can be stored on the
boundary line (dummy cell in Figure 2). The solution can be divided into the following
three steps: (1) boundary initialization (fetching data on adjacent processors); (2) process
local computation; and (3) boundary update (updating data on adjacent processors).
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Figure 2. Grid data decomposition. The left figure shows the original grid model. The right side
indicates the four sub-grids after data decomposition. Dummy cells are generated at the boundary of
each subgrid. It is only used for data communication during grid computation of different processes.

2.2.2. Communication Patterns after Parallel Decomposition

Since each grid block only needs to communicate with its neighbors. The first step in
establishing the communication relationship is to find all the neighboring grid blocks and
store them in the local array. Each grid block then only has information about itself and its
neighbors, which are “localized” grid blocks. When the parallel scale increases, the current
grid only needs to traverse the “localized” grid blocks when communicating, which greatly
improves the efficiency of communication. MPI asynchronous communication is also used
to further improve communication efficiency. An example of a communication model is
shown in Figure 3.

Figure 3. Example of communication between four processes. The top left indicates the subgrid to be
calculated. The upper right indicates the three different process states during communication. The
bottom indicates the state of each process at the same time step. Note that each process performs a
time step of computation after receiving data, hence skip.
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2.2.3. Parallel Architecture Based on MPI and OpenMP

Based on the grid model decomposition described above, two or more levels of data
partitioning can be carried out. Depending on the computational resources or data structure,
a certain number of “sub-grids” can be used as input to a process to perform computation.
A hybrid MPI/OpenMP parallelism mode can be used. MPI parallelism is used on the
first-level partition, and then the first-level partition is divided into several second-level
sub-partitions. The number of second-level sub-partitions is generally equivalent to the
cores inside the compute node. Coarse-grained OpenMP parallelism is performed on the
second-level partition.

This multi-tier parallel architecture is adapted to the current architecture of supercom-
puter clusters, where primary partitions are assigned to individual compute nodes, while
secondary partitions are on top of the same compute node. The above is also applicable to
heterogeneous systems. The first layer still uses MPI communication based on the grid’s
first-level partition interfacing information.The second layer is OpenMP parallelism, i.e.,
coarse-grained parallelism between compute cores, based on secondary subpartitions of the
grid. Data transfer between CPUs and coprocessors is performed using the corresponding
channels. When there is no coprocessor, the above heterogeneous parallel mode auto-
matically degenerates to homogeneous parallel mode. In order to provide better control
over the different partitioning layers, the whole computational domain is divided into
two layers: Layer 1 is the Region partition and Layer 2 is the Zone sub-partition. In parallel
computation, the Region partition is assigned to a compute node, corresponding to an MPI
process, and the Zone subpartition is assigned to a compute core thread, corresponding to
an OpenMP thread.

A typical CFD solver execution process mainly includes residual initialization, time
step calculation, flux calculation, time advancement, flow field update, and intersection
communication. The solver is applied to the computational domain Zone. For different
physical models, multiple solvers may be loaded on a Zone. During the computation,
Region traverses each of these Zones in turn, calling the corresponding solver to perform
the computational task. When OpenMP parallelism is used, the computational tasks can be
performed concurrently for each Zone.

2.2.4. Parallel Communication for Data Packaging

In the multi-level parallel architecture described above, there may be multiple subgrid
blocks on each MPI process. If we directly follow the above model of cyclic traversal of
grid blocks for MPI/OpenMP hybrid parallel communication, there will be the problem of
multiple communications between processes. Take Figure 4 as an example, Region0 and
Region1 have 2 sets of adjacent subgrid blocks, and each exchange of data requires two
send and receive processes. Therefore, the grid partition data between processes can be
packaged as shown in Figure 5 to reduce the number of communications.

Figure 4. Partition level of two processes.
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(a) (b)

Figure 5. Example of packaging of process data. (a) unpacked transfer of data; (b) packet transmission
of data.

3. A General Framework for Grid Partitioning Techniques and Grid
Renumbering Methods

3.1. Parmetis-Based Grid Partitioning Strategy

Metis and ParMetis are tools that work on physical model partitioning. Usually,
using the Metis library for mesh slicing of physical models using a serial strategy is an
ideal solution. However, it is slow under large-scale mesh partitioning. ParMetis is a
parallel version of Metis, an MPI parallel library. It has many built-in algorithms for mesh
partitioning and repartioning of unstructured graphs.

ParMetis started out as a tool for large-scale graph partitioning, but mesh models in
CFD can also be abstracted to graphs. Therefore, ParMetis is particularly well suited to deal
with unstructured meshing problems in large scale numerical simulations. Simulations
of fluid problems often require thousands of cluster nodes to be computed simultane-
ously. Before the computation, a regional decomposition of the computational grid has to
be performed.Communication is required between different regions in the computation.
Therefore, grid region decomposition has a greater impact on load balancing and inter-
process communication. PartMetis enables the partitioned area grid to be approximately
the same and the number of intersections to be minimized. Therefore, the amount of
data exchanged is minimized, which in turn significantly reduces the communication time
between processes.

ParMetis provides the ParMETIS_V3_PartGeomKway routine for computing par-
titions of graphs derived from finite element meshes where vertices have coordinates
associated with them. Given a graph distributed between processor and vertex coor-
dinates, ParMETIS_V3_PartGeomKway uses the space-filling curve method to quickly
compute an initial partition. The graph is redistributed according to this partition and
ParMETIS_V3_PartKway is then called to compute the final high quality partition. Infor-
mation about the partitioning process of Parmetis is available in [25].

3.2. Grid Renumbering Framework

The neighbor relationship between adjacent cells reflects the memory access order of
the numerical simulation. The system of discrete equations is obtained by discretizing on
each interval of the control volume of the entire domain to be solved. Discrete systems of
equations are presented as sparse matrices in a computer [13], where the non-zero elements
of each row denote the coefficients of the unknown quantities of the current set of equations.
The matrix usually contains a few nonzero elements , and the number of non-zero elements
is exactly equal to the number of elements associated with this row.

For different grid types, the coefficient matrix of a structured grid is banded, while
the coefficient matrix of an unstructured grid is relatively irregular and only has the
characteristics of a diagonal matrix. Therefore, based on the above characteristics, many
solutions have been proposed. The methods for solving large-scale equations can be
divided into direct and iteration approaches. Since the real case grid size of thermal
hydraulics is usually large, the solution process of direct method requires a large amount
of computational resources and the cost of solving the inverse is very high. Therefore,
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iteration approaches are usually used to addressing massive thermal-hydraulic problems.
The iterative method means that the algorithm needs to be used several times to reach a
convergence state. For example, ILU decomposition method, and the conjugate gradient
method can be used as representatives of the iterative method for solving.

The key to improving the speed of solving is that, by writing part of the memory data
to the cache, the solver can access the required solved data with higher efficiency. In other
words, by rearranging the mesh without altering the program structure [26], more valid
data can be written to the cache to prevent frequent memory reads for a higher cache hit
rate. Therefore, this section integrates part of the grid renumbering framework in YHACT,
including but not limited to the Greedy algorithm and CQ algorithm implementation,
which can be found in [27], and the RCM algorithm is elaborated below.

3.2.1. RCM Algorithm

After careful algorithm design, the RCM algorithm was shown to be able to adapt
to large-scale distributed memory parallelism [28] and has been widely used in software
such as OpenFoam and MatLab. When the numerical stage of sparse matrix computation
is reached, the matrix is usually distributed. At this point, the RCM algorithm can improve
the sparse structure of the sparse matrix, making the non-zero elements more concentrated,
which can theoretically improve the storage efficiency of the computer.

The RCM algorithm uses BFS to traverse the nodes in the graph. At each layer of the
graph, nodes are sorted according to their degree labels for the renumbering of that layer.
In this paper, due to the modular nature of the numerical simulation framework and the
complexity of the case, the algorithm’s feature of sorting nodes according to their degrees
is weakened to reduce the time cost of partially traversing the nodes. Algorithm 1 shows
the overall program structure.

Algorithm 1 RCM numbering algorithm

input: mesh0
output: meshn

1: Select the initial unit to be numbered, set to meshk. Set its number to the value of the
maximum number of units

2: Arrange the unnumbered neighbors of meshk in the container L according to the de-
scending order of degree

3: Set the first element of L to meshk and renumber it. The value is the maximum number
of cells minus one

4: Implementation Step 2
5: Implementation of step 3, and the numbered values in decreasing order
6: Repeat until the numbering is complete

Note that the initial numbered cells of the original RCM algorithm are selected by
traversing the entire grid of the computational solution domain. The degree of meshes
is used to achieve the desired optimization. Here, we require that the initial elements
be selected as boundary cells or close to the boundary. This method prevents excessive
time overhead due to the large and complex size of the case. It makes the algorithm more
adaptive in increasingly complex cases. The key step is the numbering. The RCM algorithm
sorts the meshes in reverse according to the sequence of degrees, from “nElement -1” to “0”.

3.2.2. Selection of Grid Renumbering Methods

Usually the sparse structure of the generated sparse matrices will vary for different
renumbering methods. Bandwidth and profile are two common methods to discriminate the
quality of sparse matrices. In the computer’s storage structure, the sparse matrix eventually
participates in the CFD solver computation, and its sparse structure has a significant impact
on the cache miss rate during the computation, which in turn affects the computational
efficiency of the numerical simulation. Nevertheless, the above only represents the sparse
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structure of the matrix as a whole and ignores the degree of aggregation around the diagonal
elements of the sparse matrix. The more elements close to the diagonal, the smaller the
cache miss rate will be. Therefore, this paper adopts the MDMP discriminant method, and
more details can be found in [27]. This ensures that more data are hit in the same cache:

The MDMP discriminant formula is:

d̄ =

n
2

∑
k=1

dk
k

(1)

It has been shown that the MDMP metric can describe the dispersion of this sparse
matrix very well.

4. Parallel Experiments for Numerical Simulation of Large Scale Nuclear
Reactor Thermodynamics

This section runs a typical configuration on a high performance machine in modern
times. The computer consists of about 120 computing nodes. Details of the HPC are shown
in Table 1. The hardware configuration CPU is an Intel(R) Xeon(R) Gold 6240R processor
with 48 cores and 192G RAM.

Table 1. The platform configuration used in the study.

Parameter Configuration

Processor model Intel(R) Xeon(R) Gold 6240R @2.40GHz
Number of cores 48 cores

Memory 192G
OS Red Hat 8.3.1-5

Compiler GNU Compiler Collection (GCC 8.3.1)

4.1. CFD Physical Modeling of Nuclear Reactor Thermal Hydrology

In the process of nuclear reactor thermodynamic analysis, the flow of coolant heat
transfer process needs to be modeled. Figure 6 illustrates the thermal hydraulic model
of a nuclear reactor that is the main focus of this paper. The theoretical model needed to
completely describe the flow in the fluid as well as the heat transfer process contains three
types of conservation equations for mass, momentum and energy [29].

Figure 6. Fluid computing domain.
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The structure inside the pressure vessel is complex, the range of flow scales is large,
and the practical application of engineering is more concerned with the average amount of
physical quantities. Therefore, Reynolds averaging is generally performed for the three
major equations to calculate the average physical quantities of fluid flow. In addition, then
the turbulence model needs to be added in order to make the averaged mass, momentum
and energy equation set closed. This is used to perform simulations of core cooling fluid
flow and heat transmission. Therefore, for the thermodynamic model, a smaller grid size
will lead to insufficient accuracy of its simulation. Therefore, in this paper, a 3*3 assembly
with about 39.5 million grid size is simulated numerically for a fuel rod bundle. The
SIMPLE iterative algorithm and PETSc solver are used to perform the calculations. The
relevant parameters of the calculation, such as the relaxation factor, are adjusted. Pressure
relaxation factor and velocity relaxation factor are set to 0.3 and 0.5, respectively, and a
turbulence physical quantity relaxation factor of 0.5 are used to calculate the turbulent flow
between fuel rod bundles with stirred wings.

It is worth noting that YHACT currently mainly considers the implementation of the
Reynolds time-averaged turbulence model. As for the fluid–solid coupled heat transfer
model, the heat transfer model between fluid–solid domains is generally established
through the intersection of fluid and solid domains. When calculating the energy equation
in the solid domain, the relevant physical quantities at the intersection of the fluid domain
are used as boundary conditions. In addition, when calculating the energy equation in
the fluid domain, the heat (temperature) distribution at the solid intersection is used as
the source term of the fluid energy equation to finally realize the coupled fluid-solid heat
transfer. Since this paper mainly concentrates on the turbulent heat transfer model, the
solid models of fuel rod and control rod are neglected. The boundary condition of the solid
interface on the pure fluid is a fixed heat flux. This heat flux is roughly calculated based on
the solid bar size and the volumetric heat source at the time of fluid–solid coupling.

4.2. Select the Grid Renumbering Algorithm

This subsection focuses on how to select the appropriate grid renumbering algo-
rithm. Based on the integrated renumbering strategy, the sparse structure of the sparse
matrices generated by each type of grid renumbering is discriminated by MDMP metrics
for the above fuel rod bundle model. Finally, the most suitable algorithm is selected for
numerical simulation.

Due to the large grid size, it is more difficult to obtain the grid numbering geometry
information of the physical model by serial means. Therefore, this subsection collects the
numbering geometry information of the subgrids in process 0 for the two parallel scales
of 48 and 96 processes to determine. Table 2 shows the sparse matrices generated by four
different numbering methods for each of the two parallel scales. Below, each row of the
sparse matrix corresponds to its MDMP index.

A simple comparison can be made to conclude that the original numbering of the
grid drawn by the ICEM library is confusing. After renumbering, the properties of the
sparse matrix are better improved. Meanwhile, the RCM algorithm will be better compared
to several other numbering methods. Therefore, in the following parallel tests, the RCM
renumbering algorithm is chosen.
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Table 2. The sparse matrix of the grid after being processed by different renumbering algorithms.
The blue dots indicate the non-zero elements in the matrix.

Numbering Strategy 48 Process 96 Process

original

MDMP 32,387.88 16,588.94

RCM

MDMP 44.61 44.35

greedy

MDMP 55.24 54.16

CQ

MDMP 838.29 378.98

4.3. Massively Parallel Performance Testing
4.3.1. Proof of Correctness

Parallel performance tests must ensure the correctness of the numerical simulations.
After optimization by renumbering the modules, proof of program robustness is essential.
Figure 7 illustrates the two slice models tested in this subsection. (a) shows the slice with
Z = 0.01, (b) shows the slice with Z = −0.01. In addition, (b) belongs to the shelf section,
which has more complex physical properties.

Tables 3 and 4 show the profile cloud plots for the slice at Z = 0.01 and the profile
cloud plots for the slice at Z = −0.01, respectively, for comparing the correctness of the
numerical simulations before and after renumbering. Each table shows the contour plots
of temperature, pressure, and velocity. The first column represents the different physical
quantities. The second column represents the range of physical quantities in the cloud
plot. The third and fourth columns show the sliced cloud plots at the same locations before
and after the renumbering algorithm. The white numbers in each cloud represent the
values of physical quantities at the current position. When the same physical quantities are
compared, both numbering methods take the same position. Therefore, the corresponding
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positions of the white numbers before and after renumbering are the same. The white
numbers in the cloud plot are the values of physical quantities at the same locations, which
are used to determine whether the accuracy of the renumbering optimization meets the
requirements and whether the robustness of the program is guaranteed. It can be seen that
the renumbering does not change the correctness of the numerical simulation either at the
fuel bar (Z = 0.01) or at the shelf (Z = −0.01). The robustness of the procedure is guaranteed.

Table 3. Contour clouds for slices with Z = −0.01. The first column indicates the different physical
quantities. The second column indicates the range of physical quantities in the cloud map. The third and
fourth columns show the sliced clouds at the same locations before and after the renumbering algorithm.
The white numbers in each cloud represent the values of physical quantities at the current position.
When the same physical quantities are compared, both numbering methods take the same position.

Physical Properties Range Old RCM

Temperature

Pressure

Velocity
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Table 4. Contour clouds for slices with Z = −0.01. The specific information is the same as the legend
in Table 3.

Physical Properties Range Old RCM

Temperature

Pressure

Velocity

(a) (b)

Figure 7. Slicing model. (a) slice with Z = 0.01; (b) slice with Z = −0.01. In addition, slice (b) is located
in the shelf.
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4.3.2. Parallel Testing of Large-Scale Numerical Simulations

Finally, in this paper, parallel numerical simulations are performed for a fuel rod
bundle of 39.5 million grid size with a different number of processes. Table 5 shows the
time to iterate 100 steps on different processes for the original grid and the grid renumbered
by RCM. The first column represents the amount of nodes used. The second column
indicates the number of processes used, trying to ensure that each node is used 100%.
The third and fourth columns indicate the total simulation time for the original mesh and
the RCM renumbered mesh. The fifth column indicates the speedup of the numerical
simulation of the renumbered grid compared to the original grid. It can be obtained
that the renumbering module has a good effect on the computational effectiveness of the
mathematical simulation of the fuel rod technique. In addition, the parallel scale reaches
a maximum of 3072 processes. At the parallel scale of 1536 processes, the renumbering
module has the maximum speedup effect of 56.72%. In addition, at the parallel scale of 3072
processes, the time difference is not much. This may be due to the fact that, when the grid
size is certain, the larger the parallel scale, the matrix computation time within the processes
decreases dramatically, while the percentage of communication time increases dramatically.

Table 5. The degree of enhancement of the RCM algorithm for numerical simulation of fuel rod
bundles at different parallel scales. The first column represents the number of nodes. The second
column represents the amount of processes. The third and fourth columns indicate the total simulation
time for the original grid and the grid renumbered by RCM. The fifth column indicates the numerical
simulation speedup of the renumbered grid compared to the original grid.

No. of Nodes No. of Processes
Time

Speedup Rate
Original(s) RCM(s)

2 96 19,731.4 13,682.5 30.66%

4 192 8635.3 6727.38 22.09%

8 384 3761.11 3342.41 11.13%

16 768 1794.29 1568.07 12.6%

32 1536 1618.58 700.528 56.72%

64 3072 748.43 716.175 4.31%

5. Conclusions

In this paper, we focus on how to apply suitable renumbering algorithms to enhance
the performance of large-scale nuclear reactor fuel rod technology in a CFD numerical sim-
ulation framework. We do this by further integrating the meshing and mesh renumbering
framework of YHACT, a general-purpose CFD software. The RCM algorithm is easily im-
plemented by relying on the modular nature of the software. In this paper, we first perform
parallel meshing of the model using Parmetis to ensure that each process obtains a similar
size of mesh blocks and thus try to ensure that the computation time of each process is not
significantly different. In addition, then, through rigorous experiments, we use MDMP as
the discriminative index of sparse matrix quality to select a more suitable renumbering
algorithm for the experimental case of this paper. Through the MDMP metric, it is easy to
select the RCM algorithm is what we need. In addition, by plotting the contour clouds at
the bar bundle and at the shelf, it is concluded in detail that our renumbering algorithm has
a strong scalability in YHACT. This is also due to the modular development of YHACT, and
the easy setup of the API. By observing the three contour plots of temperature, pressure,
and velocity, it can be seen that the renumbered grid does not have any effect on the final
solution results. The solution accuracy is well within the acceptable range. Therefore,
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we boldly and confidently conducted a large-scale parallel test. In the end, the number
of processes for the 3*3 fuel rod bundle problem reached 3072, and the most significant
speedup of 56.72% was achieved when the number of processes reached 1536. Meanwhile,
the overall speedup increases to 56.72% when the speedup efficiency is gradually increased
from 96 to 1536 threads. The acceleration efficiency does not decrease with the increase
of parallelism size. Thus, the goodness of the strong scalability of parallelism was tested
and proved.

As industry develops and advances, the complexity of CFD numerical simulations
will gradually increase. The gradual development of supercomputers will inevitably lead
to an increasing parallel scale. It is necessary to improve the efficiency of numerical simu-
lation through renumbering strategy. It is also necessary to select a suitable renumbering
algorithm without affecting the scalability of the numerical simulation. It can be seen that
the final test results of this paper have good scalability and obvious acceleration effect.The
difficulty lies in the easy combination of different acceleration methods. In addition, the
best way to do this is to continuously enrich the functionality of the general CFD software
through modular development. The significance of this is that it does have a strong ac-
celeration effect on real engineering cases. Continuously increasing the complexity and
parallel scale of numerical simulations is the only way to better identify problems in the
development process. Continuous problem solving leads to faster operation and more ac-
curate numerical simulations. The next step is naturally to investigate which renumbering
algorithm is suitable for different types of cases, such as turbulence, laminar flow, steady
state, transient, etc., in order to further improve the software solution accuracy, parallel
scale, and running speed. Another direction is to dive into the Solver and explore how the
renumbering algorithm affects the assembly and solution of the matrix.
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Abstract: This paper deals with a new modification of the local boundary knots method (LBKM),
which will allow the irregular node distribution and the arbitrary shape of the solution domain.
Unlike previous localizations, it has no requirements on the number of nodes in the support or on the
number of virtual points. Owing to the limited number of virtual points, the condition number of
boundary knots matrix remains relatively low. The article contains the derivation of the relations of
the method for steady and unsteady states and shows its effectiveness in three control examples.
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1. Introduction

In recent decades, the significant evolution of meshless methods for solving partial
differential equations is evident. The first sign of this trend can be considered the boundary
element method (BEM) [1,2], which is not yet an utterly network-free method. However,
it has significantly reduced the necessary network of elements. On the other hand, this
method required solving the integrals of the fundamental solution, which was sometimes
very complicated. The removal of integration is the main advantage of the method of
fundamental solution (MFS) [3–5], which uses fundamental solutions as basis functions
to approximate the solution without needing integration. This property has contributed
to the significant expansion of this method and its considerable popularity. However, this
method also has its problems, especially related to using a network of fictitious virtual
points. The singular boundary method (SBM) [6–8] tries to eliminate this disadvantage
using real points at the boundary of an area to be identified with fictitious points. At the
same time, however, this leads to the need to solve the problems of the singularity of the
fundamental solution in case the two points are identical. SBM solves this by introducing
the so-called origin intensity factors (OIF) [6,9], which are calculated in a more or less
complicated way and are essentially the main weakness of this method. Another way
to solve the singularity uses the boundary knot method (BKM) [10–12], which uses the
general solution of the governing differential equation as the basis function instead of the
fundamental solution.

Unfortunately, the condition number of the BKM interpolation matrix is very high,
and its inversion is overburdensome. Recently, a local BKM solution [13,14] can help
keep the interpolation matrix conditional on a reasonable level, thus enabling even more
extensive tasks. Nevertheless, even so, with more local support, problems can arise. These
should be removed by the presented modification of the local BKM. It is based partly on the
LBIEM principle [15,16] and separates the virtual area around each point from its support.
It allows keeping the condition number of the matrix independent of the number of points
in the support.

Our article focuses on the solution of the steady and non-steady advection–diffusion
problem, which is of great practical importance, e.g., in modeling the transport of substances
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in a flowing liquid. The first two sections describe the connection between BKM and FC
and its application to the advection–diffusion problem in the two-dimensional domain.
The following sections present the control examples and compare the results with the
exact solution.

2. Governing Equations

The governing equation of the unsteady hydrodynamic dispersion in the domain
Ω ∈ R2 with boundary Γ is

Rd
∂C(x, t)

∂t
= DΔC(x, t)− v · ∇C(x, t)− λC(x, t) x ∈ Ω, (1)

where C is the concentration of the tracer, D is the coefficient of dispersion, Rd is the
retardation factor, λ is the decay coefficient, x are spatial coordinates, v is the vector of
velocity, and t is the time.

The usual boundary conditions of Equation (1) are as follows:

- The Dirichlet boundary conditions, where the value of the concentration C on the part
of boundary Γ1 is prescribed, i.e., C = C0(x, t) x ∈ Γ1;

- The Neumann boundary conditions, where the flux q0 with concentration C0 perpen-
dicular to the boundary Γ2 is given, i.e.,

D
∂C
∂xi

ni = (C − C0)q0(x, t) x ∈ Γ2, (2)

where ni is the i component of the outer normal vector, perpendicular to the bound-
ary Γ2.

These are in addition to the whole boundary Γ = Γ1 ∪ Γ2. The initial condition is
defined by the prescribed value of the concentration at time t0 = 0.

All boundary conditions can be simply expressed as

B(u) = b0(x, t) x ∈ Γ, (3)

where B(u) is the boundary operator.

3. Numerical Solution

Time-dependent tasks are solved in two main ways when using meshless methods.
We can use a time-dependent fundamental or general solution of a differential equation, or
approximate the time term using a finite difference (FD) scheme. Since the time-dependent
general solution of the advection–diffusion equation is difficult to find, we replaced the
time derivative on the left side of (1) with a finite difference scheme.

The backward (Euler) scheme (4) is the simplest and can be defined as

∂Cn+1

∂t
=

1
Δt

(
Cn+1 − Cn

)
. (4)

When we applied the scheme (4) to the presented method, it performed poorly for long
time series. Therefore, we are looking for a more suitable and accurate scheme.

The Houbolt method [8,17] is an implicit and unconditionally stable FD scheme that
can be obtained by the cubic-Lagrange interpolation of the concentration C from time
(n − 2)Δt through to time (n + 1)Δt. This scheme can be written as

∂Cn+1

∂t
=

1
6Δt

(
11Cn+1 − 18Cn + 9Cn−1 − 2Cn−2

)
, (5)
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where Δt is the time step and the superscripts n − 2, n − 1, n, and n + 1 of u represent the
time level. The differential Equation (1) is now changed to

DΔCn+1 − v · ∇Cn+1 − λCn+1 =
Rd
6Δt

(
11Cn+1 − 18Cn + 9Cn−1 − 2Cn−2

)
. (6)

The simple Euler formula is used in the first two steps to obtain the needed data Cn

and Cn−1 to start the Houboldt scheme (Cn−2 is a given initial solution).
To solve the unsteady diffusion Equation (1), we represent the solution as a sum of

homogeneous and particular solutions. The solution of (6) can now be defined as the sum

Cn+1 = Cn+1
H + Cn+1

P , (7)

where Cn+1
H is a solution of homogeneous differential equation in time level n + 1 that

satisfies boundary conditions and Cn+1
P is a particular solution of the non-homogeneous

Equation (6). The homogeneous problem has been solved using the modified local bound-
ary knots method (LBKM). The particular solution could be solved using the local method
of approximating particular solutions (LMAPS) [9,18].

3.1. Homogeneous Solution

As is usual with most local methods, we assume that the domain Ω is covered by
individual points. We find a group of the nearest points for each point i ∈ Ω that form
the support. In this modified version, in addition to support, we need to define a circular
virtual area around each point and regularly spaced virtual points at its boundary (Figure 1).
In this area, we now approximate the value of the concentration at a given point i and time
interval n + 1 using the general solution of a homogeneous differential equation in the form

C(xi)
n+1
H =

n

∑
j=1

αjG∗(rij) xi ∈ Ω, (8)

where n is the number of virtual points, rij =
∥∥xi − xj

∥∥ is the distance between point i and
virtual point j, and G∗ is the general solution. For the 2D advection–diffusion differential
Equation (6), the non-singular general solution is given as

G∗(rij) =
1

2π
exp
(v · r

2D

)
I0(μrij), (9)

where rij =
∥∥xi − xj

∥∥, I0 is the modified Bessel function of the first kind and

μ =

√(‖v|
2D

)2
+

λ

D
. (10)

The coefficients αj are unknown and we determine them by applying (8) to all virtual
points and we obtain

n

∑
j=1

Akjαj = Ck k = 1 . . . n, (11)

where Ck are the values of concentrations in virtual points for homogeneous solution.
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global boundary �

i

virtual local subdomain

virtual point

local support for interpolation

rmax

Figure 1. Virtual and supporting nodes in the domain Ω.

3.2. Particular Solution

The particular solution Cn+1
P is approximated by radial basis (RBF) functions as

Cn+1
P =

p

∑
j=1

βn+1
j Θ(rj), (12)

where Θ(rj) are radial basis functions, βn+1
j are unknown coefficients, and p is the number

of internal virtual points in the virtual subdomain of the point i. These points can be
regularly placed inside the subdomain (see Figure 2). The function Θ is defined as a
solution of the following equation [2,8]

DΔΘ(rj)− v · ∇Θ(rj)− λΘ(rj) = ϕ(rj), (13)

where ϕ(rj) are also the radial basis functions. There are various possibilities for how to
choose these functions [2,19]. Instead of choosing the simple form of the function ϕ(rj) on
the right-hand side of (13), we choose the simple expression for the basis functions Θ(rj).
By substituting into (13), we can obtain the corresponding formula for the function ϕ(rj).
In our paper, we chose Θ(rj) functions as multiquadrics (MQ) and we obtain

Θ(r) =
√

r2 + R2
P

ϕ(r) = D r2+2R2
P

(r2+R2
P)

3/2 − r·v√
r2+R2

P
− λ
√

r2 + R2
P,

(14)

where RP is the shape factor of the particular solution. This factor can be different from the
factor R used in (21). According to (6) and (13), we can write

p

∑
j=1

βn+1
j ϕ(rj) = Rd

11
(

Cn+1
P + Cn+1

H

)
− 18Cn + 9Cn−1 − 2Cn−2

6Δt
. (15)

Matrix A from Equation (11) is now extended to (n + p)× (n + p) dimension and it
has the following structure

A =

[
K L

M N

]
, (16)
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where
Kkj = G∗(rkj) k, j = 1 . . . n
Lkl = Θ(rkl) l = 1 . . . p

(17)

in the boundary virtual points (see Figure 2) and

Mlj = − 11Rd
6Δt G∗(rlj) l = 1 . . . p, j = 1 . . . n

Nlq = ϕ(rlq)− 11Rd
6Δt Θ(rlq) l, q = 1 . . . p

(18)

in the internal virtual points (see Figure 2). For the first two time intervals, when we use
the Euler scheme, Formula (18) has the form

Mlj = − Rd
Δt G∗(rlj) l = 1 . . . p, j = 1 . . . n

Nlq = ϕ(rlq)− Rd
Δt Θ(rlq) l, q = 1 . . . p

(19)

i

virtual boundary point

virtual internal point

Figure 2. Virtual subdomain around the node i.

Since the virtual points do not correspond to the nodes in the support, we must express
Ck as a function of the concentrations in the support using some interpolation method.
In our article, we have chosen the combination of the weighted radial basis functions
and polynomials.

The unknown values Ck in virtual source points are approximated in a support of the
point i as

Ck =
m

∑
l=1

βk
l R(rkl) +

M

∑
l=1

χk
l pl(xk, yk), k = 1 . . . n, (20)

where βk
l and χk

l are the weights, R(rkl) are the radial basis functions, and pl are polynomi-
als with degree M-1. M is the order of R, and m is the number of nodes in the support of a
reference point. In our paper, the multiquadrics functions [19] have been used

R(rkl) =
√

R2 + r2
kl , (21)

where R is a so-called shape factor of the multiquadric function. We can determine the
weighting coefficients βk

j and χk
j in Equation (20) by requiring that this equation is fulfilled

at all m support points. Then, by the procedure described, e.g., in [20], we obtain a set of
RBF shape functions Φk

l and we can write

Ck =
m

∑
l=1

Φk
l Cl . (22)
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Now, we can substitute (22) to the right side of (11) and obtain

n

∑
j=1

Akjαj =
m

∑
l=1

Φk
l Cl k = 1 . . . n (23)

in matrix notation
Aα = ΦC (24)

and we can obtain the unknown coefficients αj as

α = A−1ΦC. (25)

For a homogeneous (steady) solution without internal virtual points, matrix A has
dimensions (n × n) and matrix Φ(n × m). The concentration in point i can now be ex-
pressed as

Ci = GT
i α = GT

i A−1ΦC = WT
i C, (26)

where Wi is a weight vector of the point i [21]. The vector W can be used to assemble the
global system of equations to solve homogeneous problems. This system is sparse and can
be defined as

Ci = C0i ∀i ∈ Γ1 (27)

Ci −
m

∑
j=1

Wi
j uj = 0 ∀i ∈ Ω

m

∑
j=1

∂Wi
j

∂n
uj = q0iC0i ∀i ∈ Γ2,

where m is the number of points in the i-th support.
For a non-stationary problem, it is necessary to add a particular solution (see Section 3.2),

and we must extend the matrices A and Φ to the dimensions (n + p) × (n + p) and
(n + p)× m, respectively. Then, (26) remains formally the same but the weight vector W

also consists of two parts
Wi =

{
Wi

1 Wi
2
}

. (28)

The resulting system of sparse linear equations in the time tn+1 can be written as

Cn+1
i = C0i ∀i ∈ Γ1

Cn+1
i − ∑m

j=1 Wi
1jC

n+1
j = − Rd

6Δt ∑
p
j=1 Wi

2j

(
18Cn

j − 9Cn−1 + 2Cn−2
)

∀i ∈ Ω

∑m
j=1

∂Wi
1j

∂n Cn+1
j = q0i(Cn

i − C0i) ∀i ∈ Γ2.

(29)

We can solve these N equations to obtain values of concentration at all nodes in n + 1
time step.

In the case of the steady problem, the algorithm of the method can be clearly described
by the following steps:

1. We define the support of each point in the area.
2. We generate virtual points around each point.
3. We prepare RBF shape functions Φ according to (22).
4. We calculate the matrix A according to (11) for each point, except for the points where

the Dirichlet boundary condition is prescribed.
5. At these points, we solve the system of linear Equation (26) and obtain the weight

vector W.
6. We use this weight vector to construct a sparse global matrix of linear equations

according to (27).
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7. We multiply the prescribed values of the Dirichlet boundary condition by the corre-
sponding values of the weight vector W and, thus, create the right side.

8. By solving the equations, we obtain the concentration values at the points of the area.

The following style will modify the algorithm, describing the unsteady state: The first
three steps will be the same as in the steady problem, and we start with step No. 4.

4. We generate internal virtual points.
5. We calculate the matrix A according to (19) for each point, except for the points where

the Dirichlet boundary condition is prescribed.
6. At these points, we solve the system of linear Equation (26) and obtain the weight

vector W.
7. We use this weight vector to construct a sparse global matrix of linear equations

according to (29).
8. We use the initial conditions and create the right side of the global system (29).
9. We multiply the prescribed values of the Dirichlet boundary condition by the corre-

sponding values of the weight vector W and add the results to the right side.
10. By solving the global equations, we obtain the concentration values at the points of

the area in the next time step.
11. We can use the results and change the right side of the global system.
12. We repeat steps No. 9 to 11 in the first two time steps.
13. We calculate the new matrix A according to (18) and reassemble the global system

of equations.
14. We prepare the system’s right side using all previous values of concentrations.
15. By solving the global equations, we obtain the concentration values at the points of

the area in the next time step.
16. We repeat steps No. 14 to 15 in all remaining time steps.

4. Results

To test the possibilities of the proposed method, we present the results of several test
examples in this chapter. In all these cases, the exact analytical solution is known; therefore,
it is possible to compare the error of the numerical method. The root mean squared error
(RMSE) and R∞ are employed to evaluate accuracy. These errors are defined as

RMSE =

√
∑N

i=1(C̄i − Ci)2

N
R∞ = max

i=1...N
(|C̄i − Ci|), (30)

where C̄i is the exact value of concentration in point i.
When solving advection–diffusion problems, the Peclet number Pe is often used to

assess the effect of advection

Pe =
‖v‖L

D
. (31)

All examples have been computed on a PC computer with an Intel(R) Core(M) i7-
8550U processor (1.8 GHz CPU), a 64-bit Windows 11 operating system, and a 16 GB
internal memory. The programming language has been Visual C++ and Eigen library for
sparse matrix operations.

4.1. Example No. 1, Steady Case

In the first example, we consider the steady advection–diffusion problem with the
Dirichlet boundary conditions [22]. The domain is a unit square with prescribed concentrations

C(x, 0) =
1 − e(x−1)vx/D

1 − e−vx/D (32)

C(0, y) =
1 − e(y−1)vy/D

1 − e−vy/D . (33)
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The dispersion coefficient is D = 1 and the velocity vector is v = (vx, vy) and vx = vy.
The exact solution to this problem is [22]

C(x, y) =

(
1 − e(x−1)vx/D

)(
1 − e(y−1)vy/D

)
(
1 − e−vx/D

)(
1 − e−vy/D

) . (34)

For the numerical solution of this example, three meshes were used. Two meshes were
regular with 21 × 21 and 51 × 51 points. The third mesh was irregular with 5426 points.
This example was solved with three different Peclet numbers, namely, Pe = 10, 30, and 50.
Table 1 shows the solution RMSEs for all previously mentioned meshes and three different
Peclet numbers.

Table 1. Example No. 1—comparison of RMSE and R∞ for different meshes and Pe values.

Pe
Mesh 21 × 21 Mesh 51 × 51 Irregular Mesh

RMSE R∞ RMSE R∞ RMSE R∞

10 9.1395 × 10−4 2.7817 × 10−3 1.4861 × 10−4 4.4874 × 10−4 9.5202 × 10−5 4.0198 × 10−4

30 6.0220 × 10−3 3.5671 × 10−2 9.3171 × 10−4 4.6437 × 10−3 7.3789 × 10−4 5.1634 × 10−3

50 1.3147 × 10−2 9.4959 × 10−2 2.1142 × 10−3 1.3600 × 10−2 1.8039 × 10−3 2.0027 × 10−2

The course of the absolute error in the profile x = y is also interesting (Figure 3). It is
clear that for higher Peclet numbers, the most significant error is concentrated in the largest
concentration gradient at the upper right corner of the area. In Figure 4, we can see the
contours of the absolute error of the solution for a regular network of 51 × 51 points and a
Peclet number of 10 and 30.

In this example, we also tested the effect of the number of virtual points n and support
points m on the method’s accuracy. It has been shown that increasing the number of virtual
points does not lead linearly to reducing errors (Table 2).

Table 2. Example No. 1—comparison of RMSE and R∞ for different number of virtual points.

n
Regular Mesh 51 × 51 Irregular Mesh

RMSE R∞ RMSE R∞

6 1.4862 × 10−4 4.4850 × 10−4 9.6585 × 10−5 4.0193 × 10−4

8 1.4861 × 10−4 4.4789 × 10−4 9.6592 × 10−5 4.0197 × 10−4

12 1.4783 × 10−4 4.4629 × 10−4 9.6779 × 10−5 4.0168 × 10−4

16 1.4884 × 10−4 4.4984 × 10−4 9.6639 × 10−5 4.0198 × 10−4

As for supporting points, point i itself has been also included in the support. The shape
of the support for a regular network has been a square with sides formed by an odd
number of points. For an irregular network, the algorithm described in [23] has been used.
The principle is to divide the vicinity of point i into identical segments, and the point in the
segment closest to point i is taken into support.

As seen from Table 3, there is a certain optimal number of points in the support,
and further increasing the number of points will not cause an increase in the accuracy of
the method.

We also tested the effect of the virtual area’s radius on the solution’s accuracy. The re-
sults are shown in Table 4. We express the radius size as the ratio of the distance from the
nearest network point r/dmin.
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Table 3. Example No. 1—comparison of RMSE and R∞ for different numbers of supporting points.

m
Regular Mesh 51 × 51

m
Irregular Mesh

RMSE R∞ RMSE R∞

9 1.4860 × 10−4 4.4792 × 10−4 5 1.5962 × 10−2 5.4667 × 10−2

25 8.1076 × 10−5 2.5550 × 10−4 7 9.5201 × 10−5 4.0198 × 10−4

49 1.0941 × 10−4 3.7766 × 10−4 13 2.0092 × 10−5 5.3685 × 10−5

81 3.4093 × 10−4 1.5674 × 10−3 19 1.6715 × 10−5 2.0910 × 10−4

Table 4. Example No. 1—comparison of RMSE and R∞ for different radius of the virtual area.

r/dmin
Regular Mesh 51 × 51 Irregular Mesh

RMSE R∞ RMSE R∞

0.6 4.3285 × 10−4 1.3045 × 10−3 1.6194 × 10−4 4.9429 × 10−4

0.8 3.0831 × 10−4 9.2960 × 10−4 1.3312 × 10−4 4.4993 × 10−4

1.0 1.4861 × 10−4 4.4789 × 10−4 9.6592 × 10−5 4.0197 × 10−4

1.2 4.6538 × 10−5 1.4011 × 10−4 5.6234 × 10−5 3.4336 × 10−4

1.4 2.7695 × 10−4 8.3469 × 10−4 4.0517 × 10−5 2.7423 × 10−4

1.6 5.4251 × 10−4 1.6342 × 10−3 8.7447 × 10−5 3.1388 × 10−4

With this dependence, it is interesting that there is an optimal radius of the virtual
area, which is slightly larger than the minimum distance (r ≈ 1.4dmin).

0 0.2 0.4 0.6 0.8 1 1.2 1.4

x coordinate

10-8

10-7

10-6

10-5

10-4

10-3

10-2

10-1

A
b

s
o

lu
te

 e
rr

o
r

Pe=10

Pe=30

Pe=50

Figure 3. Example No. 1—irregular mesh, absolute errors in the profile x = y.
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Figure 4. Example No. 1—contours of absolute errors, (a) Pe = 10, (b) Pe = 30.

Since the accuracy of interpolation using multiquadric functions depends on the shape
factor R, we also performed tests for the optimal value of this factor. The result is presented
in Figure 5, where the minimum error at the value of R ≈ 0.47 is obvious.
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Figure 5. Example No. 1—RMSE and R∞ as functions of the shape factor R.

4.2. Example No. 2, Steady Case with Decay

The second example tests steady advection along with tracer decay. For the test,
we used an irregular area with two different networks of points—the sparser one has
3216 nodes and the denser one has 6530 points (Figure 6). The coordinates of the boundary
points have been computed according to the following formula [8,24]

r(θ) = (37 − 12 cos(5θ))/25, 0 ≤ θ ≤ 2π (35)

{x, y} = {r cos(θ), r sin(θ)}.

The internal points in both networks have been generated using the Poisson disc
algorithm [25,26].
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a) b)

Figure 6. Example No. 2—irregular meshes: (a) 3216 points, (b) 6530 points.

The dispersion and decay coefficients are D = 5 and λ = 4, respectively. The vector of
velocity is constant, v =

(
vx, vy

)
= (1, 1). Dirichlet boundary conditions are prescribed at

the boundary Γ as
C0(x) = ex + ey x ∈ Γ. (36)

The exact solution is
C(x) = ex + ey x ∈ Ω. (37)

Similar to the first example, we present a comparison of the accuracy of our modified
method for different numbers of virtual points n. We can see from Table 5 that this influence
of the number of virtual points on accuracy is negligible.

Table 6 shows the dependence of the accuracy of the method on the number of points
in the support. The situation is now different; the number of supporting points m affects
the accuracy significantly. The results for both networks used are different.

Table 5. Example No. 2—comparison of RMSE and R∞ for a different number of virtual points.

n
3216 Points 6530 Points

RMSE R∞ RMSE R∞

6 1.0489 × 10−4 1.8703 × 10−3 3.3324 × 10−5 6.8178 × 10−5

8 8.0688 × 10−5 3.6588 × 10−4 3.6236 × 10−5 7.3594 × 10−5

10 8.5035 × 10−5 8.2199 × 10−4 3.4279 × 10−5 7.0187 × 10−5

16 8.2809 × 10−5 7.0545 × 10−4 3.5056 × 10−5 7.1266 × 10−5

The error decreases with the increasing number of supporting points in the first sparser
network. In the second denser one, the initial decrease is followed by an increase in the
error; thus, we can find the optimal number of points in the support (see also Figure 7 and
Table 6). The slight deterioration in accuracy when increasing the number of supporting
points is probably since the criterion according to [23] at higher numbers leads to an
unsatisfactory selection. In these cases, it would probably be better to return to a simple
choice based on the distance from point i.
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Table 6. Example No. 2—comparison of RMSE and R∞ for different numbers of supporting points.

m
3216 Points 6530 Points

RMSE R∞ RMSE R∞

7 3.57 × 10−4 2.56 × 10−3 1.87 × 10−4 3.79 × 10−4

9 6.13 × 10−4 2.68 × 10−3 2.55 × 10−4 1.54 × 10−3

13 8.07 × 10−5 3.66 × 10−4 3.62 × 10−5 7.36 × 10−5

19 1.01 × 10−5 3.47 × 10−5 3.85 × 10−6 7.96 × 10−6

25 3.25 × 10−6 2.29 × 10−5 8.01 × 10−6 6.65 × 10−5

31 7.63 × 10−7 1.61 × 10−5 3.23 × 10−6 6.09 × 10−5

The distribution of absolute errors in the area for both solved networks is presented in
Figure 8.
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Figure 7. Example No. 2—course of RMSE and R∞ for different numbers of supporting points.
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Figure 8. Example No. 2—contours of absolute errors, (a) 3216 points, (b) 6530 points.
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As in the previous example, we can also see in Table 7 that it is possible to increase the
accuracy of the solution by approximately one order of magnitude by slightly increasing
the radius of the virtual area to r ≈ 1.4dmin.

Table 7. Example No. 2—comparison of RMSE and R∞ for different radii of virtual area.

r/dmin
3216 Points 6530 Points

RMSE R∞ RMSE R∞

0.6 1.8708 × 10−5 3.7636 × 10−5 5.4936 × 10−6 1.1633 × 10−5

0.8 1.5363 × 10−5 5.6583 × 10−5 4.9468 × 10−6 1.0110 × 10−5

1.0 1.0094 × 10−5 3.4681 × 10−5 3.8808 × 10−6 8.0037 × 10−6

1.2 4.1740 × 10−6 3.5152 × 10−5 2.6612 × 10−6 5.7076 × 10−6

1.4 2.7209 × 10−6 5.8848 × 10−5 1.2998 × 10−6 4.9287 × 10−6

1.6 5.8256 × 10−6 8.4728 × 10−5 2.0681 × 10−6 2.1252 × 10−5

Further, in this example, we tested the shape factor’s influence on the method’s
accuracy. It turns out that the accuracy increases slightly with the increasing value of R
(Figure 9).
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Figure 9. Example No. 2—RMSE and R∞ as functions of the shape factor R.

4.3. Example No. 3, Unsteady Case

The third example is the usual case used for testing of the unsteady problem [27–29].
The rectangular domain [0, 20]× [0, 2] has the initial concentration C0 = 0 and the Dirichlet
boundary conditions C(0, y) = 1 and C(20, y) = 0. The Neumann boundary conditions are
prescribed as q(0, x) = q(2, x) = 0. The exact solution is (see e.g., [30])

C(x, t) =
C0

2

[
er f c(z1) + exp

(vxx
D

)
er f c(z2)

]
, (38)

where
z1 =

x − vxt√
4Dt

z2 =
x + vxt√

4Dt
. (39)

The horizontal velocity vx = 1 and three diffusion coefficients D = 0.1, D = 0.05,
and D = 0.02 have been used. Then, the Peclet numbers (31) are Pe = 200, Pe = 400, and
Pe = 1000, respectively. The RBFs with shape functions ϕ(r) according to (14) are used in
this example. Two regular meshes of 101× 11 and 161× 17 points have been used. The total
simulation time is t = 10.
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Figure 10 presents the concentration for both networks in the profile y = 1. Figure 11
then represents the course of the absolute error in this profile. All these results are plotted
for times t = 2, 4, 6, 8, and 10.
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Figure 10. Example No. 3—concentration profiles for Pe = 1000: (a) Grid 101 × 11, (b) Grid 161 × 17.
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Figure 11. Example No. 3—absolute errors for Pe = 1000, (a) Grid 101 × 11, (b) Grid 161 × 17.

Table 8 clearly shows that the values of RMSE and R∞ decrease when increasing the
density of the grid.
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Table 8. Example No. 3—RMSE and R∞ for different Peclet numbers.

Pe
Mesh 101 × 11 Mesh 161 × 17

RMSE R∞ RMSE R∞

200 4.6244 × 10−3 1.4834 × 10−2 8.3319 × 10−4 3.3870 × 10−3

400 1.0440 × 10−2 3.9621 × 10−2 1.2844 × 10−3 5.6586 × 10−3

1000 2.2662 × 10−2 1.0775 × 10−1 4.1826 × 10−3 2.1395 × 10−2

In this example, because it is an unsteady problem, we focused primarily on testing
the influence of the time step size and the values of the two shape factors R and RP on the
accuracy of the solution.

Figure 12 shows a comparison of the RMSE and R∞ errors using the various sizes of
time steps and Pe = 200. It is clear from Figure 12 that there is an optimal time step for
every mesh. Its further refinement only reduces the accuracy of the solution and increases
the CPU time.
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Figure 12. Example No. 3—RMSE and R∞ as functions of the time step Δt.

Similar to the previous examples, we monitored the dependence of the accuracy of the
solution on the shape factor R of the RBF interpolation for the third example. We also tested
the influence of the RP factor, which is used for the particular solution approximation.
These dependencies are plotted in Figures 13 and 14. It can be seen that initially, the error
of the method decreases to an insignificant minimum and then the values of RMSE and R∞
stabilize.
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Figure 13. Example No. 3—RMSE and R∞ as functions of the shape factor R.
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Figure 14. Example No. 3—RMSE and R∞ as functions of the shape factor RP.

The same rectangular domain with the same two different point meshes as well as
boundary conditions is used to test the effect of tracer decay; the decay coefficient values
λ = 0.1 and λ = 0.3 are entered. The exact solution is then given as [30]

C(x, t) =
C0

2
exp(

vxx
2D

)[exp(−xβ)er f c(z1) + exp(xβ)er f c(z2)], (40)

where

β =

√
v2

x
4D2 +

λ

D
(41)
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and z1 and z2 are now

z1 =
x − t

√
v2

x + 4λD√
4Dt

z2 =
x + t

√
v2

x + 4λD√
4Dt

. (42)

The course of exact concentration and LBKM results in the profile y = 2 at time t = 2,
4, 6, 8, and 10 can be seen in Figure 15 for the two different values of the decay coefficient.
Figure 16 then shows the course of the absolute errors at the same time intervals.

Table 9 shows the RMSE values for λ = 0.1 and 0.3 for both used point networks.
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Figure 15. Example No. 3—concentration profiles for Pe = 1000, mesh 161 × 33: (a) λ = 0.1,
(b) λ = 0.1.
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Figure 16. Example No. 3—absolute errors for Pe = 1000, mesh 161 × 33: (a) λ = 0.1, (b) λ = 0.5.
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Table 9. Example No. 3—comparison of RMSE for Pe = 1000, λ = 0.1, λ = 0.3, and different meshes.

Time
λ = 0.1 λ = 0.3

Mesh 101 × 11 Mesh 161 × 17 Mesh 101 × 11 Mesh 161 × 17

2 8.0725 × 10−3 4.0627 × 10−3 5.9374 × 10−3 2.7769 × 10−3

4 8.0044 × 10−3 2.3824 × 10−3 4.5891 × 10−3 1.2482 × 10−3

6 8.8779 × 10−3 1.8665 × 10−3 4.0667 × 10−3 9.8041 × 10−4

8 9.2876 × 10−3 1.7438 × 10−3 3.6041 × 10−3 9.4922 × 10−4

10 9.2755 × 10−3 1.7132 × 10−3 3.2915 × 10−3 9.4261 × 10−4

5. Discussion and Conclusions

In the article, we presented a modification of the local knots method applied to the
solution of the advection–diffusion equation. Unlike the previous localizations of the node
method, this method uses a regular circular virtual region with evenly spaced virtual points.
The boundary knots method is applied to this area. In the next step, this area is connected
to the support of the resolved node. Although this procedure is a bit more complicated
than the previous methods, it has some significant advantages.

5.1. Condition Numbers

Probably the most significant advantage concerns the reduction of the order of the
boundary knots matrix and, thus, also the decrease of the condition number of this matrix.
It is possible owing to the fact that the virtual points number is small. It also remains
constant for all nodes. Therefore, it was possible to work with this matrix in the presented
method using only simple algorithms for solving linear equations or matrix inversion.
In addition, it is possible (especially for regular networks of nodes) to design this virtual
region equal for all nodes and, thus, to calculate the inverse matrix of the method only once.

In our method, we can distinguish three different condition numbers (CN): local,
global, and RBF. The local CN is the condition number of the local matrix A (16). The global
CN is the condition number of the global system of equations and is significantly lower than
the local one. The RBF condition number refers to the interpolation matrix of radial basic
functions (see Table 10). Table 11 contains condition numbers of unsteady case (Example
No. 3).

The local CN depends substantially on the number of virtual boundary points (see
Figure 17). As the number of these points does not influence the precision of our method,
we recommend using a maximum of 8 points.

Table 10. Example No. 1—values of condition numbers, eight virtual boundary points.

Pe Local Global RBF

10 4.9691 × 107 5.0797 × 102 7.5114 × 105

30 2.6072 × 105 3.0437 × 102 7.5114 × 105

50 4.6362 × 105 2.4988 × 102 7.5114 × 105

Table 11. Example No. 3—values of condition numbers, eight virtual boundary and six inter-
nal points.

Mesh Local Global RBF

101 × 11 6.9144 × 105 1.4806 × 103 1.8830 × 107

167 × 16 7.9764 × 106 3.8825 × 103 2.8587 × 107
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Figure 17. Example No. 1—connection of the local condition number and number of virtual points.

5.2. Convergence Rate

For all three examples, we performed tests of the speed of convergence of the method.
For the purposes of these tests, we have additionally added one more sparse network for
each example. For the first example, the grid had 16 × 16 points; in the second example,
it was an irregular grid with 4305 points; and in the third example, we used a grid of
81 × 9 points. Figure 18 shows the dependency of RMSE on the number of points. To
demonstrate the convergence rate (CR) of the present method, the following formula is
introduced

CR = − log(RMSE1)− log(RMSE2)

log(N1)− log(N2)
. (43)
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Figure 18. Connection of the RMSE and number of points: (a) steady solution, (b) unsteady solution.

Table 12 contains values of RMSE and convergence rates for examples of the steady
case and Table 13 for those of the unsteady transport.
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Table 12. Example Nos. 1 and 2—values of RMSE and the convergence rates (CR).

No. of Points RMSE, Example No. 1 No. of Points RMSE, Example No. 2
Pe = 10 Pe = 30 Pe = 50

256 1.619 × 10−3 1.060 × 10−2 2.162 × 10−2 3216 1.023 × 10−5

441 9.140 × 10−4 6.022 × 10−3 1.315 × 10−2 4305 8.390 × 10−6

2601 1.486 × 10−4 9.317 × 10−4 2.114 × 10−3 6530 3.881 × 10−6

CR 1.024 1.052 1.030 CR 1.368

Table 13. Example No. 3—values of RMSE and the convergence rates (CR).

No. of Points Pe = 20 Pe = 400 Pe = 1000

729 1.150 × 10−2 2.425 × 10−2 2.630 × 10−1

1111 4.624 × 10−3 1.044 × 10−2 2.266 × 10−2

2737 8.332 × 10−4 1.284 × 10−3 4.183 × 10−3

CR 1.984 2.221 3.130

From the values in Table 12, we can conclude that with a regular network of points,
the order of the method is slightly above the value of one, and with an irregular network,
it is about 30% higher, which may be caused by the different geometric configuration of
the irregular networks. In the unsteady state, we see that Houbolt’s method confirms its
effectiveness in this case as well, and the values of the rate of convergence are above two.

In the further development of the method, a logical step will be to extend it to 3D tasks
or non-linear problems.
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MDPI Multidisciplinary Digital Publishing Institute
LBKM Local Boundary Knots Method
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RBF Radial Basis Functions
RMSE Root Mean Square Error
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References

1. Brebbia, C.A.; Telles, J.C.F.; Wrobel, L.C. Boundary Element Techniques; Springer: Berlin, Germany; New York, NY, USA, 1984.
2. Partridge, P.W.; Brebbia, C.A.; Wrobel, L.C. The Dual Reciprocity Boundary Element Method; CM Publications: Southampton,

UK, 1992.
3. Golberg, M. The method of fundamental solutions for Poisson’s equations. Eng. Anal. Bound. Elem. 1995, 16, 205–213. [CrossRef]

357



Mathematics 2022, 10, 3855

4. Golberg, M.A.; Chen, C.S. The method of fundamental solutions for potential, Helmholtz and diffusion problems. In Boundary
Integral Methods-Numerical and Mathematical Aspects; Golberg, M.A., Ed.; CM Publications: Southampton, UK, 1998; pp. 103–176.

5. Chen, C.S.; Karageorghis, A. On choosing the location of the sources in the MFS. Numer. Algorithms 2016, 72, 107–130. [CrossRef]
6. Chen, W.; Fu, Z.; Wei, X. Potential problems by singular boundary method satisfying moment condition. CMES-Comput. Model.

Eng. Sci. 2009, 54, 65–85.
7. Chen, W.; Gu, Y. Recent Advances on Singular Boundary Method. In Proceedings of the Joint International Workshop for Trefftz

Method, Kaohsiung, Taiwan, 15–18 March 2011; Volume 4, pp. 543–558.
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Abstract: In cryogenic fluid storage and delivery, the rapid contraction and rebound of bubbles
are prone to occur during bubble collapse due to the pressure saltation. With the contraction and
rebound of bubbles, the pressure and temperature in the bubbles fluctuate greatly, which affects the
service life of fluid machinery. During bubble contraction and rebound, there is an accompanied
complex heat and mass transfer process. According to the thermal properties of cryogenic fluids, a
single-bubble collapse model is proposed considering the temperature variations inside the bubble.
In order to study the variation in temperature and pressure during bubble collapse in cryogenic
fluids, the contraction and rebound of a single bubble in liquid hydrogen are investigated numerically
under various operating pressures and supercooling degrees. The numerical results of the model
indicate that there are periodic contraction and rebound of the bubble when the pressure rises
suddenly. Furthermore, the periods and attenuation rates of bubbles in different media are studied
and compared. For the most concerned pressure and temperature characteristics, the relationship
between the peak pressure, the attenuation rate of the temperature and the dimensionless number
is proposed.

Keywords: single bubble; oscillation; attenuation rate; periodicity; supercooling degree; operating
pressure

1. Introduction

For long-distance delivery and large-scale storage of cryogenic fluids, liquid storage
and delivery are the most widely used methods in favor of high security and cost effective-
ness [1–4]. Among the cryogenic fluids, liquid hydrogen (normal boil point is 20.37 K) and
liquid oxygen (normal boil point is 90.19 K) have been widely used in rocket engines [5,6].
Taking liquid hydrogen as an example, its delivery cost is only 0.181 EUR/kg [7] and energy
consumption is only 0.37 kWh/kg [8], which is much lower than 0.63~0.76 EUR/kg and
2.43 kWh/kg for high-pressure hydrogen delivery.

In the transportation of cryogenic fluids, substantial sloshing cannot be avoided easily
due to the jounce of transport tankers and LNG carrier ships. This results in a large variation
in local pressure for the delivered cryogenic fluids. Under this condition, cavitation bubbles
grow when the local pressure drops below the saturated pressure of liquids [9,10]. When the
operating pressure increases suddenly, the bubbles contract and rebound rapidly. During
this contraction–rebound process, there is noise, vibration, pressure pulsation and damage
to the fluid machinery due to the high pressure and temperature of the bubbles [11].

Single-bubble growth in ordinary fluids has been preliminarily studied. The single
bubbles growth in water and freon has been focused on in many experiments [12–14].
Compared with bubble experiments in ordinary fluids, cavitation experiments in cryogenic
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fluids are relatively rare. Among cryogenic research, experiments of liquid nitrogen and hy-
drogen flow around a hydrofoil and an ogive were carried out by Hord in the 1970s [15–18].
The temperature and pressure distributions along the cavitation region of the hydrofoil sur-
face were measured experimentally. Moreover, Ball et al. [19] experimentally investigated
liquid hydrogen cavitation characteristics in various inducers. The experimental results
provided a reference for the design of an inducer for cryogenic fluids. Recently, Ito et al. [20]
studied the difference in cavitation characteristics between liquid nitrogen and water in
an inducer using a visualization experiment. The experimental results indicated that the
bubble size in liquid nitrogen was much smaller than that in water. In addition to cavitation
flow experiments in fluid machinery, single-bubble growth and collapse in cryogenic fluids
are the basis for the study of the cavitation mechanism in cryogenic fluids. However, there
is relatively little experimental research in the open literature due to its extremely rapid
growth and collapse process. Hewitt et al. [21] carried out the bubble growth experiment
in liquid nitrogen under depressurization and studied the bubble radius growth process.
Due to the limitations of harsh low-temperature conditions, the pressure and temperature
inside the nitrogen bubble were not investigated in the experiments.

In addition to experimental studies, there have also been theoretical and numerical
results focused on the heat and mass transfer process at the bubble interface. The isothermal
hypothesis is often adopted in cavitation models of ordinary fluids. Transport cavitation
models based on the Rayleigh–Plesset equation are used widely. Among these models, the
Zwart–Gerber–Belamri model [22], Schnerr–Sauer model [23] and Singhal model [24] are
applied in commercial CFD software. The growth and heat and mass transfer between
the bubble and liquid are predicted using the single-bubble model [25,26]. The bubble
radius growth results calculated with the model are verified with data from experiments in
water and freon. For ordinary fluids, the thermodynamic temperature drop is small and the
liquid vapor density ratio is large. Additionally, the transition time of bubble growth from
the dynamic growth stage to the thermal growth stage is equivalent to the bubble existence
time. Therefore, the isothermal assumption is prone to be suitable for the cavitation in
ordinary fluids.

Different from ordinary fluids, the temperature drop of the bubble growth process
cannot be ignored in cryogenic liquids. The existing isothermal hypothesis is not viable.
Therefore, for cryogenic fluids, thermodynamic effects must be considered on cavitation
development and bubble growth. Zhang et al. [27] modified the cavitation model for
ordinary fluids considering thermal effects and used it to study cavitation in liquid nitrogen.
The application of the cavitation model for cryogenic fluids was improved in prediction.
Comparing to the experimental results, the numerical results were within the error limits.
Recently, a large number of numerical studies popped up focusing on cryogenic fluid
cavitation. Xu et al. [28] used the modified cavitation model with thermodynamic effects
to compare the cavitation process of water and liquid nitrogen. The numerical results
indicated that thermal effects could inhibit the cavitation in liquid nitrogen but had almost
no suppression effect for water. Moreover, the particularity of liquid hydrogen cavitation,
which is different from other cryogenic fluids, was further investigated by Le et al. [29].
The empirical evaporation and condensation constant in liquid hydrogen was obviously
higher than that in other fluids. In addition to the modification of the cavitation model,
Li et al. [30] also used the modified model to study the cavitation model of liquid oxygen
in turbopumps. Cavitation was mainly distributed in the leading edge of the inlet of the
inducer and the central blade head of the impeller.

In most of the existing cavitation models, modifications have focused on the influence
of the thermal effect. There are relatively few models which have been proposed for single-
bubble growth and collapse. Ito [31] considered the equation of heat conduction outside
the bubble and used it to calculate the phase transition in the thermal boundary layer. In
addition, this model was also used to study the bubble development process in liquid
hydrogen, liquid nitrogen and liquid oxygen. The growth process of bubbles in the inducer
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was studied numerically based on this model [32]. However, the temperature difference
between the center and boundary of the bubble was not considered.

During the growth and collapse of a single bubble, the temperature and pressure of
the vapor inside the bubble vary greatly [33]. Nevertheless, most of the existing bubble
growth and collapse models assume that the temperature inside the bubble is the same as
that of the fluid at the bubble boundary. For the more accurate prediction of the growth–
collapse process of single bubbles in cryogenic fluids, existing bubble models should be
modified. In this paper, based on the existing bubble model, a single-bubble collapse model
was proposed for cryogenic fluids. The modified Rayleigh–Plesset equation, heat balance
equation, heat diffusion equation and state equation were solved simultaneously in various
cryogenic fluids. By comparing the tendency of bubble bursting and rebound in different
fluids, the influence of the physical properties of cryogenic fluids on bubbles was analyzed.
In addition, the influence of the bubble internal temperature on the bubble collapse and
rebound process was considered and calculated. The bubble contraction–rebound process
in liquid hydrogen was selected as the main research object. The oscillations of the bubble
radius, radius growth rate, temperature at the bubble boundary and temperature and
pressure inside the bubble were studied using the model. The amplitude, attenuation rate
and period of bubble collapse were analyzed under different supercooling degrees and
operating pressures.

2. Derivation and Verification of the Single-Bubble Collapse Model

During bubble collapse, the temperature and pressure inside the bubble are affected
by the operating pressure, supercooling degree and thermophysical property of different
fluids. In order to accurately predict and compare the bubble collapse process in various
fluids, the temperature and pressure inside the bubble were considered in the model. The
bubble collapse model is derived and the results of this model are verified in this section.

2.1. Derivation of the Single-Bubble Collapse Model

The equation for bubble growth was first derived and used by Rayleigh [34] in the
absence of surface tension and viscosity. Subsequently, this equation was improved by
Plesset [35] and was applied to the problem of traveling cavitation bubbles.

R
d2R
dt2 +

3
2

(
dR
dt

)
=

Pv(Tv)− Pinf
ρl

− 4νl
R

dR
dt

− 2S
ρl R

(1)

where R is the bubble radius, Tv is the temperature inside the bubble, Pv is the pressure
inside the bubble, ρl is the liquid density, Pinf is the operating pressure, νl is the kinematic
viscosity of the liquid and S is the surface tension of the fluid.

In addition to the Rayleigh–Plesset equation, the noncondensable gas in the bubble
was considered. In general, it was assumed that there is no mass transfer between the
noncondensable gas and the liquid. When the initial partial pressure of the noncondensable
gas is PG0, the partial pressure, PG, varies with the bubble radius, as shown in Equation (2).

PG = PG0

(
Tv

Tinf

)(
R0

R

)3k
(2)

where R0 is the initial bubble radius, Tinf is the operating temperature and k is the polytropic
exponent; k = 1 for bubble growth and k = 1.4 for bubble collapse.

In the process of bubble collapse, the contraction speed of the bubble interface is
greater than the bubble growth rate. When the Mach number (|dR/dt|/c) is higher than
0.3, the influence of liquid compressibility should be considered [10]. For this point, the
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near-acoustic solutions of Herring [36] and Trilling [37] modified the Rayleigh–Plesset
equation, and the results are shown in Equation (3):
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+

3
2

(
dR
dt

)2(
1 − 4

3cl0

dR
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R
ρl0cl0

dP
dt

+
Pv − Pinf

ρl0
(3)

where cl0 and ρl0 are the constant sound speed and the density of the liquid, respectively.
The Rayleigh–Plesset equation adopted by the model could be modified by substitut-

ing Equations (1) and (2) into Equation (3):

R d2R
dt2

(
1 − 2

cl0
dR
dt

)
+ 3

2

(
dR
dt

)2(
1 − 4

3cl0
dR
dt

)
= R

ρl0cl0
d
dt

(
Pv(Tv) + PG0

(
Tv

Tinf

)(
R0
R

)3k − 2S
R − 4μl

R
dR
dt

)
+

Pv(Tv)+PG0

(
Tv

Tinf

)(
R0
R

)3k− 2S
R − 4μl

R
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ρl0

(4)

where μl is the dynamic viscosity of the liquid.
In order to further consider the thermal effect in the bubble model, the thermal

equilibrium equation was introduced. The vapor density ρv in the bubble varies greatly
with the temperature. Additionally, the variation in temperature inside the bubble could
not be ignored during the bubble growth–collapse process. The transient variation in vapor
density in the bubble was also considered. In order to obtain the temperature inside the
bubble, TB, and the temperature at the bubble boundary, Tl, it was assumed that only
heat conduction exists in the thermal boundary layer around the bubble. According to the
thermal balance equation, Equation (5) was introduced:

4πR2kl

(
dTl
dr

)
r=R

= L
d
dt

(
4
3

πR3ρv

)
= 4πR2Lρv

dR
dt

+
4
3

πR3L
dρv

dTl

(
dTl
dt

)
r=R

(5)

where L is the latent heat of the fluid and kl is the thermal conductivity of the liquid. The
derivative of the temperature at the bubble boundary, Tl, with respect to time could be
derived from Equation (5):

dTl
dt

=

(
kl

dTl
dr

− Lρv
dR
dt

)
/
(

1
3

RL
dρv

dT

)
(6)

In Equation (6), the temperature gradient at the bubble boundary, dTl/dr, was unknown.
The temperature gradient at the bubble boundary could be obtained by solving the energy
equation in spherical coordinates for the moving boundary. The one-dimensional energy
equation is as follows.

∂T
∂t

+ u
∂T
∂r

= αl

(
∂2T
∂r2 +

2
r

∂T
∂r

)
(7)

where αl is the thermal diffusivity of the liquid. In Equation (7), u is the radial velocity
which is a function of the bubble growth rate and bubble radius. The radial velocity could
be solved:

u(R, t) =
dR
dt

(
R
r

)2
(8)

By substituting Equation (8) into Equation (7), the thermal diffusion equation of the
bubble boundary could be obtained:

∂T
∂t

+
dR
dt

(
R
r

)2 ∂Tl
∂r

=
αl
r2

∂

∂r

(
r2 ∂Tl

∂r

)
(9)

The boundary conditions and initial condition are shown in Equation (10). The
temperature of the entire flow field is constant and uniform. Moreover, the temperature at

362



Appl. Sci. 2022, 12, 10839

the bubble boundary could be derived from the assumption of discontinuity at the bubble
interface. The liquid temperature is constant at an infinite distance.⎧⎨⎩

T(r, 0) = Tinf
T(R, t) = Tl
T(Rinf, t) = Tinf

(10)

By the external discretization of bubbles, Equations (4) and (9) could be solved using
the fourth-order Runge–Kutta method. Photos and a schematic diagram of the bubble
collapse–rebound process are shown in Figure 1. It was assumed that the liquid beyond
the 5 mm bubble boundary is not affected by the temperature and pressure change inside
the bubble [1], where the temperature and pressure are equal to Tinf and Pinf, respectively.
Based on the bubble radius and the temperature at the bubble boundary, the temperature
and pressure inside the bubble could be obtained.

Figure 1. Single-bubble experimental photos [38] (a) and collapse model schematic diagram (b).

At first, it was assumed that there is no noncondensable gas inside the bubble. During
bubble collapse, the bubble boundary contracts inward rapidly. Inside the bubble, there
exists vapor compression and phase transformation simultaneously. Taking the boundary
layer at the bubble interface as the control volume, the heat flowing into the boundary layer
is positive and the heat flowing out is negative. The latent heat from phase transformation
flows into the boundary layer, and the conducted heat flows out of the boundary layer.
Assuming that the mass in the boundary layer is constant and equals m, the energy balance
equation of the thermal boundary layer is shown in Equation (11).

T(i+1)
l − T(i)

l =
4π
(

R(i)
)2[

ΔnM
(

R(i) − R(i+1)
)

L − kl
dTl
dr

]
m

(11)

where Δn is the variation in the amount of vapor substances and the superscript (i) indicates
the i-th time step. The total amount of vapor in the bubble could be obtained from Equation (12)

n(i+1) = n(i) + Δn (12)

If only the phase transition process was being considered, the bubble radius R’ could
be obtained using the Clapeyron Equation (13).

4
3

π(R′)3P(i)
v = n(i+1)

RT(i)
v (13)

where R is the molar gas constant which has a value of 8.3145 J/(mol·K).
At last, the pressure and temperature inside the bubble could be solved with the

polytropic compression/expansion Equation (14). In the equation, k is the polytropic
exponent. Generally, the growth and rebound of bubbles are deemed to be isothermal
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expansion processes with k = 1. The collapse process is an adiabatic compression with
k = 1.4. ⎧⎪⎨⎪⎩

P(i+1)
v = P(i)

v

(
R′

R(i+1)

)3k

T(i+1)
v = T(i)

v

(
R′

R(i+1)

)3(k−1) (14)

For bubbles containing noncondensable gas, the solution process could be simplified.
The variation in the partial pressure of the noncondensable gas could be solved directly
according to the polytropic process Equation (15). Then, the temperature of the noncon-
densable gas was obtained. According to the assumption of uniform temperature inside
the bubble, the temperature inside the bubble was represented by the temperature of the
noncondensable gas, T(i+1)

v .⎧⎪⎪⎨⎪⎪⎩
P(i+1)

G = P(i)
G

(
R(i+1)

R(i)

)3k

T(i+1)
v = T(i)

v

(
P(i+1)

G

P(i)
G

)(k−1)/k (15)

The model solving process is summarized as a flow chart shown in Figure 2. The
operating of the flow field, bubble radius and bubble growth time “tend” were initialized
at first. The temperature inside the bubble (Tv), temperature at the bubble boundary (Tl),
pressure inside the bubble (Pv), bubble radius (R) and bubble growth rate (dR/dt) were
investigated.

Figure 2. The flow chart of solving the bubble collapse model.

2.2. Verification of the Single-Bubble Collapse Model

Due to the rapid contraction and rebound of the bubble, there are relatively few
experiments on the collapse of a single bubble, especially in cryogenic fluids. In order to
verify the model, the experimental results [38] of water bubbles under the condition of an
alternating pressure field and the numerical results of Yukio et al. [39] were selected in this
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paper. The verification of the bubble collapse and rebound process is shown in Figure 3.
Under the operating pressure of 1 atm, the initial radius of the bubbles in the saturated
water was 6.18 μm. With the condition of a sinusoidal pressure field with an applied
amplitude of 1.29 × 105 Pa and frequency of 25 kHz, the experimental and numerical
results of the bubble radius are shown in Figure 3a. The numerical results using the
model presented in this paper were within 10% of the experimental measurements. The
numerical results of this model were compared with the calculation results of the Yukio
model, shown in Figure 3b. The difference between the numerical results of the two models
were within 10%.

Figure 3. Comparison of the calculation results of the growth–collapse model with the experimental
results (a) and the calculation results of the Yukio [39] model (b).

3. Comparison of Bubble Collapse in Different Fluids

According to the open literature [40], the pressure of 0.1 MPa~0.51 MPa and the tem-
perature of 20~27.4 K are often used in liquified hydrogen storage and delivery. Therefore,
in this section, the operating pressure of 1~3 atm and the supercooling degree of 1~5 K
were selected for calculation. The effects of operating pressure and supercooling degree
on the radius of a single bubble, bubble growth rate, temperature and pressure inside a
bubble were investigated. In order to study the particularity of bubble behavior in liquid
hydrogen, the bubble collapse process of liquid nitrogen, liquified methane and water were
introduced and compared.

In the process of bubble collapse, there is a bubble period with rapid contraction
and rebound. In the collapse process, the variation in the bubble radius with time under
different operating pressures and supercooling degrees is shown in Figure 4a,b, respectively.
Under the condition of low operating pressure, the liquid hydrogen force acting on the
bubble was small, so the bubble growth rate was slow. Therefore, the bubble contraction–
rebound period increased with higher operating pressure. Moreover, the amplitude of
the bubble radius increased with lower operating pressure because of the small kinetic
energy attenuation. When the operating pressure of the bubble remained the same, the
velocity of bubble contraction increased greatly with the supercooling degree. Therefore,
the period of the bubble radius decreased with the supercooling degree. Meanwhile, due
to the fast contraction of the bubble, the bubble radius became larger with the same kinetic
energy attenuation.
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Figure 4. Radius of liquid hydrogen bubbles under different operating pressures (a) and different
supercooling degrees (b) during collapse.

In addition to the bubble radius, the bubble growth rate over time was also inves-
tigated. The bubble growth rate under different operating pressures and supercooling
degrees is shown in Figure 5. As analyzed above, the maximum bubble growth rate was not
significantly correlated with operating pressure. Initially, the peak and valley values of the
bubble growth rate were almost the same under the same supercooling degree. However,
the bubble growth rate was affected by the high operating pressure and the attenuation
rate was rapidly accelerated. In contrast, the amplitude of the bubble growth rate increased
greatly with the supercooling degree of liquid hydrogen. The peak value and attenuation
rate of the bubble growth rate were affected by the operating pressure and the supercooling
degree. The period of the bubble growth rate decreased with the operating pressure and
the supercooling degree.

Figure 5. Radius growth rate of liquid hydrogen bubbles under different operating pressures (a) and
different supercooling degrees (b) during collapse.

During contraction–rebound, the pressure and temperature of the bubble also varied
greatly. The pressure inside the bubble during oscillation is shown in Figure 6. The peak
and equilibrium of the pressure inside the bubble was promoted under larger operating
pressure. Similarly, the peak in pressure inside the bubble was also enlarged sharply with
supercooling degree. Accompanied with the variation in bubble radius, rapid contraction
led to the fast compression of hydrogen inside the bubble. The period of the bubble pressure
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was almost the same as the bubble radius period. The fluctuation of pressure inside the
bubble was possibly caused by the variation in the bubble radius.

Figure 6. Pressure inside liquid hydrogen bubbles under different operating pressures (a) and
different supercooling degrees (b) during collapse.

Due to the different operating pressures, the absolute value of the peak pressure inside
the bubble did not reflect the impact intensity during bubble collapse clearly. Therefore,
the pressure inside the bubble was nondimensionalized using the operating pressure of
infinity. The comparison results are shown in Figure 7. The dimensionless pressure inside
the bubble was reduced. This result indicated that the impact caused by bubble collapse
was strong under low operating pressure.

Figure 7. Dimensionless pressure inside liquid hydrogen bubbles under different operating pressures.

The temperature variation at the bubble boundary with time is shown in Figure 8. The
initial and final temperature at the bubble boundary were upraised at higher operating
pressure, but the amplitude decayed. With increment of supercooling degree, the lower
initial temperature at the bubble boundary led to larger temperature undulation. How-
ever, the influence of supercooling degree on the final bubble boundary temperature was
not significant.
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Figure 8. Temperature at liquid hydrogen bubble boundaries under different operating pressures
(a) and different supercooling degrees (b) during collapse.

Different from the liquid temperature at the bubble boundary, there was a larger
undulation in vapor temperature due to its small heat capacity. Moreover, the oscillation
of temperature inside the bubble was enhanced due to the vapor compression process.
As shown in Figure 9a, the initial temperature inside the bubble increased under higher
operating pressure. Under different operating pressures, the peak value of the temperature
remained almost the same during the first few periods. The influence of the supercooling
degree on the bubble temperature is shown in Figure 9b. The equilibrium temperature
inside the bubble was almost unaffected by the supercooling degree. The temperature peak
increased with the supercooling degree.

Figure 9. Temperature inside liquid hydrogen bubbles under different operating pressures (a) and
different supercooling degrees (b) during collapse.

In order to compare the temperature inside the bubble and that at the bubble boundary,
the condition was selected with the operating pressure equal to 3 atm and supercooling
degree equal to 1 K. The two temperatures are shown in Figure 10. The temperature peak
inside the bubble was much larger than that at the bubble boundary. As the thermal con-
ductivity of the vapor phase was much lower than that of the liquid phase, the temperature
inside the bubble accumulated gradually, and its valley value gradually separated from the
temperature at the bubble boundary.
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Figure 10. Comparison of boundary temperature and internal temperature of liquid hydrogen bubble
during collapse.

Based on the investigation of bubble collapse in liquid hydrogen, the effect of fluids’
properties on bubble collapse was studied. The comparison of the bubble radius and
bubble growth rate in different fluids is shown in Figure 11a,b, respectively. The oscillation
frequency and amplitude of the liquid hydrogen bubble were much larger than those in the
other three fluids. The radius and growth rate of the bubble in liquid nitrogen and liquid
methane had similar peak values. The bubble radius in liquid nitrogen had a relatively
lower valley value.

Figure 11. Bubble radius (a) and radius growth rate (b) in different fluids under 3 atm operating
pressure and 5 K supercooling degree during collapse.

Due to the great differences in standard boiling points among different fluids, it was
meaningless to compare temperature inside the bubble and that at the bubble boundary
directly. Therefore, the bubble temperature was nondimensionalized with the fluid critical
temperature. As shown in Figure 12, the amplitude and frequency of the dimensionless
temperature and the equilibrium temperature of the bubble in liquid hydrogen were
larger than those in the other fluids. Moreover, it is worth noting that only the peak
temperature inside the liquid hydrogen bubble was higher than the critical temperature
during temperature oscillation. Additionally, the bubble oscillation time of liquid hydrogen
was much smaller than that in the other fluids.
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Figure 12. Dimensionless temperature at bubble boundaries (a) and inside bubbles (b) in different
fluids under 3 atm operating pressure and 5 K supercooling degree during collapse.

The variation in bubble pressure in the different fluids is shown in Figure 13. The
pressure amplitude and frequency in the different fluids were in the same order as the
other parameters. The peak pressure during bubble collapse in liquid hydrogen was
approximately four times the operating pressure, which proved that the impact intensity
on the nearby surface was the largest. In other words, the damage of liquid hydrogen
cavitation to hydraulic machinery could be much greater than that of the other fluids.

Figure 13. Pressure inside bubbles in different fluids under 3 atm operating pressure and 5 K
supercooling degree during collapse.

It is generally believed that the high pressure during bubble collapse is the main cause
of cavitation damage [33]. In order to investigate the potential damage, it was necessary to
compare the maximum pressure peaks in the different fluids, as well as different conditions.
The maximum peak pressure and dimensionless number (Weber number divided by the
Reynolds number: Wb/Re) during bubble collapse are shown in Figure 14. The maximum
peak pressure monotonously increased with the Wb/Re roughly. Therefore, the intensity
of cavitation damage could be roughly predicted using the magnitude of Wb/Re.
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Figure 14. The relationship between the maximum peak pressure and Wb/Re.

4. Analysis of Periodicity and Attenuation Rate of Bubble Collapse

From Section 3, all the physical parameters of the bubbles featured oscillation char-
acteristics. The oscillation period and attenuation rate were influenced by the operating
pressure and supercooling degree. In this section, the attenuation rate and periodicity of
the liquid hydrogen bubble collapse process were studied and compared with the other
fluids. Moreover, the relationship between the temperature attenuation rate inside the
bubble and dimensionless number was drawn.

The period length of the bubble oscillation was defined as the length of time between
peak values in terms of radius, radius growth rate, temperature and pressure, respectively.
The period of the different parameters was almost same. Therefore, the first period of the
bubble radius oscillation was studied and is shown in Figure 15. The statistical results
indicated that the bubble oscillation period was the shortest in liquid hydrogen and the
longest in water. The period in liquid nitrogen was slightly longer than that in liquid
methane. The period length of the bubble oscillation decreased with the operating pressure.
Moreover, the increase in the supercooling degree also reduced the bubble oscillation
period. In addition, the influence of supercooling degree on period was weaker than that
of the operating pressure in the different fluids.

Besides the period, the attenuation rate was also an important parameter. The attenua-
tion rate was the dimensionless result of dividing the difference between the amplitude
of the current period and that of the next period with the amplitude of the current period.
The attenuation rate in the first thirty oscillation periods is shown in Figure 16. The attenu-
ation rate of the bubble radius was suppressed with operating pressure and lessened with
supercooling degree. The attenuation rate was almost not affected by operating pressure.
The influence of the supercooling degree on the radius attenuation rate was not as great
as that of the operating pressure. However, under the condition of smaller supercooling
degree, the attenuation rate of the bubble radius almost did not vary with period. With
larger supercooling degree, the slope of the radius attenuation rate increased obviously in
both the ascending and descending parts.
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Figure 15. Bubble period of liquid hydrogen (a), liquid nitrogen (b), liquid methane (c) and liquid
water (d) during collapse.

Figure 16. Attenuation rate of liquid hydrogen bubble radii under different operating pressures
(a) and different supercooling degrees (b) during collapse.

Furthermore, the attenuation rate of the bubble growth rate (dR/dt) was investigated
in the first thirty periods. The attenuation rate with different operating pressures and
supercooling degrees is shown in Figure 17. Similar to the influence of operating pressure
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and supercooling degree on the attenuation rate of bubble radius, operating pressure greatly
enlarged the attenuation rate dR/dt, while it was reduced slightly with higher supercooling
degree. The difference was that the higher supercooling degree only raised the slope of the
attenuation rate dR/dt but did not change its monotonicity.

Figure 17. Attenuation rate of liquid hydrogen bubble growth rate under different operating pressures
(a) and different supercooling degrees (b) during collapse.

Different from the attenuation rate mentioned above, the attenuation rate of the
temperature inside the bubble (Tv) dropped significantly in the first thirty periods, as
shown in Figure 18. Therefore, the period investigated was extended. The attenuation rate
of Tv was like an “S” curve. Its slope reached a maximum in the middle 20 periods, while
its decline was very slow at the beginning and ending. In addition to the Tv attenuation
rate, its maximum slope was enlarged with the operating pressure. The influence of
the supercooling degree on the maximum value, minimum value and slope of the Tv
attenuation rate was slight.

Figure 18. Attenuation rate of temperature inside liquid hydrogen bubbles under different operating
pressures (a) and different supercooling degree (b) during collapse.

The slope of the attenuation rate of the bubble pressure (Pv) was large in the first
few periods and gradually decreased in the subsequent periods, as shown in Figure 19.
The influence of the operating pressure on the attenuation rate of Pv was similar to the
attenuation rate of the other parameters. It increased with higher operating pressure, but
its maximum slope varied slightly.
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Figure 19. Attenuation rate of pressure inside liquid hydrogen bubbles under different operating
pressures (a) and different supercooling degrees (b) during collapse.

In order to study the difference in the bubble collapse process among the different
fluids, the comparison results of bubble attenuation rates are shown in Figure 20. The
attenuation rates of all physical parameters in liquid hydrogen were the highest, and they
were the lowest in water. The attenuation rates of bubbles in liquid nitrogen and liquid
methane were very similar. However, the attenuation rate of Tv in the liquid hydrogen
bubbles suddenly declined in the 20th period and fell below that of water bubbles.

Figure 20. Attenuation rates of bubble radius (a), radius growth rate (b), temperature inside bub-
ble (c) and pressure inside bubble (d) in different fluids under 3 atm operating pressure and 5 K
supercooling degrees during collapse.
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In order to understand the difference in bubble attenuation rates in the different
fluids, the standard temperature drop and thermodynamic effect parameter of the different
fluids were investigated. The standard temperature drop (ΔT) and thermodynamic effect
parameter (∑(Tinf)) are defined as follows:

ΔT =
ρvL

ρlCPl
(16)

∑(Tinf) =
L2ρ2

v

ρ2
l CplTinfα

0.5
l

(17)

where ρv and ρl are the density of vapor and liquid, L is the latent heat, Cpl is the specific
heat capacity of the liquid at constant pressure and αl is the thermal diffusivity of the liquid.

Under the operating pressure of 3 atm, the trends in ∑(Tinf) and ΔT with the super-
cooling degree are shown in Figure 21. ∑(Tinf) and ΔT in liquid hydrogen were much larger
than in the other fluids. The two parameters in liquid nitrogen and methane were very
close. Moreover, the magnitude of ∑(Tinf) and ΔT in the four fluids were almost the same as
the magnitude of the attenuation rate. Therefore, the magnitude of the bubble attenuation
rate could be qualitatively determined according to ∑(Tinf) and ΔT in the different fluids.

Figure 21. Thermodynamic effect parameter ∑(Tinf) (a) and standard temperature drop ΔT (b) in
different fluids at 3 atm.

The relationship between ΔT/Tinf and Tv maximum attenuation rates in the differ-
ent fluids was investigated using the statistical method and is shown in Figure 22. The
maximum Tv attenuation rate was enhanced with ΔT/Tinf monotonously and presented
a roughly logarithmic relationship. The magnitude could be qualitatively determined
according to the relationship between ΔT/Tinf and the maximum attenuation rate of Tv.
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Figure 22. Relationship between attenuation rate of temperature inside the bubble and ΔT/Tinf.

5. Conclusions and Discussions

In this paper, based on the existing bubble growth model, a mathematical model
suitable for the collapse process of a single bubble was proposed, considering the vapor
compression and expansion process inside the bubble. The collapse–rebound process
of bubbles in liquid hydrogen was studied. The variation in the period length and the
attenuation rates of different parameters with operating pressure and supercooling degree
were investigated using statistical methods and comparisons. The following conclusions
can be drawn.

1. The amplitude of physical parameters increased with the supercooling degree and
decreased with the operating pressure. The influence of the supercooling degree on
the bubble collapse process was larger than that of the operating pressure. However,
the supercooling degree and the operating pressure had different effects on the atten-
uation rates of the physical parameters. The attenuation rate of every parameter was
suppressed with higher operating pressure obviously, and slightly decreased with
the supercooling degree. For bubbles in various fluids, the oscillation period was
shortened under larger operating pressure and supercooling degree.

2. The amplitudes and frequencies of various parameters of bubbles in cryogenic media
were higher than those in normal media. Specifically, the amplitude and frequency
of every bubble parameter in liquid hydrogen were much larger than that in the
other fluids. Moreover, it took the liquid hydrogen bubble the shortest time to
reach equilibrium. For different liquids, the magnitude of the attenuation rates of
parameters was roughly consistent with that of the standard temperature drop (ΔT)
and thermal effect parameters (∑(Tinf)). Moreover, all attenuation rates of bubbles
increased with the ambient pressure and decreased with the supercooling degree of
the fluid.

3. The maximum peak pressure and maximum attenuation rate of the temperature could
be roughly predicted using dimensionless numbers. The maximum pressure peak
increased monotonically with the dimensionless parameter (Wb/Re) and presented
a roughly exponential relationship. Moreover, the maximum attenuation rate of
temperature inside the bubble increased with the dimensionless parameter (ΔT/Tinf)
monotonously and presented a roughly logarithmic relationship.
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Nomenclature

L latent heat of the fluid μ dynamic viscosity
P pressure ν kinematic viscosity
R bubble radius ρ density
S surface tension R molar gas constant
T temperature
c speed of sound Subscripts
k polytropic exponent G noncondensable gases
kl thermal conductivity of liquid v vapor inside bubble
m mass in boundary layer l liquid near bubble boundary
n species of substances inf operating parameters at infinity
t time 0 initial constant
u radial velocity

Subscripts
Greek symbols i time step

α thermal diffusivity
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Abstract: The fluid inerter is a new mechanical element which has received great attention in the
field of vibration reduction. However, due to the influence of secondary flow in the curved channel,
the damping force is too large and the inertia force is relatively small, which limits the engineering
applications of the single-cylinder fluid inerter. To eliminate the influence of secondary flow in the
single-cylinder fluid inerter, this paper proposes a dual-cylinder fluid inerter that has a straight tube
instead of the spiral pipe or spiral groove. We Analyze the working principle, derive conditions
of free movement, establish the damping force and inertia force model, and prove the validity of
the model through bench testing. Contrastingly, it is found that the maximum parasitic damping
force is only 40.32% of the single-cylinder structure, but the inertia force increases to 180.96% of the
single-cylinder structure. The proposed inerter greatly increases the proportion of inertia force, and
provides a new scheme for engineering applications.

Keywords: dual cylinder fluid inerter; damping force; inertia force; bench test; mechanical property

1. Introduction

In 2002, Smith of Cambridge University proposed the concept of an inerter [1] and
constructed a new vibration-reduction theoretical system of “inerter–spring–damping”.
Inerters can help solve common problems in the field of vibration reduction, improving the
performance of vehicle suspensions [2], enhancing the cross-country mobility of multi-axle
vehicles [3], improving the safety of high-rise buildings, and greatly attenuating vibrations
from earthquakes [4] and typhoons [5]; inerters also extend to other technical fields, such
as resonance-suppression of ships [6], long-span cables [7] and bridges [8], high-speed rail
suspensions [9], and aerospace [10].

Reference [11] first proposed the concept of a fluid inerter. The main source of inertia
force is the fluid in the slender spiral tube or spiral groove, and the generation device of
inertia force is a dual-rod single cylinder. It has the advantages of a large transmission ratio,
small back gap, long lifespan, simple structure, and so on.

Swift and Smith [12] established the first mechanical model of single-cylinder fluid
inerters. Through the quantitative analysis of inertia force and parasitic damping force, it
was proven that when fluid reciprocates through a slender spiral tube or spiral slot at high
speed, a huge parasitic damping force will be generated, and the proportion of inertia force
is relatively small. To control the parasitic damping force, researchers from the University
of Sheffield [13,14] and the University of Bristol [15] used magnetorheological fluid as a
fluid medium to adjust the size of the parasitic damping force through an external magnetic
field. Wang Le and Mao Ming [16] adopted the method of fluid mechanics analysis to build
a mechanical model of single-cylinder fluid inerters, proving that the parasitic damping
force mainly comes from the secondary turbulence of the helical pipeline section. The
magnitude and source of parasitic damping force have been fully studied, and reducing
the resistance of fluid media has become a new hotspot in this field, but with little effect.
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Because of this situation, this paper draws on the dual-cylinder transmission mech-
anism of a hydraulic piston mass inerter [17] and proposes a new structural scheme, a
dual-cylinder fluid inerter [18]. Where a single-cylinder fluid inerter has a spiral tube or
groove, we instead it with a straight tube in order to eliminate the secondary flow of the
spiral tube section, and the use of two double-acting single-rod cylinders instead of the
original double-rod cylinder greatly reduces the parasitic damping force, while increasing
the inertia force.

2. Structure and Principle of the Dual-Cylinder Fluid Inerter

2.1. Structure and Working Principle

The dual-cylinder fluid inerter consists of two cylinders, as shown in Figure 1. The
inertia force output cylinder is composed of cylinder 13 and piston 12. The flow-regulating
cylinder is composed of cylinder 7 and piston 8. Terminal 1 is on the left side of cylinder 13,
and terminal 16 on the right side of piston rod 18. Terminal 1 and terminal 16 are the two
inertia force output terminals. Pipeline 4 is used to connect oil port 3 and oil port 5, so that
the main chamber 2 and 6 are connected, and pipeline 11 is connected to oil port 14 and oil
port 10, so that the annular chamber 9 and 15 are connected.

Figure 1. Schematic drawing of dual-cylinder fluid inerter. 1—terminal; 2—main chamber; 3—oil port;
4—pipeline; 5—oil port; 6—main chamber; 7—cylinder; 8—piston; 9—annular chamber; 10—oil port;
11—pipeline; 12—piston; 13—cylinder; 14—oil port; 15—annular chamber; 16—terminal; 17—piston
rod; 18—piston rod.

A closed liquid-flow loop is formed by main chamber 2, oil port 3, pipeline 4, oil port 5
and main chamber 6. Another closed liquid flow loop is constructed by annular chamber 9,
oil port 10, pipeline 11, oil port 14 and annular chamber 15. When terminal 1 and 16 move
relative to each other, they force the oil to flow back-and-forth in the two loops, creating
inertia forces.

2.2. Condition of Free Motion

Suppose that the effective area of main chamber 2 is A2, that of main chamber 6 is
A6, that of annular chamber 15 is A15, and that of annular chamber 9 is A9. Suppose that
the relative movement velocity between terminal 1 and terminal 16 is

.
x, and the volume

flow discharged from main chamber 2 is A2
.
x. According to the conservation rule of oil
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volume, the volume flow Q9 out of annular chamber 9 is equal to the flow Q15 into annular
chamber 15:

Q15 = Q9 =
A2

.
x

A6
· A9 (1)

To make sure there is no motion interference in the reciprocating process of the piston,
the discharge (or inflow) Q2 of main chamber 2 and the inflow (or outflow) Q15 of annular
chamber 15 should obey the following relationship:

Q2

Q15
=

A2

A15
(2)

Substitute Equation (1) into Equation (2), and obtain:

A6

A9
=

A2

A15
(3)

A2/A15 is the ratio of the effective area of the main chamber of the inertia force output
cylinder to the annular chamber. A6/A9 is the ratio of the effective area of the main chamber
and the annular chamber of the flow-regulating cylinder. As long as they are equal, they
can move back-and-forth without motion interference.

3. Modeling of Mechanical Properties of a Dual-Cylinder Fluid Inerter

3.1. Modeling of Inertia Forces

The inertia force at both terminals of the inerter is proportional to its relative accelera-
tion. The ratio is called the inertance, and the unit is kg. Assuming that the inertance of the
fluid inerter is B, the stored kinetic energy E is:

E =
1
2

B
.
x2 (4)

The kinetic energy of the system is provided by the high-speed reciprocating flow of
the fluid in two closed loops, so:

E =
1
2

ρ4L4 A4v2
4 +

1
2

ρ11L11 A11v2
11 (5)

where ρ4 is the density of the fluid in pipeline 4, L4 is the length of pipeline 4, v4 is the
linear velocity of the fluid in pipeline 4, ρ11 is the density of the fluid in pipeline 11, L11 is
the length of pipeline 11, and v11 is the linear velocity of the fluid in pipeline 11. Since the
volume of oil is conserved, it can be obtained:

v4 = A2
A4

.
x

v11 = A15
A11

.
x

(6)

In combination with (4)–(6), the inertance B is:

B = ρ4L4 A4

(
A2

A4

)2
+ ρ11L11 A11

(
A15

A11

)2
(7)

where ρ4L4A4 and ρ11L11A11 are the masses of the fluid in pipelines 4 and 11, respectively.
Therefore, the size of B has nothing to do with the structural size of the flow-regulating
cylinder, but only with the inertia force output cylinder and the pipeline.

3.2. Damping Force Modeling

Part of the damping force is caused by the friction between cylinder and piston, and
the other part is caused by the viscous resistance of oil flowing back-and-forth. When the
relative velocities of the two terminals of the dual-cylinder fluid inerter are low, damping
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and inertia forces are small, and friction dominates. Therefore, in this paper, a 0.01 Hz
quasi-static sinusoidal displacement signal is used as the input, and the mean value |F|
of the absolute values of the output forces at both terminals is used to approximate the
friction force Ff; that is to say:

Ff = |F|sign
( .

S
)

(8)

where sign is the sign function, indicating that the direction of friction force Ff is opposite
to the relative velocity S. The pressure-loss along the path when the fluid flows through
pipelines 4 and 11 is the source of damping force, and the pressure-loss coefficient λ [19] is:

λ =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

75
Re

, Re � 2320

0.0025R
1
3
e , 2320 < Re � 4000

0.3164
R0.25

e
, 4000 < Re � 105

0.0032 + 0.221
R0.237

e
, 105 < Re � 106

(9)

where Re is the Reynolds number; the calculation formula is:

Re =
ρvd
μ

(10)

where ρ is fluid density, v is fluid velocity, d is flow-channel diameter, and μ is fluid dynamic
viscosity. The pressure-drop Δp [20] generated by liquid flow damping is:

Δp =
1
2

ρv2λ
L
d

(11)

where L is the length of a straight pipe. The damping-loss Δp4 along pipeline 4 is:

Δp4 = p2 − p6 =
1
2

ρ4v2
4λ4

L4

d4
(12)

where p2 is the pressure in main chamber 2 and p6 is the pressure in main chamber 6.
Similarly, the damping-loss Δp11 along pipeline 11 is:

Δp11 = p9 − p15 =
1
2

ρ11v2
11λ11

L11

d11
(13)

where p9 is the pressure in annular chamber 9 and p15 is the pressure in annular chamber 15.
The damping force Fc is:

Fc = A2 p2 − A15 p15 + Ff (14)

In combination with Formulas (3), (12)–(14), the following can be obtained:

Fc = Δp4 A2 + Δp11 A15 + Ff (15)

3.3. Simulation of Mechanical Properties

The force generated by the dual-cylinder fluid inerter is the resultant force of inertia
force and damping; i.e., F is:

F = B
..
x + Fc (16)

MATLAB was used to write programs to establish the inertial force Fb, damping
force Fc and resultant force F by combining Equations (7), (15), and (16). The structural
parameters are shown in Table 1, and the results are shown in Table 2.

As can be seen from Figures 3 and 4, the mechanical properties of a dual-cylinder fluid
inerter are equivalent to nonlinear damping and linear inerter in parallel.
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Table 1. Table of structure and fluid parameters of the single-cylinder fluid inerter.

Structure Size

Diameter of main chamber cylinder 2 D2 (mm) 80
Diameter of main chamber cylinder 6 D6 (mm) 80

Diameter of piston rod 18 D18 (mm) 50
Diameter of piston rod 17 D17 (mm) 50

Diameter of pipeline 4 D4 (mm) 12
Diameter of pipeline 11 D11 (mm) 12

Length of pipeline 4 L2 (mm) 5000
Length of pipeline 11 L11 (mm) 5000

Parameters of the Fluid Medium

Fluid type water

Density ρ (kg/m3) 1000
Dynamic viscosity μ (cSt) 1

Input Signal Parameters

Input type sinusoidal velocity signal
Amplitude (mm) 60
Frequency ω (Hz) 1

Table 2. Table of result.

Inertance Result

Inertance generated by pipeline 4 B4 (kg) 1115
Inertance generated by pipeline 11 B11 (kg) 412

The total inertance B (kg) 1527

The inertial and damping forces are shown in Figure 2.

 

Figure 2. The curve of damping and inertia force of a dual-cylinder fluid inerter.

 

Figure 3. The curve of damping force and velocity.
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Figure 4. The curve of inertia force and acceleration.

In Figure 5, the solid line is the resultant force calculated by Formula (16), and the dot-
ted line is the result calculated by Simulink/Hydraulic Segmented Pipe LP. The Segmented
Pipe LP module could consider the inertia force and damping force of the fluid simultane-
ously. “The Segmented Pipe LP” module in Simulink was based on the finite-element idea.
Except in the initial stage of loading, there was shock in the Segmented Pipe LP module,
and after stabilizing, the results of the above two methods were highly consistent, which
proved the correctness of the established dual-cylinder fluid inerter mechanical model
before the test comparison.

 

Figure 5. The comparison curve between theoretical model and pipe module in Simulink.

The oscillations in the calculation results of Simulink are a normal physical phe-
nomenon. At the moment of loading, the internal pressure of the fluid inerter transiently
fluctuates, and gradually converges to a steady state after a period of oscillation. The
mechanical model established by Formula (16) is based on the empirical formula of fluid
mechanics and is a description of a steady state, so there is no oscillation in Figure 5.

4. Comparative Study with Single-Cylinder Fluid Inerter

According to the literature [16], the mechanical model of a single-cylinder fluid inerter
is constructed. The diameter of the cylinder, the diameter of the piston rod, and the length
and diameter of the pipeline are the same as those of the dual-cylinder fluid inerter. The
specific parameters are shown in Table 3.
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Table 3. Table of structure and fluid parameters of the dual cylinder fluid inerter.

Structure Size

Diameter of cylinder (mm) 80
Diameter of piston rod (mm) 50

Diameter of pipe (mm) 12
Length of pipeline (m) 10

Parameters of the Fluid Medium

Fluid type Water

Density ρ (kg/m3) 1000
Dynamic viscosity μ (cst) 1

Result

Inertance (kg) 828

Inertance of the single-cylinder fluid inerter is 828 kg, and inertance of the dual-
cylinder fluid inerter is 1529 kg. When L4 + L11 = 10, that is to say, the total length of the
pipeline is 10 m, inertance is in a linear relationship with L4, as shown in Figure 6. When
L4 = 0, inertance is the same as in a single-cylinder fluid inerter, and inertance increases
linearly with an increase in L4. Under the condition that the total pipe length is the same,
different inertance values can be obtained by changing the lengths of L4 and L11.

Figure 6. The relationship between inertance and L4.

In the single-cylinder fluid inerter, as the secondary flow on the section of the pipe
increases the damping force when the fluid flows in the spiral pipe, the inertia force is
relatively small [16]. When sinusoidal speed signals shown in Table 2 are used, the change
curves of inertia and damping forces over time are shown in Figure 7.

 
Figure 7. The curve of damping and inertia force over time of a single-cylinder fluid inerter.
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As can be seen from Figures 8 and 9, the maximum damping force of a dual-cylinder
fluid inerter is 40.32% (5451/13,519 = 0.4032) of that in a single-cylinder fluid inerter, and
the inertia force is 180.96% (2823/1560 = 1.8096).

Figure 8. The comparison curve of damping force and velocity.

Figure 9. The comparison curve of inertia force and acceleration.

5. Bench Test

According to the structural parameters shown in Table 1, a dual-cylinder fluid inerter
prototype is produced. We adopt two hydraulic cylinders of the same size; one is the inertia
force output cylinder, the other is the flow-regulating cylinder. We use hydraulic pipeline
to connect the main chambers and annular chambers of the two cylinders, respectively, as
shown in Figure 10.

Figure 10. Drawing of the dual-cylinder fluid inerter.

Sinusoidal speed signals of different frequencies are loaded into the fluid inerter, and
signals such as time, displacement, and load at both terminals are collected. The specific
operation is as follows: Connect hinge A (terminal 16) and hinge B (terminal 1) of the
inertia force output cylinder with the base and exciter of the test bench, respectively, as
shown in Figure 11. Connect the pipe and inject water, as shown in Figure 12.
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Figure 11. Prototype of dual-cylinder fluid inerter.

 

Figure 12. Test layout of dual-cylinder fluid inerter.

Figure 13 shows the output force curves at both terminals of the dual-cylinder inerter
when the quasi-static sinusoidal speed signal of 0.01 Hz is used as the input. According to
the statistics, the average of the absolute value of F: |F| = 178N, and the approximate value
of friction force Ff can be obtained by combining Formula (8).

 
Figure 13. The force value of 60 mm and 0.01 Hz.

As can be seen from Figure 14 and Table 4, as the frequency increases, the deviation
between the experimental value and the theoretical value becomes smaller and smaller,
and the variation trend and value of the experimental value and the theoretical value are
highly consistent. The mechanical model established in this paper can guide the structural
design and parameter-optimization of dual-cylinder fluid inerters.
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(a) 0.1 Hz (b) 0.3 Hz 

(c) 0.5 Hz (d) 1 Hz 

(e) 1.5 Hz 

Figure 14. The force value of 60 mm at different frequencies.

Table 4. Table of theoretical and experimental force values.

Frequency (Hz)
Max of Experimental

Value (kN)
Max of Simulation

Value (kN)
Size Error (%)

0.1 0.24 0.213 11.25
0.3 1.68 1.83 8.93
0.5 4.55 4.88 7.25
1 19.32 20.16 4.35

1.5 45.43 47.1 3.68

Note: Size error = |max of experimental value−max of simulation value|
max of experimental value × 100%.
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6. Conclusions

Through the principal analysis, mechanical-characteristics modeling, and bench test
of a dual-cylinder fluid inerter, the following conclusions are drawn:

(1) Dual-cylinder fluid inerters exists in theory, are feasible in principle, and can be
achieved with engineering.

(2) Compared with single-cylinder fluid inerters, the damping force of dual-cylinder
fluid inerters is significantly reduced, with 40.32% of the single-cylinder fluid inerter, and
the inertia force is significantly increased, with 180.96% of the single-cylinder fluid inerter.

(3) The mechanical model established in this paper can effectively simulate the me-
chanical properties of a dual-cylinder fluid inerter, and can guide its structural design and
parameter-optimization.

(4) Dual-cylinder fluid inerters can provide greater inertial force, and have great
potential in vehicle suspensions, building vibration reduction, and other applications.
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Abstract: The present paper introduces the creation of an algorithm and the software used to
determine the energetic performance and monitor the efficiency of hydraulic pumps working in
various industrial applications, such as water supply systems, water treatment processes, and
irrigation systems, particularly in the cases where there is no permanent monitoring. Our field
investigations and the surveyed literature show that the only parameter that is neither monitored nor
computed is the efficiency of the pumps. The software implementation allows for determining the
in-service efficiency of the pumps and comparing it to the value associated with the best efficiency
point (BEP). The solution is user-friendly and can be easily installed on any computer or smartphone.
The software has been applied and tested in the Hydraulic Machines Laboratory at the “Politehnica”
University Timişoara and at the AQUATIM S.A. regional water supply company. The software
module monitors the operating regimes of the pumps and supports the deployment of predictive
maintenance and servicing.

Keywords: cellular phones; energy consumption; hydraulic pumps; software algorithm; water
resources

1. Introduction

Water and energy are two vital sources of any urban community’s daily life. In the
United States, 19% of all the energy produced is consumed for the supply of drinking
water, including treatment, transportation, storage, distribution, collecting of sewage water,
treatment and discharge [1].

The situation is almost the same in the European Union, where 22% of the total
electricity consumption of the industrial systems fitted with electric engines runs the
pumps; the annual electricity consumption was 109 TWh in 2005 for water pumping, and in
2020, the increase in energy consumption was 136 TWh, a growth of 25% [2].

The life cycle cost of centrifugal pumps installed in industrial applications consists
mainly of maintenance and energy costs. The energy cost is the most significant contribution
in the total life cycle cost of a pump [3,4]. Depending on the industry in which the centrifugal
pumps are installed, the total life-cycle cost comes from the consumption of electric power
(e.g., chemical industry 26%, pulp and paper 31%, petroleum 59%, water treatment and
supply systems from 55% to 90%) [5].

Proper selection of the pump in correlation with the system requirements can reduce
energy costs by an average of 20%. This means that the pump operates mostly with maxi-
mum efficiency in the vicinity of the best efficiency point (BEP). In contrast, the hydraulic
pumps that operate at off-design conditions lead to premature damage, wasted costs and
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costly repairs or replacements [6]. All these issues can be avoided by selecting the appro-
priate pump, monitoring it and providing well-planned maintenance [7]. This applies to all
situations involving the operation of pumps and particularly in cases where an adequate
monitoring system is missing.

Once the pump is installed, its efficiency is determined by the process conditions.
The major factors affecting performance include the efficiency of the pump and system
components, overall system design, efficient pump control and appropriate maintenance
cycles. To achieve the efficiencies available from the mechanical design, pump manufactur-
ers must work closely with end users and design engineers to consider all of these factors
when specifying pumps [8].

The only parameters that are neither determined nor examined are the pump and
pumping station efficiencies, although all the other variables (absorbed power, pumping
head) are measured to determine and calculate these parameters.

Energy savings represent lower operating costs and higher performance. The most
obvious energy savings are those associated with improvements in pump efficiency [9].
Although worth pursuing, they are small compared to the efficiency gains that can be
achieved through a proper analysis of the pumping system to obtain the best fit of the
pump to the system and the operating requirements. It may be comforting to select the
nominal flow rate (at the highest value of the flow rate). However, the energy penalty can
be significant when the pump is operating at partial flow rates.

A correctly selected maximum flow rate is a key value where energy optimization
is targeted. Most pumps run far from their BEP. For reasons ranging from short-sighted
or overly conservative design, specification and procurement to decades of incremental
changes in operating conditions, pipes and control valves are too large or too small. In an-
ticipation of future load growth, the end user, supplier and design engineers routinely
add 10–50% safety margins to ensure the pump and motor can accommodate anticipated
capacity increases. Important energy savings can be made if the safety margins imposed to
obtain the rated service condition are not excessive [3].

The average pumping accounted for 80% of total electricity use in public water systems,
as reported by EPRI [5]. The use of electricity for water and wastewater treatment has
grown during the last 20 years and will continue to grow. The efficiency of the pump affects
the pumping performance significantly. The efficiency of pumping units is often relatively
low because pumps are typically oversized [10].

The relative significance of different energy-using systems will vary depending on the
system, yet a “typical” treatment system can be developed and presented. The distribution
of energy within the water treatment conveyance, treatment, and distribution cycle of a
surface water system shows one approach based on certain key assumptions. The data do
not apply to all water treatment systems but instead provide context as to the energy issues
within water treatment facilities. In this case, pumping sewage accounts for 67%, water
treatment for 14%, raw water pumping for 11%, and in-plant water pumping for 8% [1] of
total energy use.

In addition to the energy costs, inefficient operation of the pump units could impact
system reliability because the mechanical reliability of a pumping unit is linked to the
pump efficiency, and any damage to a pump unit may entail substantial additional costs.
Consequently, efficient pump operation over the lifespan of a system is a key element of
any cost-reduction program.

In general, adjusting the flow rate using the variable speed drive (VSD) of centrifugal
pumps is efficient. When a VSD does not exist, the pump’s duty point can be tuned using
the valve installed on the pump discharge line or by modifying the number of operating
pumps. These pump-tuning methods are frequently selected but are inefficient, leading to
the adjustment of the flow rate through hydraulic losses. The surveyed literature underlines
that studies of and patents for the monitoring of pump operating parameters exist, mostly
oriented towards the determination of the pumped flow rate and the pumping head [11]
by measuring the parameters of the electric motor that drives the pump. There are also
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concerns noted in studies and research about the reduction in the pumps’ efficiency in their
duty point [12–18]. The only parameter that is not measured, computed or informatively
shown is the pump efficiency and the pumping station efficiency. Researchers state that the
pump efficiency can be determined, but they do not provide a methodology or a solution
to do so.

At the same time, it is rather simple to measure the pressure, the flow rate and various
electric parameters, regardless of the operating mode of the pumping stations (manual
or automated), to particularize the operation of the pumps and the pumping unit and
optimize the system in service.

The paper presents the software solution developed for monitoring hydraulic pumps
installed in pumping stations. The software identifies the pump’s operating regime by
determining the efficiency at the duty point and fitting this value within the boundaries set
by the operator.

To begin, one must know the efficiency behavior of the pump from the catalog or
laboratory investigations. Efficiency can also be determined in situ using various indirect
methods [15–18] and subsequent calculations or direct methods, such as the thermodynamic
method, which can be used in the case of large-capacity pumps [19,20].

A pump’s energetic behavior (efficiency curves) can be determined based on the man-
ufacturer’s catalog data or data obtained from previous tests [21]. The main geometric
parameters can be determined in situ. All the geometric parameters and the coefficients
of the longitudinal and local hydraulic losses are inserted in a visible barcode for each
pump. After scanning the barcode with a smartphone, the operator inputs two parame-
ters, ps—suction pressure and pd—discharge pressure, available on the two manometers
already installed on the pumps. The software identifies the duty point of the pump and
establishes the operating regime, comparing the value of the efficiency at the duty point to
the maximum efficiency of the pump. Finally, the software issues a recommendation to
the operator about its normal/abnormal operation and suggests to the operator how to
act [22].

The pumps installed in different systems need to be operated safely at a low cost.
Monitoring and preventive maintenance of centrifugal pumps are crucial issues to increase
their reliability and diminish the costs [23,24]. Industry 4.0 principles must be implemented
in drinking water systems to provide an efficient link between the pumping units and
monitoring systems so the operator can make the best decisions [25]. The software module
presented in this manuscript is a basic component of this system.

Our field investigations and the surveyed literature show that the only parameter
that is neither monitored nor computed is the efficiency of the pumps. Even though the
power factor and the efficiency of the electric motors are provided by their manufacturers,
Ferreira et al. [26] conducted extensive tests on 435 three-phase induction electric motors
from 38 different manufacturers between 2015 and 2016, showing that 58% of the values
measured for the power factor of the motors were lower than those reported by the
manufacturer [26], and also that 55% of the measured values for the performance were
lower than the values reported by the manufacturer [26]. The pump efficiency value is

ignored in practice and many industry studies such as [7] prove that improper design
and poor pump performance may affect the plant operation such as maintenance cost,
downtime and loss of production. Consequently, the software implementation allows for
determining the in-service efficiency of the pumps and comparing it to the value associated
with the best efficiency point (BEP).

The development of a robust algorithm to assess hydraulic pump efficiency is detailed
in Section 2. Free software packages have been selected to implement the algorithm,
ensuring its portability on any operating system. The implementation of the algorithm and
the selected software packages is detailed in Section 3. Within Section 4 the application of
the software module in the operating of the PCN 65/200 centrifugal pump installed in the
laboratory is discussed, which allows the determination of percentage deviations of the
results supplied for the full range of operation. Section 4.1 contains the available data for
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the PCN 65/200 centrifugal pump that have been used for the sensitivity analysis of the
algorithm regarding the input values and the parameters associated with the investigated
hydraulic configuration for various operating points, covering the full operating range of
the pump. The sensitivity analysis allows determining the influence of the input values
and the parameters associated with the hydraulic configuration over the output values of
the algorithm and their ranking according to the level of percentage deviation. The results
obtained with the software module implemented in the regional water supply company,
AQUATIM S.A., for the monitoring of the in situ operation of the Worthington 500 LNN-
775A double flux pumps of 1 MW, ensuring the water supply of Timişoara city, are shown in
Section 5. The conclusions regarding the development and testing of the software module
to monitor hydraulic pump efficiency are summarized in Section 6.

2. Algorithm for Assessing Pump Efficiency

A robust algorithm is developed to monitor the efficiency of in-service pumps. The ηP
pump efficiency equation is:

ηP =
Ph
Pm

=
gρQH

Pm
(1)

where Ph = gρQH [W] is the hydraulic power, representing the power transferred to
the liquid, Q [m3/s] is the pump discharge (volumetric flow rate), H [m] represents the
pumping head, ρ [kg/m3] is the density of the working liquid (water), g [m/s2] is the
gravity acceleration, and Pm [W] represents the mechanical power at the pump shaft.

The pumping head H is presented in Equation (2).

H =
(pd − ps)

gρ
+

8Q2

gπ2 [
1

D4
d
− 1

D4
s
] + (zd − zs) (2)

This equation is valid if the instruments are installed on the pump flanges. In practical
terms, the instruments cannot be installed on the pump flanges in most cases. That is why
the algorithm will be considered with a generalized form of the equation of the pumping
head H given in Equation (3). This equation includes the distributed and local hydraulic
losses due to the positioning of the instruments in relationship to the pump flanges and the
static pressures measured on the suction and discharge lines.

H =
(pd − ps)

gρ
+

8Q2

gπ2 [
1

D4
d
(λd

ld
Dd

+ ζd + 1) +
1

D4
s
(λs

ls
Ds

+ ζs − 1)] + (zd − zs) (3)

where ps and pd are the static pressures measured at the pump’s suction and discharge,
ls, Ds, λs, ζs are the length, diameter, coefficient of distributed hydraulic loss, or Darcy’s
coefficient, and the local hydraulic loss coefficient, in connection with the position of the
instrument installed on the suction line compared to the pump flange, ld, Dd, λd, ζd are
the length, diameter, coefficient of distributed hydraulic loss, or the Darcy’s coefficient
and the local hydraulic loss coefficient, in connection with the position of the instrument
installed on the discharge line compared to the pump flange, and zd − zs is the quota
difference between the position of the instrument installed on the discharge line and the
suction line. The generalized equation of the pumping head (3) is reduced to (2) when
the instruments are installed on the pump flanges, because the distributed hydraulic loss
coefficients λs = λd = 0 and the local hydraulic loss coefficients ζs = ζd = 0.

It is important to mention that for the present algorithm, we need only the readings of
the static suction pressure ps and discharge pressure pd to determine the efficiency ηP of the
pump. The remaining values needed for the calculus are determined (e.g., the volumetric
flow rate that has passed through the pump Q—a value difficult to determine in industrial
applications), or assessed (the mechanical power by the pump Pm).

The pumping head is defined as the specific energy difference of the fluid between the
inlet section and the outlet section of the pump. The pumping head is given by the H(Q)
curve from the pump supplier’s catalog or by the measurements performed in situ. As a
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result, the H(Q) curve can be expressed in the form of a 2nd-degree polynomial for a radial
centrifugal pump. The coefficients h2, h1 and h0 are determined by a fitting procedure
using the available data.

H(Q) = h2Q2 + h1Q + h0 (4)

The algorithm for assessing the efficiency of hydraulic pumps is based on know-
ing the pump’s catalog features (or the pump’s curves, determined experimentally) and
the determination of geometric data in situ, which will be introduced as parameters of
the algorithm.

The value of the volumetric flow rate Q [m3/s] is obtained from the equality of the
relationships (3) and (4) by solving the 2nd-degree equation below.

Q2{h2 − 8
gπ2 [

1
D4

d
(λd

ld
Dd

+ ζd + 1) +
1

D4
s
(λs

ls
Ds

+ ζs − 1)]}+ h1Q + [h0 − (zd − zs − (pd − ps)

gρ
)] = 0 (5)

The 2nd-degree equation for the volumetric flow rate in Equation (5) is written in the
following manner:

t2Q2 + t1Q + t0 = 0 (6)

for which the following terms have been used:

t0 = h0 − Δz − (pd − ps)

gρ

t1 = h1

t2 = h2 − 8
gπ2 [

1
D4

d
(λd

ld
Dd

+ ζd + 1) +
1

D4
s
(λs

ls
Ds

+ ζs − 1)]

(7)

where Δz is defined by Equation (8):

Δz = zd − zs (8)

The solutions of the 2nd-degree polynomial equation presented in Equation (6) for
flow rate are:

Q1,2 =
−t1 ±

√
t1

2 − 4t2t0

2t2
(9)

Of the two solutions of Equation (6), the one with the positive value shall be retained
(Q1 > 0).

Once the Q1 value is known, the coefficients h2, h1 and h0 for the H(Q) curve in
Equation (4), the p3, p2, p1 and p0 coefficients for the Pm(Q) curve in Equation (10), respec-
tively, e2, e1 and e0 coefficients for ηP(Q) curve in Equation (11) are used for calculating
the pumping head value H(Q1), the mechanical power value Pm(Q1) and the pump ef-
ficiency ηP(Q1). These coefficients are determined by a fitting procedure, applied to the
available data.

Pm(Q) = p3Q3 + p2Q2 + p1Q + p0 (10)

ηP(Q) = e2Q2 + e1Q + e0 (11)

The value of the volumetric flow rate corresponding to the BEP is obtained from
Equation (12):

Q(ηPBEP) = − e1

2e2
(12)

The value is positive for all the cases Q(ηPBEP) > 0 because the coefficient e2 < 0
is associated with the efficiency curve of ηP pump, which is a vertex-up parabola. The
ηPBEP value is obtained by introducing the value Q(ηPBEP) in Equation (11). This value
of the maximum efficiency ηPBEP corresponding to each constant speed pump is used as
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a reference value to define the pump’s operating regime. We notice that the maximum
efficiency value ηPBEP of the BEP is determined from the input values and is different for
each pump.

The pump’s operating regime is determined by comparing the efficiency value ηP of
the pump’s duty point with the reference value corresponding to the pump’s maximum
efficiency ηPBEP . Three operating regimes are defined for a hydraulic pump using color
vision deficiency codes, containing both text and color flag information as follows:

• Normal operation (NO) from an efficiency point of view ( GREEN ):

0.9ηPBEP < ηP < 1.05ηPBEP

Normal operation (NO) means the pump is operating at the proper efficiency. That is,
the costs of energy consumption for pumping are justified. The operation of the pump
in this range will be marked with GREEN ;

• Operation at the limit (LO), from an efficiency point of view: needs scheduled mainte-
nance ( YELLOW ):

0.8ηPBEP < ηP < 0.9ηPBEP or

1.05ηPBEP < ηP < 1.1ηPBEP

A pump operating at the limit (LO) suggests the pump is operating with an acceptable
efficiency but requires more power than is ideal. A pump operating under these
conditions requires scheduled maintenance to identify and address any issues that
may have occurred. The operation of the pump under these conditions will be signaled
using the color YELLOW ;

• Abnormal operation (AO) from an efficiency point of view: needs urgent maintenance
( RED ):

ηP < 0.8ηPBEP orηP > 1.1ηPBEP .

A pump operating under abnormal operation (AO) is pumping with low efficiency and
requires additional power to pump. A pump operating under these conditions requires
urgent maintenance to identify and address any issues that may have occurred. The
operation of the pump under these conditions will be signaled using the color RED .

The green stripe corresponds to Preferred Operating Region (POR) in our selec-
tion, while the extreme limits of the yellow area define the Allowable Operating Region
(AOR) [4]. To be more explicit, the allowable operating region (AOR) is the operating zone
provided by the manufacturer and it includes the yellow zones together with the green
zone in our selection.

The reference values predefined by ηPBEP to circumscribe the fields of operation can be
selected by each user based on the pump’s operating conditions and on the recommenda-
tions issued by its manufacturer. The algorithm allows us to define these reference values
for each pump by introducing them into their set of input values. Thus the predefined
reference levels can be customized from one pump to another, depending on the required
operating conditions and the specific in situ conditions [27] ch. 3.

The boundaries of the operating regions (e.g., POR, AOR) in our algorithm are selected
based on the pump efficiency boundaries. The limits of the operating regions defined in
other references are related to the volumetric flow rate limits (e.g., range from −30% QBEP
to +15% QBEP [28,29] range from −10% QBEP to +10% QBEP [4] and range from −20%
QBEP to +20% QBEP reference [30]. We consider that this concept of defining operating
region boundaries using pump efficiency is better suited when the pump operation strategy
is targeted, rather than defining operating region boundaries by selecting volumetric
flow rate.
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3. Implementation of an Algorithm to Assess Pump Efficiency

Free software packages that provide portability on any operating system have been
selected to implement the software solution. The GNU GSL scientific software library
provides robust interpolation, extrapolation and curve-fitting instruments and assessment
of the approximation errors [31].

The free package Qt [32] was used to develop the graphic interface. The algorithm’s
implementation is structured on independent components, materialized by individual
processes and tools in the command line, separated from the user interface.

Figure 1 shows the data flow diagram of the software solution.

Figure 1. Diagram of the data flow in the software system.

A series of data are read from the additions H(Q), ηP(Q) and Pm(Q), made available
from the manufacturer’s catalog or experimental data. Based on these, the fitting coefficients
h2, h1, and h0 are determined for the approximation of the H(Q) curve, which takes its
shape from Equation (4). The fitting coefficients e2, e1, and e0 are determined for the
approximation of the η(Q) curve, which takes its shape from Equation (11), and the fitting
coefficients p3, p2, p1 and p0 are determined for the approximation of the Pm(Q) curve,
which takes its shape from Equation (10).

Using these coefficients, the current efficiency value ηP and the maximum efficiency
value of the BEP (ηPBEP ) are determined, located on the vertex of the efficiency parabola.

The desktop application generates and prints the QR code with the parameters of
the hydraulic pathway, ls, ds, λs, ζs ld, dd, λd, ζd. The static pressures measured during
suction ps and discharge pd lines are input by the user in both smartphone and desktop
applications, optionally accompanied by the volumetric flow rate running through the
pump Qms.

The mobile phone application scans the coefficients of the hydraulic pathway from
the printed QR code and, based on the measured values of the static suction pressure ps
and those of the discharge pd computes the efficiency values ηP and ηPBEP based on which
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they can diagnose the operating regime of the pump and return the red, yellow or green
code using FLAG_COLOR.

Figure 2 shows the diagram of the efficiency assessment algorithm for constant speed
hydraulic pumps—Algorithm 1.

Figure 2. Diagram of the assessment algorithm for hydraulic pump efficiency while operating at
constant speed.

Algorithm 1 The assessment algorithm for hydraulic pump efficiency while operating at
constant speed

1: HQ[] ← read(HQ) � H(Q) data points
2: EQ[] ← read(EQ) � η(Q) data points
3: PQ[] ← read(PQ) � Pm(Q) data points
4: h[] ← f it(HQ) � get 2nd order polynomial coefficients
5: e[] ← f it(EQ) � get 2nd order polynomial coefficients
6: P[] ← f it(PQ) � get 3rd order polynomial coefficients
7: procedure DIAGNOSTIC(ps, pd, Qms)
8: ηP, ηPBEP ← η(h, e, P)
9: if (ηP < 1.05ηPBEP ) then

10: if (ηP > 0.9ηPBEP ) then
11: FLAG_COLOR ← GREEN
12: else if (ηP > 0.8ηPBEP ) then
13: FLAG_COLOR ← YELLOW
14: else
15: FLAG_COLOR ← RED
16: end if
17: else if (ηP < 1.1ηPBEP ) then
18: FLAG_COLOR ← YELLOW
19: else
20: FLAG_COLOR ← RED
21: end if
22: end procedure
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Using the reading and data fitting component in Figure 2 for a finite set of data received
as input for H(Q), Pm(Q), respectively, ηP(Q), the best 2nd- and 3rd-order polynomial
functions are obtained and, automatically, the values for these curves’ coefficients, with a
minimal square error:

χ2 = (
wi

∑
i

yi −
xij

∑
j

cj)
2 = ||y − Xc||w2 (13)

where y is the input data vector of order n, X is a n x p matrix having predictor variables,
and c is the vector with those p fitting coefficients that must be estimated. The matrix
w = diag(w1w2 . . . wn) contains the weights of the observed vector. The χ2 square error
also takes the form in Equation (17) where wi = (yi − f (xi))

−2.
The determination of the values of the polynomial curve coefficients has been per-

formed using the GSL Scientific Software Library [31] available as free software and tested
in numerous scientific and engineering applications on the market.

The measured volumetric flow rate passing through the pump, Qms, is used to verify
the percentage error εQ compared to the value estimated by the algorithm. The user receives
a warning if the error exceeds the 3% threshold. The flowmeters used by the water supply
company have an accuracy limit of ±3%.

Figure 3 shows a diagram of the application’s use cases. The operator uses a mobile
phone to enter the suction and discharge pressure values, ps and pd, and then scans the QR
barcode with the parameters configured and printed in the desktop application. Optionally,
this software application can also be used to assess the percentage error εQ if the measured
volumetric flow rate value Qms is available as input data; see Figure 2.

Figure 3. Use case diagram for the software solution.

After reading the barcode that identifies each pump, containing its hydraulic configu-
ration, and after the input of the two read data, ps and pd, the duty point of the hydraulic
pump is determined. Then, the pump efficiency of the duty point is compared with the BEP
value. The hydraulic pump operates normally if the duty point falls in the green region.
The pump operation is defective if the duty point falls into the other regions, and the
operator must look for the causes and determine the appropriate intervention.

The R2 parameter will be used to approximate the set of points with the selected
polynomial function, defined as follows:

R2 = 1 − χ2

TSS
(14)

where

TSS =
n

∑
i
(xi − x̄)2 (15)
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is the total sum of the squares of the variations compared to the average value

x̄ =
1
n

n

∑
i

ixi (16)

and

χ2 =
n

∑
i
(yi − f (xi))

2 (17)

is determined with the approximation function for those n experimental read data.
The approximation of the set of points n with the selected polynomial function is more

precise when the R2 parameter is closer to 1. Moreover, R2 < 1 as long as n + 1 < N where
n is the approximation polynomial’s order, and N is the total number of read data values in
the input set.

4. The Laboratory Validation of the Software Module for the Pump’s Full
Operating Range

The algorithm provides the values of the computed variables Q, H, Pm and ηP of
the pump’s operating point. Moreover, the following values are found as output data:
Q(ηPBEP), H(ηPBEP) and P(ηPBEP), and the 10 coefficients of the polynomial functions that
approximate the input data for the pump: three coefficients (h2, h1 and h0) for the H(Q)
curve, four coefficients (p3, p2, p1 and p0) for the Pm(Q) curve, three coefficients (e2, e1
and e0) for the ηP(Q) curve, and, finally, those three R2 coefficients that allow for accurate
estimation of the read data. In the end, the user is also provided with the regime and the
color of the regime where the pump’s operating point is found. Additionally, the relative
percentage error of the Q flow rate is presented, computed in relation to the measured flow
rate value Qms if this variable has been included in the input data set. If the value of Qms
was not mentioned in the input data set, then the relative percentage error of the flow rate
will be missing.

We have used experimental data obtained for centrifugal pump PCN 65/200 at speed
of n = 2900 rpm to validate the results supplied by the software. Preliminary validation of
the software was performed at a speed of n = 2500 rpm. The data measured on the test rig
available at the Hydraulic Machinery Laboratory of the “Politehnica” University Timişoara,
presented in Figure 4, have been obtained using the IEC60193 methodology [33].

Figure 4. The test rig available at the Hydraulic Machinery Laboratory of the “Politehnica” University
Timişoara. Schematic view of the test rig with actual dimensions in mm and photo.

A 22 kW asynchronous electrical motor is installed on the test rig to actuate the PCN
65/200 centrifugal pump. An ACS 850 45 kW Direct Torque Control (DTC) [34] inverter is
used to vary the speed of the electrical motor from 500 rpm up to 3000 rpm [35]. A software
platform completely controls the test rig. Firstly, an acquisition system was implemented to
acquire sensor data for overall pressure, temperature, discharge, torque, speed and electrical
power. The acquisition system with 32 input channels (voltage/current differential inputs)
and a maximum 100 kb/s acquisition frequency was developed. The data is transferred to a
computer using an RS232 interface. A remote control system was implemented, increasing
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the operability of the test rig [36]. Next, a SCADA platform was implemented to acquire
the needed variables (suction and discharge pressures, temperature, discharge, speed and
torque) and store them in a log file.

The total uncertainty ( ft) is obtained by combining the uncertainties due to systematic
( fs) and random ( fr) errors. The systematic and random errors are evaluated taking into
account the measuring system and the operating conditions of the pump (18).

ft =
√
( fs)2 + ( fr)2 (18)

The first step in the estimation of the pump efficiency uncertainty is to identify each
component that can influence its value. As a result, the total uncertainty of the pump
efficiency ( ftηP

) of the discharge ( ftQ), suction pressure ( ft ps
), discharge pressure ( ft pd

),
speed ( ftn) and torque ( ftT) (19).

ftηP
=
√
( ftQ)

2 + ( ft ps
)2 + ( ft pd

)2 + ( ftn)
2 + ( ftT)

2 (19)

The systematic errors are provided by the measuring devices. An electromagnetic
flowmeter is used to measure discharge values up to 45 × 10−3 m3/s with ±0.4% accuracy.
This device is installed on the rig’s top pipe. The suction pressure sensor range is –1 ÷ +2.5
bars with an accuracy of ±0.25%. The discharge pressure sensor range is 0 ÷ 6 bar with
accuracy reported by the manufacturer of ±0.25%. A T22 torque transducer manufactured
by HBM is installed on the test rig between the electrical motor and the centrifugal pump.
The range from 0 to 100 Nm is covered by the torque transducer with an accuracy of
±0.5%. ROP520 incremental encoder is linked to the electrical motor shaft to measure the
speed with an accuracy of ±0.01%. A systematic error of ±0.732% is obtained for the pump
efficiency ( fsηP

).
The random error is determined for the quantity acquired by each measuring device

installed on the test rig using a set of ten values for ten operating points. As a result,
the following maximum random errors are obtained for the measured quantities: the
suction pressure of ±0.616%, the discharge pressure of ±0.658%, the discharge of ±0.18%,
the speed of ±0.471% and the torque of ±0.387%. As a result, a random error value of
±1.103% is determined for the pump efficiency ( frηP

). Then, the total uncertainty of the
pump efficiency ( ftηP

) by ±1.323% is obtained on the test rig.
The ACS850 45 kW (DTC) inverter [34] is also used to acquire the electrical power,

the mechanical power and the speed on the test rig. In this case, the total uncertainty for the
mechanical power is determined using the accuracy of ±4% with nominal torque in an open
loop and the speed control in a closed loop with an accuracy of 0.01% from the nominal
speed. Then, the systematic error ( fsηP

) of ±4.035% is obtained and the total uncertainty of
±4.183% for the pump efficiency ( ftηP

). In conclusion, the total uncertainty of the pump
efficiency is 3 times smaller if the torque transducer is installed on our test rig.

The software module was verified for the operation of the pump across its full operat-
ing range, covering all three operating regimes shown in Figure 5.

The curves H = f (Q), Pm = f (Q), and ηP = f (Q) for the centrifugal pump PCN
65/200 at speed of n = 2900 rpm are shown in Figure 6. The experimental data are marked
with dots, whilst the polynomial functions approximating them are plotted as continuous
lines. These figures show a proper correlation between the experimental data and the
approximation curves. The value of the R2 parameter is shown for each curve, quantifying
the accuracy of the approximation degree of the experimental data with the polynomial
function selected in the software module.

Table 1 contains experimental data for centrifugal pump PCN 65/200. Tables 2–4 show
the fitting coefficients for Equations (4), (10) and (11).
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Table 1. The experimental data determined for centrifugal pump PCN 65/200 at speed of 2900 rpm.

OPno. Qms × 103 [m3/s] Hms [m] Pmms [kW] ηPms [%]

OP7 6.727 49.678 11.815 27.737

OP8 12.289 48.861 13.497 43.629

OP9 18.640 47.295 15.816 54.662

OP10 24.232 45.104 17.109 62.645

OP11 29.604 42.387 18.145 67.818

OP12 33.668 38.439 18.827 67.411

OP13 37.213 36.266 18.888 70.070

OP14 40.037 33.721 19.110 69.282

OP15 42.560 31.468 18.939 69.348

OP16 44.617 28.774 18.781 67.036

Table 2. The coefficients of the 2nd-degree approximation polynomial function for the pumping head
H = f (Q) at speed of 2900 rpm.

n [rpm] h0 h1 h2 R2

2900 49.859 105.330 −12,759.798 0.99791

Table 3. The coefficients of the 3rd-degree approximation polynomial function for the pump mechan-
ical power Pm = f (Q) at speed of 2900 rpm.

n [rpm] p0 p1 p2 p3 R2

2900 3.554 881.109 −13,978.015 40,315.701 0.96804

Table 4. The coefficients of the 2nd-degree approximation polynomial function for the pump efficiency
ηP = f (Q) at speed of 2900 rpm.

n [rpm] e0 e1 e2 R2

2900 1.911 3834.803 −53,651.835 0.99599

Figure 5. The validation of the software module for the pump’s full operating range.

402



Appl. Sci. 2022, 12, 11450

Figure 6. The experimental data for pumping head H = f (Q) (�), mechanical power at the pump
shaft Pm = f (Q) (�) and pump efficiency ηP = f (Q) (•) at speed of 2900 rpm, together with
polynomial curve fittings (solid lines).

The input parameters corresponding to the configuration of the test rig available at
the “Politehnica” University Timişoara are as follows: the diameter of the suction line
Ds = 0.11 m, the diameter of the discharge line Dd = 0.08 m, the position of the instrument
on the suction line compared to the pump flange ls = 1.0 m, the position of the instrument
on the discharge line compared to the pump flange ld = 0.5 m, the distributed hydraulic
loss coefficient for the suction line λs = 0.0158835, the distributed hydraulic loss coefficient
for the discharge line λd = 0.0166889, the local hydraulic loss coefficients for the suction
and discharge lines ζs = ζd = 0 because no elbow was installed in the pump suction or
discharge, the level difference between the position of the instrument on the discharge line
and on the suction line Δz = 0.85 m.

The last two columns in Table 5 εQ and εηP are defined as ε⊗ in Equation (20):

ε⊗ =
⊗ms −⊗
⊗ms

100[%] (20)

(corresponding to yi − f (xi) in Equation (17)). ηPms is the experimental data from Table 1,
and ηP is the value calculated with curve fitting in Equation (11) with coefficients from
Table 4. Qms is experimental read data in Table 1 and Q is calculated based on Equation (9).

The ηPms experimental data in Table 1 are shown in Figures 5 and 7 with a black dot (•)
and the calculated ηP values are shown with a white circle (�).

The input variables of each operating point are the static pressure measured at suction
ps [Pa], static pressure measured at discharge pd [Pa] and optionally, the value of the mea-
sured volumetric flow rate Qms [m3/s]. The following data are obtained for the pump speed
of n = 2900 rpm: H(ηPBEP) = 37.33 m, Pm(ηPBEP) = 17.19 kW, Q(ηPBEP) = 35.7 × 10−3 m3/s.

See Figure 7a for operating point number 7 (OP7) set on partial flow rate during
abnormal regime (AO). Our input values were: static pressure measured at suction
ps = −9933.191 Pa, static pressure measured at discharge pd = 47,0631.463 Pa and the
value of the volumetric flow rate measured by the flowmeter Qms = 6.727 × 10−3 m3/s.
The results provided by the software module for OP7 are: Q = 6.35× 10−3 m3/s, with a per-
centage error of −5.6% compared to Qms = 6.727× 10−3 m3/s, ηP = 24.10 %, H = 50.01 m,
Pm = 8.6 kW. The abnormal operation diagnostic RED supplied is correctly determined.

Operating point number 9 (OP9) set on partial flow rate during abnormal regime (AO)
(see Figure 7b) was checked with the following input values: static pressure measured at
suction ps = −17,270.447 Pa, static pressure measured at discharge pd = 435,108.521 Pa and
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the value of the volumetric flow rate measured by the flowmeter Qms = 18.64 × 10−3 m3/s.
The results provided by the software module for OP9 are: Q = 17.968 × 10−3 m3/s, with a
percentage error of −3.61% compared to Qms = 18.64 × 10−3 m3/s, ηP = 53.49 %,
H = 47.63 m, Pm = 15.1 kW. The negative value of the percentage error shows that the
flow rate value, determined by the software module, is lower than the value measured
by the flowmeter. The abnormal operation diagnostic (AO) RED supplied is correctly
determined.

(a) (b)

(c) (d)

(e) (f)

Figure 7. The validation of the algorithm for six operating points: (a) OP7: Q = 6.35×10−3 m3/s,
ηP = 24.10 % (AO) RED ; (b) OP9: Q = 17.968×10−3 m3/s, ηP = 53.49 % (AO) RED ;
(c) OP10: Q = 23.21×10−3 m3/s, ηP = 62.02 % (NO) GREEN (d) OP12: Q = 37.33×10−3 m3/s,
ηP = 70.21 % (NO) GREEN (e) OP15: Q = 41.86×10−3 m3/s, ηP = 68.43 % (NO) GREEN (f) OP16:
Q = 44.463×10−3 m3/s, ηP = 66.35 %; (LO) YELLOW .
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Table 5. The data computed by the software module for centrifugal pump PCN 65/200 at speed of
2900 rpm.

OPno. Qms × 103 [m3/s] H [m] Pm [kW] ηP [%] εQ [%] εηP [%]

OP7 6.350 50.013 8.595 24.099 −5.602 13.114

OP8 12.321 49.220 12.363 41.014 0.257 5.993

OP9 17.968 47.632 15.106 53.494 −3.605 2.137

OP10 23.216 45.427 16.980 62.022 −4.191 0.994

OP11 29.691 41.738 18.447 68.473 0.295 −0.966

OP12 33.707 38.913 18.916 70.213 0.115 −4.157

OP13 37.792 35.616 19.065 70.208 1.555 −0.197

OP14 40.651 33.055 18.981 69.139 −1.647 0.206

OP15 41.859 31.911 18.901 68.425 −0.346 1.331

OP16 44.463 29.316 18.640 66.350 −0.346 1.023

BEP 35.738 37.327 17.190 70.435 — —

The input variables for operating point number 10 (OP10) set on partial flow rate
during normal regime (NO) (see Figure 7c) are: static pressure measured at suction
ps = −18,530.6 Pa, static pressure measured at discharge pd = 408,535.72 Pa and the
value of the volumetric flow rate measured by the flowmeter Qms = 24.23 × 10−3 m3/s.
The results provided by the software module for OP10 are: Q = 23.21 × 10−3 m3/s,
with a percentage error of −4.192% compared to Qms = 24.23 × 10−3 m3/s, ηP = 62.02 %,
H = 45.427 m, Pm = 16.98 kW. The normal operation diagnostic (NO) GREEN supplied is
correctly determined.

The validation for the operating point number 12 (OP12) set in the vicinity of the
maximum efficiency value during normal operation (NO) (see Figure 7d) shows the fol-
lowing input variables: static pressure measured at suction ps = −17,665.65 Pa, static
pressure measured at discharge pd = 335,325.2 Pa and the value of the volumetric flow
rate measured by the flowmeter Qms = 33.67 × 10−3 m3/s. The results provided by the
software module for OP12 are: Q = 37.33 × 10−3 m3/s, with a percentage error of +0.113%
compared to Qms = 33.67 × 10−3 m3/s, ηP = 70.21 %, H = 38.913 m, Pm = 18.96 kW. The
normal operation diagnostic (NO) GREEN supplied was predicted correctly.

The input variables for the operating point number 15 (OP15) set on overflow rate
during normal regime (NO) (see Figure 7e) are: static pressure measured at suction
ps = −27,807.4 Pa, static pressure measured at discharge pd = 246,015.5 Pa and the value
of the volumetric flow rate measured by the flowmeter 103Qms = 42.56 m3/s. The re-
sults provided by the software module for OP15 are: Q = 41.86 × 10−3 m3/s, with a
percentage error of −1.647% compared to Qms = 42.56 × 10−3 m3/s, ηP = 68.43 %,
H = 31.911 m, Pm = 18.9 kW. The normal operation diagnostic (NO) GREEN supplied is
correctly identified.

The input variables for the operating point number 16 (OP16) set on overflow rate
during normal regime (NO) (see Figure 7f) are: static pressure measured at suction
ps = −29,996.15 Pa, static pressure measured at discharge pd = 214,548.83 Pa and the
value of the volumetric flow rate measured by the flowmeter Qms = 44.617 × 10−3 m3/s.
The results provided by the software module for OP16 are: Q = 44.463 × 10−3 m3/s,
with a percentage error of −0.345% compared to Qms = 44.617 × 10−3 m3/s, ηP = 66.35 %,
H = 29.316 m, Pm = 18.64 kW. The operation at limit diagnostic (LO) YELLOW supplied
is predicted correctly.

The analysis of the results supplied by the software module for the six operating
points set on the full operating range of the pump shows the capacity of the software
module to correctly identify the pump’s operating regimes. The flow rate is a fundamental
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hydraulic quantity that must be determined while the pump is in service. Determining
the flow rate in situ is a challenge and a requirement for the water treatment technological
process. The relative error of the flow rate estimated by the software module compared
to the value measured by the flowmeter fits within the limit of −5.6% for the operating
points with a flow rate below 25% of the value of the operating point with maximum
efficiency. In exchange, the limit of the relative error is between −4.192% and +0.113%
for all the operating points of the pump, except those with a flow rate below 25% of
the value associated with the operating point with maximum efficiency. Based on the
validated results, we can conclude that the software module allows estimating the flow
rate of the pump’s operating point when there is no flowmeter installed (or where there is
no possibility to install one). The estimation of the flow rate using the software module is
an additional gain to the assessment of the operating regime of the pump.

4.1. Sensitivity Analysis of the Algorithm for Various Operating Points

In some situations, particularly in situ, the input parameters in the software module
cannot be precisely determined (e.g., the inner diameter of the line or the coefficient of
longitudinal losses). This is why we have performed the sensitivity analysis of the output
value (pump efficiency) in relation to the input values using the algorithm parameters.
The variables that can influence the pump efficiency are: (1) input values read by the
operator ps [Pa] and pd [Pa] and (2) the parameters of the algorithm corresponding to
the in situ configuration, which are scanned from the unique barcode generated for each
pump: (i) diameter of the line at suction/discharge Ds/d [m]; (ii) the discharge transducer’s
quota compared to the suction transducer’s quota Δzd/s [m]; (iii) the length of the line from
suction/discharge up to the location of the pressure manometers (transducers) compared
to the pump flanges ls/d [m]; and (iv) the coefficient of longitudinal losses along the
suction/discharge line λs/d [-].

To gain a more relevant view of how these parameters influence the pump’s efficiency,
the percentage variation of the pump efficiency has been represented in relation to the
percentage variation of each input value. Moreover, to assess the sensitivity of the algorithm
parameters for the pump’s full range of operation, we have considered five operating points
(OP8, OP9, OP10, OP12, OP14) from the range of flow rates corresponding to the defined
areas (NO) GREEN , (LO) YELLOW , and (AO) RED on the efficiency curve.

In addition to the parameters used in the algorithm, for each configuration of a pump
unit, the algorithm needs the input of the static pressure ps, pd read/recorded at the pump
suction/discharge for each operating point. These values of the static pressure at the pump
suction/discharge boast a great degree of erroneous readings. The error can come from the
reading of analogical measurement tools, which are not all that accurate, or the reading of
the values in the first part of the instrument scale, where there is a lower degree of accuracy.
Errors can also come from the oscillation of these measurement instruments used in the
operation of the pumps during transient or unsteady operating conditions.

The sensitivity analysis of the algorithm regarding the determination of the percentage
deviation in the pump efficiency εηP for the percentage static pressure variation εpd for five
operating points: OP8, OP9, OP10, OP12 and OP14 is shown in Figure 8. The percentage
deviation of the pump efficiency εηP is determined using Equation (21) where ηP(εx) is the
value of the efficiency, determined for the percentage deviation of the input quantities (e.g.,
pd, ps, Dd, Ds, ld, ls, λd, λs, Δz).

εηP =
ηP(εx)− ηP

ηP
100 [%] (21)

406



Appl. Sci. 2022, 12, 11450

Figure 8. Sensitivity analysis of the algorithm regarding the determination of the pump efficiency εηP

for deviations in the reading of the discharge pressure εpd for five operating points: OP8, OP9, OP10,
OP12 and OP14.

One can notice the significant influence of the static pressure variation read at the
pump discharge εpd on the pump efficiency. The operating points laid out in the vicinity
of the maximum efficiency influence the pump efficiency within the limit εηP < ±12%
when the deviation of the static pressure determined at the pump discharge is read with a
deviation within the limit εpd < ±25%.

For the operating points laid out in the yellow and red zones, a slight deviation in the
reading of the static pressure at the pump discharge εpd > ±5% leads to deviations in the
values of the pump efficiency greater than εηP > ±12%. For greater positive deviations
at the reading of the static pressure at the pump discharge, an error message is returned
because the input of the pressure difference between the pump suction and discharge is
greater than the pumping head prescribed from the pump’s catalog curve.

Figure 9 shows the algorithm sensitivity analysis for the determination of pump effi-
ciency for the percentage variation of static pressure εps measured at the pump suction for
the five operating points selected across the full range. One can notice a linear distribution
of the pump efficiency variation, with the percentage variation of the static pressure εps

measured at the pump suction. As expected, the variation of the static pressure read at the
pump suction εps has a significant influence over the pump efficiency variation. The operat-
ing points located in the green area are an exception; the influence on the pump efficiency
is less εηP < ±1% when the variation of the static pressure determined at pump suction is
read with a deviation within the limit of εps < ±50%. Otherwise, for the operating points
located in the yellow area, the pump variation can reach εηP < ±5% when the variation
of the static pressure taken at pump suction is read with a deviation within the limit of
εps < ±50%.
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Figure 9. The algorithm sensitivity analysis regarding the determination of the pump efficiency εηP

for deviations in the reading of the suction pressure εps for five operating points: OP8, OP9, OP10,
OP12 and OP14.

The algorithm sensitivity analysis for determining the pump efficiency for the variation
of the line inner diameter at discharge εDd for the five operating points across the operating
range is shown in Figure 10. One can observe a significant variation of the pump efficiency
(εηP > ±3%) when we consider a deviation of the line inner diameter at discharge greater
with εDd > 25% compared to its real value. The assessments for the two operating points
located in the green area are an exception; the variation of the pump efficiency is below
3% (εηP < −3%) even for a deviation of the line inner diameter at discharge greater up
to εDd < 50% compared to its real value. For the situations where the exact value of the
discharge line inner diameter Dd cannot be determined, it is preferable to consider a value
higher than the real one.

Figure 10. Algorithm sensitivity analysis regarding the determination of the pump efficiency εηP or
deviations in the input of the discharge line diameter εDd for five operating points: OP8, OP9, OP10,
OP12 and OP14.
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Figure 11 shows the algorithm sensitivity analysis regarding the determination of
pump efficiency for the variation of the suction line inner diameter εDs for the five operating
points across the full range. In Figure 11, one can notice a variation of the pump efficiency
of up to 3% lower for the five operating points when the deviation of the suction pipe inner
diameter is greater by up to εDs < 50% compared to its real value. In exchange, one can
notice a significant variation of the pump efficiency (εηP > ±5%) when it is considered
a deviation of the suction line inner diameter below 33%, compared to its real value.
An exception regarding the deviation of the suction line inner diameter is the situation
where the assessment of the output is performed for the BEP. For the situations where the
exact value of the suction line inner diameter Ds cannot be determined, it is preferable to
consider a value higher than the real one. A reasonable approximation would be the outer
diameter. In most cases, the approximation falls within the efficiency deviation εηP < −3%.

Figure 11. The algorithm sensitivity analysis for the determination of the pump efficiency εηP for
deviations in the input of the suction line diameter εDs for the five operating points: OP8, OP9, OP10,
OP12 and OP14.

If the suction and discharge diameters can be correctly measured on the outside,
the inner values can be found in tables showing the thicknesses of the pipe wall. When
establishing the inner diameters, it is preferable to consider a value that is greater than the
real one. Another input parameter with an important influence on the efficiency algorithm
is the variation of discharge pressure, Figure 8. The greatest deviations in the efficiency
values are obtained at off-design conditions far away from the BEP corresponding to the
maximum efficiency ηPBEP .

The algorithm sensitivity analysis regarding the determination of the pump efficiency
for the level variation between the two instruments that measure the suction/discharge
pressure for the five operating points across the full range is shown in Figure 12.

One can notice a linear distribution of the pump efficiency variation with the deviation
of the level εΔz defined in Equation (8) between the taps of the two instruments measuring
the suction/discharge pressure compared to the reference value for the five operating
points. As a result, a greater/smaller value of the pump efficiency is obtained when
the deviation of the level εΔz is smaller or greater than the reference value. The pump
efficiency value determined with the aid of the algorithm is within the limit of εηP < ±1.5%
when the deviation of the level εΔz between the taps of the two instruments measuring
the suction/discharge pressure deviate by εΔz < ±50% compared to the reference value.
The situations in which the operating points are laid out within the red area are an exception;
the value of the pump efficiency determined with the algorithm is greater than εηP > ±1.5%.
The variation of the pump efficiency is more sensitive to the deviation of the inner diameters
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of the suction/discharge lines εDs /εDd than to the level deviation εΔz between the taps of
the two instruments measuring the suction/discharge pressure.

Figure 12. Algorithm sensitivity analysis regarding the determination of the pump efficiency εηP for
deviations in the input of the level difference εΔz between the locations of the transducers at suction
and at discharge for the five operating points: OP8, OP9, OP10, OP12 and OP14.

Figure 13 shows the algorithm sensitivity analysis regarding the determination of
pump efficiency for the variation of the layout position of the pressure tap length εld on
the discharge line, compared to the pump’s discharge flange for the five operating points
across the full range. One would remark the fact that the variation of the layout position of
the pressure tap length εld on the discharge line compared to the pump discharge flange has
an insignificant influence on the pump efficiency variation εηP < 1% for all the operating
points investigated.

Figure 13. The algorithm sensitivity analysis regarding the determination of the pump efficiency εηP

for deviation in the length of the discharge line εld
between the pressure transducer and the pump

flange for the five operating points: OP8, OP9, OP10, OP12 and OP14.

Figure 14 shows the algorithm sensitivity analysis regarding the determination of the
pump efficiency for the layout position of the pressure tap length εls on the suction line
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compared to the pump’s suction flange for the five operating points across the entire range.
Note the same behavior of the algorithm regarding the variation of the pump efficiency
εηP < 1% corresponding to the variation of the length εls for all the operating points
assessed and for that of the length variation εld .

Figure 14. The algorithm sensitivity analysis regarding the determination of the pump efficiency
εηP or deviations in the length of the suction line εls between the pressure transducer and the pump
flange for the five operating points: OP8, OP9, OP10, OP12 and OP14.

We can conclude that the influence of the layout positions of the pressure tap lengths
εls and εld on the suction and discharge lines compared to the pump’s suction and discharge
flanges over the pump efficiency variation εηP < 1% is insignificant for the two operating
points while functioning on a wider range.

Figures 15 and 16 show the algorithm sensitivity analysis regarding the determination
of the pump efficiency for the variation of the hydraulic losses coefficient ελd /ελs on the
discharge/suction line, up to the layout position of the pressure tap, towards the pump’s
discharge/suction flange, for the five operating points across the entire operating range.
The sensitivity of the algorithm regarding the determination of the pump efficiency for
the variation of the hydraulic losses coefficient ελd /ελs is identical to that produced by the
length variation εld /εls . This situation is explained by the fact that the product of the two
parameters ελd εld /ελs εls are found in the equation of the pumping head. The influence of
the hydraulic losses coefficient variation ελd /ελs on the discharge/suction line up to the
location of the pressure tap as opposed to the pump’s discharge/suction flange over the
pump efficiency variation εηP < 1% is insignificant for the five operating points across the
entire range.

The results of the sensitivity analysis performed on the parameters used by the algo-
rithm for the determination of the pump efficiency, implemented in the software module
presented in this paper are summarized below. The parameters used in the algorithm are
listed in the order of their importance on the pump efficiency:

• pd [Pa]—static pressure at pump discharge;
• ps [Pa]—static pressure at pump suction;
• Dd [m]—line diameter at discharge;
• Ds [m]—line diameter at suction;
• Δz [m]—transducer’s level from discharge compared to that from suction;
• ls/d [m]—length of the suction/discharge line up until the location of the pressure

manometers (transducers) compared to the pump flanges;
• λs/d [-]—longitudinal hydraulic losses coefficient along the suction/discharge line;
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Figure 15. Algorithm sensitivity analysis regarding the determination of the pump efficiency εηP

for deviations in the input of the longitudinal losses coefficient for the discharge line ελd
for the five

operating points: OP8, OP9, OP10, OP12 and OP14.

Figure 16. Algorithm sensitivity analysis regarding the determination of the pump efficiency εηP

or deviations in the input of the longitudinal losses coefficient for the suction line ελs for the five
operating points: OP8, OP9, OP10, OP12 and OP14.

In conclusion, the determination of the input data that are characteristic to the pump,
and the input of the read data, respectively, ps and pd, must be performed as accurately as
possible to have the lowest influence on the pump efficiency ηP. It is recommended that
the data acquired by the pressure transducers are taken directly into the software module
to avoid any reading and data input errors.

The line diameter at discharge Dd has a greater influence on the pump’s efficiency
than the line diameter at suction Ds. This situation is because the centrifugal pumps tend
to reach a higher pumping head, which is observed in a greater static pressure at discharge.
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5. Assessment of a Pump’s In Situ Operating Conditions Using the Software Module

The software module has been implemented at AQUATIM S.A. to monitor the oper-
ation of the double suction Worthington 500 LNN-775A double suction pumps of 1 MW,
that supply Timişoara city with drinkable water.

The experimental data determined at the speed of 993 rpm by the manufacturer of
the 1 MW double suction pump, installed at AQUATIM S.A., is listed in Table 6 and is
marked with black dots (•) in Figure 17. Application of the algorithm presented in Section 2
has allowed the determination of the approximation polynomials’ coefficients, which are
shown in Table 7 for H = f (Q), Table 8 for Pm = f (Q) and Table 9 for ηP = f (Q) and
marked with continuous lines in Figure 17 of the polynomial functions approximating
these experimental data. For the speed of 993 rpm, the R2 = 0.996 parameter has had a
value close to 1, indicating a good degree of approximation of the set of points with the
selected polynomial function.

Figure 17. The experimental data provided by the manufacturer (�, �, �) and the polynomial
functions H(Q), Pm(Q) and ηP(Q) determined for Worthington 500 LNN-775A double suction pump
at speed of 993 rpm.

Table 6. The data for Worthington 500 LNN-775A double suction pump at speed of 993 rpm.

P no. Q [m3/s] H [m] Pm [MW] ηP [%]

P1 0.0991 80.3 0.552 14.1

P2 0.5238 78.5 0.655 61.5

P3 0.8379 75.1 0.759 81.4

P4 1.1091 67.1 0.818 89.2

P5 1.3887 59.0 0.879 91.4

P6 1.7221 48.6 0.927 88.5

BEP 1.3498 61.189 0.874 93.804

DP 1.7191 48.071 0.926 86.860
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Table 7. The coefficients of the 2nd-degree polynomial approximation function for the pumping head
H = f (Q) of the 1 MW Worthington pump at speed of 993 rpm.

n [rpm] h0 h1 h2 R2

993 80.499 2.347 −12.338 0.995

Table 8. The coefficients of the 3rd-degree polynomial approximation function for the mechanical
power Pm = f (Q) of the 1 MW Worthington pump at speed of 993 rpm.

n [rpm] p0 p1 p2 p3 R2

993 0.528 0.209 0.113 −0.058 0.998

Table 9. The coefficients of the 2nd-degree polynomial approximation function for the efficiency
ηP = f (Q) of the 1 MW Worthington pump at speed of 993 rpm.

n [rpm] e0 e1 e2 R2

993 1.056 137.427 −50.908 0.997

Figure 18 shows the curve of the pumping head (H(Q)) of the Worthington 500LNN-
775A double suction pump of 1 MW, installed at AQUATIM S.A., at the speed of 993 rpm
(continuous red line), determined based on the experimental data provided by the man-
ufacturer. The curve for hydraulic losses (Hr(Q)) of the Timişoara city supply network
(continuous blue line) is determined based on experimental data (� in Figure 18) obtained
in situ. The duty point (DP, marked with a red circle (�) of this pump was determined to
be at the intersection of the two curves H(Q) and Hr(Q).

Figure 18. The duty point (DP) of a Worthington 500LNN-775A double suction pump of 1 MW at
speed of 993 rpm operating in Timişoara drinking water network.

The input parameters for the Worthington 500 LNN-775A double suction pump of
1 MW, installed at AQUATIM S.A., read by the software module are: the suction line
diameter Ds = 0.6 m, and the discharge line diameter Dd = 0.5 m. The instruments are
installed on the pump flanges, meaning that ls = ld = 0 m and the level difference between
the location of the instruments installed on the discharge and suction flanges Δz = 0.6 m.
The hydraulic loss coefficients, distributed for the suction lines λs and discharge lines λd,
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are not relevant in this case because the instruments are installed on the flanges, and the
local hydraulic loss coefficients for the suction and discharge lines ζs = ζd = 0 because no
elbow was installed in the pump suction or discharge. In this case, the pumping head is
computed using the simplified formula presented in Equation (2) instead of the generalized
formula presented in Equation (3).

The variable speed drive for Worthington 500 LNN-775A double suction pump in-
cludes an ACS 800-7 1000 kW DTC closed-loop speed inverter [37], but no torque transducer
is installed in situ. This DTC inverter is manufactured by the same company as the one
installed in the “Politehnica” University laboratory [34]. Both DTC inverters have the same
torque and speed control performances [34,37]. In these conditions, the total uncertainty
for the mechanical power is determined using the accuracy of ±4% with nominal torque
in an open loop and the speed control in a closed loop with an accuracy of 0.01% from
the nominal speed. As a result, a total uncertainty of over ±4% is predicted for the pump
efficiency under in situ conditions.

The input data associated with pump performance over time have to be updated by
the user. Certainly, the input data associated with pump performance have to be updated
if repair work is applied to the geometry of the impeller blades. Assessing degraded
pump performance in-service should be taken into account. Degraded pump performance
methodology based on in-service test data is introduced by Gaiewski [38]. The methodology
is based on the prediction of a small difference in the head at near pump shut-off head when
compared to a new pump. An extensive degraded pump performance study on 150 pumps
ranged from 22 kW to 3 MW installed in the municipal water supply and distribution
system was conducted by Papa et al. [39]. The results obtained in this study revealed that
the pump efficiency degraded by 9.3% on average when the pump operated at the BEP.
Moreover, the efficiency degraded on average by 12.7% when the actual operating point
and the original best efficiency point were compared. Papa et al. [39] noticed that while
the ages of the pumps ranged from 1 year to 61 years with an average of 25 years, there
was no discernible correlation between pump age and efficiency degradation. The above
statement was not entirely surprising given that the pumps in service undergo various
forms of routine maintenance, repair, refurbishment and modification throughout their
working life [39].

The hydraulic performance along with the vibration response of an industrial scale
centrifugal pump of 7.5 kW was experimentally investigated by [40,41] to assess the degra-
dation in pump performance. The results delivered by all these investigations can be
used to identify the degradation level in pump performance. As a result, the time when
input data associated with pump performance has to be updated in the algorithm due to
degradation is determined based on these investigations.

The marking of the ηP(Q) curve for this pump allows the marking of the maximum
efficiency value of ηPBEP = 93.6 % (marked with � in Figure 18) with a +2.4 % deviation
compared to the value indicated by the manufacturer, that of 91.4 %. The pump’s operating
regime (normal operation—NO, operation at limit—LO and abnormal operation—AO)
have been determined according to the criteria defined in Section 2 and are marked by
green, yellow and red.

The pump’s duty point at a speed of 993 rpm can be found at the boundary between
the green and the yellow areas (at a greater flow than that corresponding to the BEP flow
rate). The selection of the pump’s duty point for the maximum speed of 993 rpm is justified
by the maximum flow rate of drinkable water supplied by this water treatment plant for
Timişoara city. The operation of the pump in situ with VSD is considered to provide the
variable flow rate needed by the consumers in Timişoara city.

6. Conclusions and Perspectives

This paper presents the development, implementation and validation of software
developed for monitoring hydraulic pumps in service. The only parameter which is neither
determined nor examined is the pump efficiency, although all the other variables (absorbed
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power, pumping head) are measured to determine and calculate it. The goal of this software
is to identify the hydraulic pumps’ operating regimes in situ and to alert the user when
they operate outside their preset efficiency range. The algorithm developed for assessing
the efficiency of the hydraulic pump is based on knowing its features (available in the
manufacturer’s catalog or determined based on experimental investigations) and in situ
geometric data. The input data of the algorithm are the geometric and hydraulic values
related to the location of instruments compared to the position of suction/discharge flanges.
The input data of each hydraulic pump installed in a station is unique, even though a
station may use several identical pumps. The implemented algorithm provides the value of
the pump efficiency ηP corresponding to the duty point. As a result, the operating regime
is identified by collecting only the values of the suction ps and discharge pd static pressures.
In addition to efficiency ηP, the algorithm delivers the following values for the duty point:
pumping head H, the mechanical power at the pump shaft Pm, and the volumetric flow
rate passed through the pump Q, which is a useful quantity in industrial applications but
is difficult to determine in situ.

The algorithm is robust, and easy to use and implement, regardless of the user’s train-
ing. The major advantage of the software, compared to other means of monitoring, is the
easy in situ implementation because it does not require additional expenses. The pressure
gauges are normally available at the suction and discharge of the hydraulic pump.

Free software packages have been selected for the algorithm to ensure its portability
on any operating system. For example, the scientific software library GNU GSL provides
robust interpolation, extrapolation and curve-fitting tools for the available data and for the
assessment of the deviations. The free Qt package was selected for the graphic interface.
The implementation of the algorithm is structured on independent components, material-
ized by individual procedures and tools in the command line, disconnected from the user
interface. The data flow from the implemented software solution shown in the diagram in
Section 3 provides a synoptic view of the processing and data transfer flow.

The software has been first used to analyze the operation of the centrifugal pump
PCN 65/200, installed in the Hydraulic Pump Laboratory of the “Politehnica” University
Timişoara. The research conducted on this pump was used to validate the output results
delivered by the software module against experimental data over the full operating range.
This software validation over the full operating range cannot be performed on pumps
installed in situ due to the particular installing conditions and the limited operating range
imposed on each pump. Moreover, the investigations carried out in the laboratory allowed
the determination of the deviations of the results delivered by the software depending on
the selected operating point over the full range of the pump. The analysis of the results
delivered by the software for the six operating points laid out over the full pump range
highlighted the capability to correctly identify the operating regime. The software module
estimated the pump efficiency ηP within limits that do not affect the prediction of the
operating regime.

We have previously stated that the volumetric flow rate is a fundamental hydraulic
quantity that has to be determined while the pump is in service. This output quantity
provided by the pump unit is directly related to the requirements of the process or system in
which it operates. Therefore, the investigations conducted on the hydraulic pump installed
in the laboratory have shown that the relative error of the volumetric flow rate estimated
by the software module against the value measured by the flowmeter is up to −5.6% for
the operating points with a flow rate below 25% of the value of the BEP. In exchange,
the limit of the relative error is between −4.192% and +0.113% for all operating points,
except those with a volumetric flow rate below 25% QBEP. The experimental data supports
the conclusion that the software module allows estimating the flow rate of the operating
point when there is no (or no possibility of installing) flowmeter installed. Estimating
the volumetric flow rate using the software module is an additional gain on top of the
assessment of the operating regime of the pump.
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The sensitivity analysis of the input variables and parameters used in the algorithm
highlighted their impact on the deviation of the output quantity (pump efficiency) and the
operating point. The most significant impact on the efficiency deviation is provided by the
pressure (pd/s) values acquired at the discharge and the suction of the pump.

That is why the input data must be accurate enough to diminish the influence of the
output value (e.g., the pump efficiency ηP). It is recommended that the data recorded by the
pressure transducers are taken over directly to the software module to avoid any reading
and data input errors. The impact of the discharge and suction pipe diameters (Dd/s) on
the deviation efficiency is all the more significant when the selected values are smaller than
the actual ones. Therefore, it is recommended that the outer diameters of the discharge
and suction pipes be selected in the software module if it is not possible to measure the
inner ones. In this case, the influence of the length (ls/d) of the suction/discharge line
between the pressure manometers (transducers) as well as the pump flanges and the
longitudinal hydraulic losses coefficient (λs/d) along the suction/discharge line on the
efficiency deviation are negligible. These input data can have a greater impact on the pump
efficiency deviation if the measuring instruments are located at large distances from the
pump and the pipelines have been in operation for a long time. The impact of the operating
point on the pump efficiency deviation is all the greater the further we move away from
the BEP.

The implementation of the software within the regional water supply company AQUA-
TIM S.A. for monitoring in situ operations of pumps highlighted the demand for software
products that can monitor high-efficiency pump operating regimes, justifying electricity costs
according to European Union requirements, and supporting the predictive maintenance.

Note that the regional water supply company manages a fleet of hundreds of different
hydraulic pumps, ranging from a few kilowatts to megawatts, that are distributed over
a geographical area of hundreds of square kilometers. The development and implemen-
tation of software solutions to monitor the operation of the pump fleets are crucial in the
management of the available resources in critical infrastructures.

The last section of the paper contains the results obtained with the software module for
the Worthington 500 LLN-775A double-suction pump of 1 MW, which supplies drinkable
water to the Timişoara city. The Worthington pumps are the most powerful pumps in the
AQUATIM fleet and have been in service for 23 years. The pump’s duty point at speed of
993 rpm is identified at the boundary between the green and the yellow region (at a greater
flow rate than that corresponding to the BEP flow rate value). The choice of the pump’s
duty point for the maximum speed of 993 rpm is justified by the maximum flow rate of
drinkable water supplied from this water treatment plant to Timişoara city.

In situ operation of the pumps with variable speed drive (VSD) is used to supply the
variable flow rate needed by the consumers. The next stage in the development of the
software consists of expanding its capabilities to monitor the efficiency of the VSD pumps.
The work of this next stage is based on the obtained results and on the experience gathered
to date.
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Abstract: As a result of urbanization, combined with the anthropogenic effects of climate change,
natural events such as floods are showing increasingly adverse impacts on human existence. This
study proposes a new model, based on shallow water equations, that is able to predict these floods
and minimize their impacts. The first-order finite volume method (FVM), the Harten Lax and van
Leer (HLL) scheme, and the monotone upwind scheme for conservation laws (MUSCL) are applied
in the model. In addition, a virtual boundary cell approach is adopted to achieve a monotonic
solution for both interior and boundary cells and flux computations at the boundary cells. The model
integrates the infiltration parameters recorded in the area, as well as the Manning coefficient specific
to each land-cover type of the catchment region. The results provided were mapped to highlight the
potential flood zones and the distribution of water heights throughout the catchment region at any
given time, as well as that at the outlet. It has been observed that when standard infiltration and the
Manning parameters were selected, the floodable surface increased, as expected, with the increasing
rainfall intensity and duration of the simulation. With sufficient infiltration, only a portion of the
water tends to stagnate and flow off on the surface toward the outlet. A sensitivity analysis of certain
parameters, such as rainfall data and the final infiltration coefficient in the lower watershed of the
littoral region, was conducted; the results show that the model simulates well the general character
of water flow in the watershed. Finally, the model’s validation using field-collected parameters
during the flood of 25 July 2017 and 18 to 22 July 2016 in the Grand Ouaga basin in Burkina reveals
Nash–Sutcliffe values of 0.7 and 0.73, respectively.

Keywords: flood; Godunov-type scheme; HLL scheme; rainfall intensity; infiltration
parameters; Manning

1. Introduction

The global increase in urban populations has led to a corresponding increase in the
demand for infrastructure, including buildings, roads, and drainage networks [1]. The
implementation of these infrastructures has led to a reduction in rainwater absorption
capacities, exposing urban vulnerabilities during flooding in the presence of heavy rain
events [2,3]. Furthermore, the climatic changes that have become accentuated over the last
few decades have tended to cause an increase in the frequency, intensity, and duration of
rain events in many countries [1,4]. Natural disasters resulting from high-water events,
such as glacial melting, droughts, storms, and floods are being exacerbated by frequent
extreme weather occurrences that are driven by climate change [5,6]. These “high-water
events” could be described as “water overflowing its natural or manmade banks into
ordinarily dry terrain, such as a river inundating its floodplain” [7].
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Flooding is perhaps the most catastrophic natural disaster, wreaking havoc on human
lives and the economy while damaging infrastructure (bridges, buildings, etc.) [8]. For
example, significant damage was recorded in Australia in the Brisbane region at the
beginning of 2011, as a result of flooding [9].

Furthermore, massive floods in the Mississippi River basin in the United States
have been caused by rainfall, coupled with spring snowmelt, resulting in damage es-
timated to cost billions of dollars. The 2007 floods in the United Kingdom (UK) caused
42,000 individuals to lose electricity for more than 24 h, while 350,000 others lost their water
supply for up to 17 days, and over 10,000 of the latter group became stranded on roads and
trains [10]. The most expensive flood damage in history occurred in Thailand’s Chao Praya
River Basin, as a result of persistent floods. The cost of the damage was estimated to be over
USD 45 billion [11,12] reported that in the USA alone, flood management infrastructure
interventions have helped to save 10 million acres of land and almost one million acres
from flooding, averting more than USD 110 billion in flood damage costs. The lack of flood
management infrastructure has long been a concern for researchers. More recently, the Min-
istry of Humanitarian Affairs, Disaster Management, and Social Development of Nigeria
published a report of the damage caused by the floods earlier in October 2022. The balance
sheet shows that more than 1.4 million people have been affected by the floods; an estimated
500 people were killed, with 1546 others injured and 790,254 persons displaced. One month
later, the National Emergency Management Agency (NEMA) of Nigeria said that at least
300 people had died and more than 100,000 others had been displaced since the start of the
rainy season and with the release of excess water from a dam in neighboring Cameroon.
This assessment was recorded as the most catastrophic event compared to the last ma-
jor floods of 2012 (https://edition.cnn.com/2022/10/13/africa/hundreds-killed-nigeria-
floods-intl, accessed on 13 October 2022). Ref. [13] studied the history of flash-flood occur-
rence in a southern Italy drainage basin, to identify the real cause of the increment in flood
occurrence. The study compared rainfall to anthropogenic modifications and concluded
that the rainfall in the study area had a decreasing trend while flood damage still increased,
showing that the real cause of flash floods in the area was mismanagement and land-use
modification. Floods have become more common in various nations around the world in
recent decades, prompting governments and experts to collaborate on flood management
and prevention techniques [14,15].

It is, therefore, important to pay attention to the behavior of water and flood systems.
Numerical and experimental approaches have been applied to investigate the flooding
issue and water behavior [16] using the shallow water equations developed by Saint-Venant
in 1871 [17]. These equations constitute the fundamental basis for the development of
numerical models for open channel flow. Two types of numerical models were developed to
investigate flood-wave propagation in one dimension [18–22] and two dimensions [23–25].
Following the Nari typhoon in Taiwan, ref. [26] reproduced the flood occurrence by com-
paring the numerical model output with the pumped water volume obtained from the
subway system, along with the failure time of several pump stations. They compared the
results of their numerical model to the data gathered in the field. The massive flooding
event in Sumacarcel, Spain, was caused by the breakdown of the Tous Dam in October 1982
and was also investigated numerically by [27]. They collected water-depth elevation data
by conducting interviews and reviewing the Centre for Studies and Experimentation of the
Ministry of Public Works (CEDEX, Spain) reports. Ref. [28] simulated the Nîmes flood event
and the numerical results were compared to the historical data. Ref. [29] represented the
roughness effects of structures in flood-prone urban areas, eventually formulating a numer-
ical simulation model. The creation of dedicated computer tools has heavily contributed to
the development and implementation of software capable of efficiently simulating floods.
Using the Medjerda River in Tunisia as an example, a comparison of 1Dimension and
2Dimension hydraulic models for floods has been performed by [30].

The Hydrological Engineering Center’s river analysis system (HEC RAS) and MIKE 11
are used in the one-dimensional models, whereas TELEMAC 2D is used in two-dimensional
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models. In addition, [31] developed an operational forecasting system (OFS) for better
flash flood prediction and warnings in mountainous regions. The developed system uses
high-density and high-accuracy airborne LiDAR DEM data to simulate rapid water-level
rises and flooding as the result of intense rainfall within relatively small watersheds. The
results revealed that the water levels and flood extent derived from the OFS produced
agreements between the measured and surveyed data. More recently, [32] developed a high-
performance two-dimensional hydrodynamic model based on the finite element method
and unstructured grids. They combined the weather research and forecasting (WRF)
model, the storm water management model (SWMM), a two-dimensional hydrodynamic
model, and a map-oriented visualization tool to operational high performance. They
concluded that the extent of flooding during historical inundation events, as derived from
the forecasting systems, agrees well with the surveyed data for plain areas in southwestern
Taiwan. Despite the development of several numerical flood simulation models, such as the
finite difference method (FDM) [33], the finite volume method (FVM) [34], and dedicated
software [35], the issue of prediction and prevention is still relevant. Some of these previous
models failed to address the issue of flow simulation, not only due to the difficulty in
access (due to the high cost) and handling for the majority of the population but also due to
the rigidity of certain parameters used in the software, which prevented them from being
adjusted to the case study and for sensitivity to the basin’s topography. Another drawback
was their inability to forecast and emphasize those regions that would flood and how the
water levels in the study area were distributed. In order to considerably reduce the damage
and disasters linked to the sudden occurrence of floods, therefore, it appears necessary
to develop a model capable of predicting the flood zones as well as the water depths for
a given watershed. This would not only identify those areas at risk where populations
should be prohibited from settling but also provide estimates of the time required for a
rapid evacuation operation in the event of an emergency.

The new flood simulation method which is a combination of previous numerical
models and field-estimated parameters, developed in this paper gives a more detailed
representation of the surface flow and makes a reasonable approximation of the hydrology.
Moreover, the model can predict the distribution of water height in a catchment area,
as well as the height and flow discharge at the outlet. To build the model, the finite
volume method (FVM)–Godunov type is adopted to solve the 2D shallow-water equation,
and the monotonic upstream-centered scheme for conservation laws (MUSCL)–Hancock
scheme has been associated with the model to provide high-accuracy numerical solutions
to the partial differential equations, which can involve solutions that exhibit shocks or
discontinuities. The main goal of using the MUSCL scheme in the model is to replace the
piecewise constant approximation of Godunov’s scheme with reconstructed states, derived
from cell-averaged states obtained from the previous time step. The structured grid was
chosen for its ease of implementation, and the fluxes were computed using the Harten
Lax and van Leer (HLL) approximation Riemann solution. The model is sensitive to the
topography of the free surface of water flow, which results in the integration of roughness
or the Manning coefficient. A virtual boundary cell is also used to compute the flux in
different cells by coupling the Riemann invariant with a head-flow boundary at time M and
N respectively in the x and y direction [36]. Furthermore, the model also considers the daily
rainfall or rainfall data recorded in a given space, along with the infiltration parameters
specific to each type of soil. Estimates of surface evaporation of the basin and the flow rate
will then be integrated into the numerical equations to add further realism. The Courant
number used in the stability of unstable numerical methods and the simulation time have
also been incorporated into the model.

To demonstrate the model’s power, this work models the response of the Tongo-Bassa
catchment in Douala-Cameroon by using a new model integrating the parameters from
the field and validating the model by means of another catchment called Grand-Ouaga in
Burkina Faso.
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The following sections briefly discuss the 2D governing equation of the surface flow
problem, before providing general information on the research area, the numerical strategy
for solving it, and an examination of how well the different numerical approaches perform
in the field.

2. Numerical Model

2.1. Mathematical Equations

The conservative form of the 2D shallow water equations, derived from the Navier–
Stocks equations by considering the viscous, source, and friction terms are presented
as follows:

∂U
∂t

+
∂F(U)

∂x
+

∂G(U)

∂y
= Ss + Sf + Sp (1)

where x and y represent the Cartesian coordinates; t is the time; U is the conservative
variables; F and G are the flux vectors in the x and y directions, respectively. The bottom
slope, the friction terms, and the source term are expressed by Ss, Sf, and Sp, respectively.
The bottom slope, friction terms, source term, and flux vectors are defined as:

• The flux vectors F and G:

F(U) =

⎡⎣ hu
hu2 + 1

2 gh2

huv

⎤⎦; G(U) =

⎡⎣ hv
huv

hv2 + 1
2 gh2

⎤⎦ (2)

where h is the water height; g is the gravitational acceleration; u and v are the depth-
averaged velocity components in the x and y directions.

• The bottom slope Ss, friction Sf, and source Sp:

Ss =

⎡⎢⎣ 0
−gh ∂z

∂x
−gh ∂z

∂y

⎤⎥⎦; Sf =

⎡⎢⎢⎣
0

−nm2
√

u2+v2

h
4
3

u

−nm2
√

u2+v2

h
4
3

v

⎤⎥⎥⎦; Sp =

⎡⎣P − (I − E − q)
0
0

⎤⎦ (3)

where − ∂z
∂x and − ∂z

∂y are the bed slopes in the x and y directions, respectively; z is the
bed elevation; nm is the Manning–Strickler coefficient; P and I are the rainfall intensity
(mm/min) and infiltration rate; E is the surface evaporation (mm/min) and q is the flow
rate. Horton’s infiltration model, developed in the 1930s, has been used to calculate the
infiltration rate [37]. The model indicates that infiltration tends to decrease exponentially if
the rainfall exceeds the infiltration capacity. The formula is expressed as:

I(ts) = if + (i0 − if) exp(−rts) (4)

where i0, if, r, and ts are, respectively, the initial infiltration rate (mm/min), the final
infiltration rate (mm/min), a constant depending on soil properties (min−1), and the
duration of the storm (min).

2.1.1. Discretization of the Shallow-Water Equation

The FVM-Godunov approach solves the two-dimensional shallow-water equations by
integrating the source term.

Ut + F(U)x + G(U)y = S(U) (5)

By integrating Equation (6) into each cell and time step, the formulation becomes:

∫ xi+1/2

xi−1/2

∫ yj+1/2

yj−1/2

∫ tn+1

tn

(
∂U
∂t

+
∂(F(U))

∂x
+

∂(G(U))

∂y

)
dxdydt =

∫ xi+1/2

xi−1/2

∫ yj+1/2

yj−1/2

∫ tn+1

tn
(S(U))dxdydt . (6)
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For a better resolution of Equation (7) and to ensure its stability, system decomposition
is recommended. This will have to be performed in the x-direction on the one hand and the
y-direction on the other hand.

The resolution is split into a sequence of one-dimensional equations.
In the x-direction: ∫ xi+1/2

xi−1/2

∫ tn+1

tn

(
∂U
∂t

+
∂(F(U))

∂x

)
dxdt = 0 . (7)

The numerical solution at time tn+1/4 is obtained from the resolution of Equation (8),
as follows:

Un+1/4
i,j − Un

i,j

Δt
+

Fn
i+1/2,j − Fn

i−1/2,j

Δx
= 0 (8)

where Un
i,j is the first solution along each row of cells, with j fixed; Fn

i+1/2,j is the numerical
flux between two consecutive cells (i−1, j) and (i, j).

Then, we solve the equation again, this time along the y-direction.

∫ yi+1/2

yi−1/2

∫ tn+1

tn

(
∂U
∂t

+
∂(G(U))

∂y

)
dydt = 0 (9)

The numerical solution at time tn+2/4 is obtained from the resolution of Equation (10),
as follows:

Un+2/4
i,j − Un+1/4

i,j

Δt
+

Gn+1/4
i+1/2,j − Gn+1/4

i−1/2,j

Δy
= 0 (10)

where Un+1/4
i,j are present as data along each row of cells, with i fixed; Gn+1/4

i−1/2,j is the
numerical flux between two consecutive cells (i,j−1) and (i,j).

The integration of the friction and source terms (rainfall, infiltration, and bottom slope)
are established as follows:

Un+ 3
4

i,j − Un+ 2
4

i,j

Δt
= S f

(
Un+ 2

4
i,j

)
+ SS

(
Un+ 2

4
i,j

)
; (11)

Un+1
i,j − Un+ 3

4
i,j

Δt
= Sp

(
Un+ 3

4
i,j

)
. (12)

2.1.2. Integration of the Topography

The method of solving the equations by decomposition, which considers the system
as homogeneous, as seen above, could not be used in the context of topography because
such an approach yields poor results when U corresponds to a stationary state. It can be
expressed as: {

u = 0
∂( 1

2 gh2)
∂x = −gh ∂Z

∂x

. (13)

The following Equation (11) can be resumed as a constant, namely:

H = h + Z (14)

where H is the water level.
H is a constant; this state physically corresponds to the state of equilibrium of the

watercourse or steady state. The hydrostatic reconstruction proposed by [38], coupled
with a positive numerical flux, allows us to verify important mathematical and physical
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properties, such as the positivity of the water height, and, thus, to avoid instabilities when
dealing with dry zones. The equations are as follows:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

hi+ 1
2 L = max(hi + Zi − max(Zi, Zi+1), 0)

hi+ 1
2 R = max(hi+1 + Zi+1 − max(Zi, Zi+1), 0)

Ui+ 1
2 L =

(
hi+ 1

2 L, hi+ 1
2 L∗ui

)
Ui+ 1

2 R =
(

hi− 1
2 R, hi− 1

2 R∗ui

) (15)

The water height computed on the left and right sides of the cell, respectively, are
expressed as hi+ 1

2 L and hi+ 1
2 R; the general solutions found at the left and right sides of each

cell are represented respectively as Ui+ 1
2 L and Ui+ 1

2 R. The numerical schema can now be
written as:

Un+1
i − Un

i +
Δt
Δx

(
Fn

i+ 1
2 L

− Fn
i− 1

2 R

)
= 0 (16)

where:
Fn

i− 1
2 R

= Fn
i− 1

2
+ Si− 1

2 R and Fn
i+ 1

2 L = Fn
i+ 1

2
+ Si+ 1

2 L (17)

Si− 1
2 R =

(
0

P(hn
i )− P

(
hn

i+ 1
2 L

)) and Si+ 1
2 L =

(
0

P(hn
i )− P

(
hn

i+ 1
2 L

)), (18)

where the hydrostatic pressure is given by P(h) = 1
2 gh2.

2.1.3. Integration of Rainfall Intensity

The rainfall intensity can be computed through integration, as follows:

∫ x
i+ 1

2

x
i− 1

2

∫ tn+1

tn

(
∂h
∂t

)
dxdt =

∫ x
i+ 1

2

x
i− 1

2

∫ tn+1

tn
(P(h)− i(t))dxdt (19)

The resolution of Equation (17) yields:

h
n+ 1

2
i = hn

i +
dt
2

Pn
i −
(

I
(

tn+ 1
2

)
− I(tn)

)
(20)

The Horton model appears to be the best for the management of infiltration but that
model can face certain problems, due to the heterogeneity of the infiltration and rainfall
parameters. Furthermore, the model’s runoff is generated not only by rain that supplies
water to a cell but also by flowing from another cell. The amount of water available for
infiltration on a cell at time tn is given as:

wn
i =

2
dt

hn
i + Pn

i (21)

A comparison should then be made between the infiltration and the water available in
each cell. Now we have:⎧⎨⎩In+ 1

2
i = In

i + dt
2 Pn

i + hn
i if W ≤ i(t)

In+ 1
2

i − In
i = iftn +

(io−if)
(

1−e−rtn
)

r if W ≥ i(t)
(22)

In the case where W ≤ i(t), then water height is assumed to be constant, namely,

hn+ 1
2

i = 0, but if W ≥ i(t), the water height should be considered as:

h
n+ 1

2
i = hn

i +
dt
2

Pn
i −
⎛⎝ift

n +
(io − if)

(
1 − e−rtn

)
r

⎞⎠. (23)
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2.1.4. Computation of the Flow Rate

The surface of the basin where the runoff is supposed to take place can be assumed to
be a rectangular channel, with l as the width, D-Ds as the height, and a slope of S. The flow
can be computed using the Manning equation, as follows:

Q =
1.49
nm

S0.5R2/3
H AS (24)

where:
nm is the roughness coefficient;
As is the surface of the basin crossed by the runoff (As = l ∗ (D − Ds);
RH is the hydraulic radius (RH = D − Ds);
A is the surface of the basin or catchment;
D is the height from the impervious area in the soil until the surface runoff;
Ds is the thickness between the soil surface and the impervious area of the soil.
At this point, the flow rate can be determined using the following equation.
If (D > Ds):

q =
1 ∗ 49
A.nm

l ∗ S0.5 ∗ (D − Ds)5/3 . (25)

In the case where (D ≤ Ds), then q = 0.

2.2. Numerical Flux Computation

Among the different numeric fluxes developed in the past, [39] proposed the HLL
scheme (Harten–Lax–Leer) [40]) as the most stable method and the one best able to compute
fluxes F and G for this case. They suggested the following HLL fluxes at the cell interfaces.

• The computation of the F flux:

F(UL, UR) =

⎧⎪⎨⎪⎩
F(UL) if 0 ≤ Cx

1
Cx

2F(UL)−Cx
1F(UR)+Cx

1Cx
2(UR−UL)

Cx
2−Cx

1
F(UR) if Cx

2 ≤ 0
if Cx

1 < 0 < Cx
2 (26)

where UL and UR are, respectively, the left and right approximations of the solution in the
cell. The coefficients Cx

1 et Cx
2 are calculated as:

Cx
1 = min

U=UL,UR
( min

j=1,2,3
βx

j (U)); Cx
2 = max

U=UL,UR
( max

j=1,2,3
βx

j (U)) (27)

where the term βx
j , with j = 1, 2, 3, represents the eigenvalues of the Jacobian of F and can

be expressed as:
βx

1 = u −√gh, βx
2 = u, βx

3 = u +
√

gh . (28)

• The computation of the G flux:

G(UD, UU) =

⎧⎪⎨⎪⎩
G(UD) if 0 ≤ Cy

1
Cy

2G(UD)−Cy
1G(UU)+Cy

1Cy
2 (UU−UD)

Cx
2−Cx

1
G(UU) if Cy

2 ≤ 0

if Cy
1 < 0 < Cy

2 (29)

where UD and UU are, respectively, the top and bottom approximations of the solution in
the cell. The coefficients Cy

1 et Cy
2 are calculated as:

Cy
1 = min

U=UD,UU
( min

j=1,2,3
β

y
j (U)); Cy

2 = max
U=UD,UU

( max
j=1,2,3

β
y
j (U)) (30)

where the term β
y
j with j = 1, 2, 3 is the eigenvalues of the Jacobian of G and can be expressed

as:
β

y
1 = v −√gh, βy

2 = v , βy
3 = v +

√
gh . (31)
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Here, h is the water height; g is the gravitational acceleration; u and v are the depth-
averaged velocity components in the x and y directions.

2.3. Computational Grid

The computational grid developed by [36] can be extended, in the case of the 2D
dam-break problem, by labeling the interior cells with i = 1, 2, . . . , M and j = 1, 2, . . . N
(Figure 1). The grid considers two ghost cells at all sides: for i = −1, 0 and i = M + 1 and
j = −1, 0 and j = N + 1; the computation made in the ghost cell should also be based on data
from the interior cells, namely:

Un+1
−1,j = Un+1

0,j = U1/2,j and Un+1
M+1,j = Un+1

M+2,j = UM+1/2,j,
Un+1

i,−1 = Un+1
i,0 = Ui,1/2 and Un+1

i,N+1 = Un+1
i,M+2 = Ui,M+1/2.

Figure 1. The structured mesh.

2.4. Courant Number

The Courant–Friedrichs–Lewy or CFL condition expresses the finding that the distance
that any information travels during the time-step length within the mesh must be lower
than the distance between the mesh elements. In other words, information from a given cell
or mesh element must propagate only to its immediate neighbors (https://www.simscale.
com/knowledge-base/what-is-a-courant-number/, 10 February 2020). The derivation of
the CFL condition leads to the formula for the Courant number and is given by:

CFL =
Δt

min{ Δx,Δy
(C+

√
u2+v2)i,j

}
(32)

where C =
√

gh is the celerity and the CFL number is chosen to be equal to 0.9 for the
stability criterion of the model used in this case study.

2.5. The Nash–Sutcliffe Efficiency (NSE)

The NSE was developed by Nash and Sutcliffe in 1970 as a way to normalize the
statistic that determines the relative magnitude of the residual variance, compared to the
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measured data variance [41]. They found out that the NSE was able to indicate how well
the plot of the observed versus the simulated data fitted the 1:1 line. The equation can be
expressed as follows:

NSE = 1 −

⎡⎢⎣∑n
i=1

(
Hobs

i − Hsim
i

)2

∑n
i=1

(
Hobs

i − Hobs
)2

⎤⎥⎦ (33)

where Hobs
i is the observed water height obtained at time i; Hsim

i is the simulated water

height at time i, and the average observed water height is represented by Hobs.

3. Description of the Study Area

3.1. Description of the Watershed

Douala is the most populous city in Cameroon, with about 3 million people distributed
across the 12 watersheds. Among the watersheds, the Tongo-Bassa watershed has been
chosen for this study because it has been recorded as the place where enormous human
and infrastructural damage has been caused by flooding each year. The Tongo Bassa
watershed is located between longitude 9◦46′00′′ E and latitude 4◦4′00′′ N (WGS 84 UTM
Zone 32N) and its area is estimated at 4161.6 ha (Figure 2). [42] estimated in 2009 that the
watershed constituted 27 districts, with a population density ranging from 25 to more than
350 inhabitants per hectare. The watershed has a river called the “Tongo Bassa River”,
which flows into the major Wouri River in the region and then joins the Atlantic Ocean [43].
The soil of the area is essentially made up of sedimentary rocks, with colors that vary from
brown to black and soils that change from sandy ferritic to deep sandy clayey soils [44].

 

Figure 2. Location of the Tongo Bassa watershed in Cameroon: (A) (Location of Littoral Region on
the Cameroon map), (B) (Location of Wouri Division on the Littoral Region), (C) (Location of Field
study in subdivisons of Wouri) and Tongo Bassa Watershed.
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The watershed is composed of valleys where the altitudes vary from about 5 to 60 m
above sea level, on average. This area is dominated by two main seasons: dry (December
to February) and wet (March to November). However, it should be noted that these
seasons do not affect the monthly temperatures. Particularly in August, the temperature is
26 ◦C and reaches 28.6 ◦C in February, with an annual temperature average estimated at
27 ◦C [45]. They found that the lowest amount of precipitation is recorded in December
(the monthly average is 35 mm) and the maximum is recorded in July and August (an
average of 754 mm). The land cover of the watershed is occupied by vegetated soil at 6.43%
(267.61 ha), bare soil at 5.03% (209.17 ha), farming at 26.23% (1091.46 ha), urban areas at
62.25% (2590.44 ha) and water at 0.07% (2.92 ha) (Figure 3).

Figure 3. Tongo Bassa watershed land-cover map.

3.1.1. Map Processing

In this study, a digital elevation model (DEM) mapping 30 m from the study area was
uploaded from the website (https://search.earthdata.nasa.gov/search accessed
21 June 2022) and processed using the ArcGIS software. This procedure highlighted
the watershed, in addition to identifying the outlet and its coordinates; next, we imported
“the whole catchment” which was previously delimited in the ArcGIS software, and the
DEM uploaded using “global mapper software” for the next processing stage. The output
file was created in the “xyz format”, following this final processing of the map using a
global mapper with a mesh of 20 m along the x and y directions. The coordinates were
output in the UTM projection and the surface was projected in a Cartesian reference frame,
with a 20-meter gap in the x and y directions. The results are shown in the Figure 4,
as follows.
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Figure 4. A visualization of the watershed in an orthonormal frame.

3.1.2. Manning’s Roughness and Infiltration Parameters

We relied on the literature for sourcing data on Manning’s roughness and infiltration
parameters. This is owing to the lack of relevant data in our study area. In 1989, Arcement
proposed a guide for selecting Manning’s roughness coefficients for natural channels and
flood plains [46]. Table 1 presents the infiltration parameters proposed by [47,48], with
Manning’s roughness coefficients [46].

Table 1. Infiltration parameters and Manning coefficients.

Land Cover if io r (min−1) n (s/m1/3)

Vegetated 0.029 0.097 1.383 0.065
Bare 0.005 0.017 1.383 0.020

Cultivated 0.021 0.069 1.383 0.050
Urban 0.003 0.008 1.383 0.015

• Sensitivity to rainfall intensity in the model

In this first case study, we used three values of rainfall intensity, as mentioned
in Table 2.
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Table 2. The parameters applicable for the study of sensitivity to rainfall intensity.

Land
Cover

if io r (min−1) n (s/m1/3)
Rainfall Intensity

(mm/h)

Vegetated 0.029 0.097 1.383 0.065
Case 1: 15 mm/h
Case 2: 50 mm/h
Case 2: 85 mm/h

Bare 0.005 0.017 1.383 0.020
Cultivated 0.021 0.069 1.383 0.050

Urban 0.003 0.008 1.383 0.015

• Sensitivity to the infiltration parameters in the model

The initial infiltration (io), the parameters depending on the type of soil (r), and the
Manning coefficient (n) were maintained as mentioned above, but only the final infiltration
(i f ) was subjected to several tests; i.e., 1/4i f , 1/2i f , 3/4i f , and i f . The simulation was
conducted with a rain intensity of 15 mm/h for 360 min (6 h).

4. Initial Conditions and Numerical Results

4.1. Initial Conditions

At time t = 0 s, the surface of the watershed is dry and is characterized by its topogra-
phy. The velocities in the x and y directions are zero, which means u = v = 0. The watershed
is traversed by a watercourse where the water height in the left and right positions is
assumed to be equal to 0 m. Moreover, E and q are assumed to be 0 m3/s during the whole
simulation. It is also assumed that for each part of the land used in the whole watershed,
the infiltration rate and Manning coefficient are uniform and constant.

4.2. Numerical Results
4.2.1. Sensitivity to Rainfall Intensity of the Model

Figure 5 shows the water height propagation in the Tongo-Bassa watershed for rainfall
intensity of 15 mm/h. After 15 h, a surge in the water converges toward the watercourse
located in low-altitude or valley-bottom areas, which eventually comes out of its minor
bed; the water height reaches 1.2 m in the deeper section.

 

Figure 5. Water height propagation at different time steps for a constant rainfall intensity (15 mm/h).

The same simulation has been repeated, taking 85 mm/h as the rainfall intensity, and
the results are illustrated in Figure 6. The distribution of water over the watershed appears
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greater than in case study 1 (at 15 mm/h). The floodable surface is more significant and
covers the urge space of the watershed. The water heights in the lowest points (watercourse)
reach a maximum value of 4 m after 11 h of simulation.

 

Figure 6. Water-height propagation at different time steps for a rainfall intensity of 85 mm/h.

Overall, the results show that the greater the rainfall intensity, the shorter the time
needed for the water in the watershed to reach a significant height. The floodable surface
is well-represented in the watershed, with an emphasis on flooded areas with a wide
distribution of water height.

In summary, the results indicate that water depth in the watershed is sensitive to both
rainfall intensity and the simulation duration.

The curves presented in Figure 7a,b show the heights of the water and flow discharge
obtained at the outlet for each value of rainfall intensity (15, 50, and 85 mm/h). It transpires
that the height at the outlet increases with rainfall intensity and simulation duration. This
can be explained by the fact that the study area is located in a sedimentary zone; the water
saturation rate of the soil is very important, resulting in the low infiltration of water. The
runoffs on the surface are more important and all converge toward the outlet. This explains
how the greatest water depth (4.04 m) was obtained with high rainfall intensity (85 mm/h)
and the lowest value (0.87 m) was obtained with low rainfall intensity (15 mm/h).

All the curves start at point 0 because it was assumed that the point located at the
outlet was dry at the start of the simulation. The flow rate curves (Figure 7b) for different
rainfall intensities show an increase in flow rates that is proportional to the water height.
The maximum value of the flow (35 m3/s) is reached at 85 mm/h. When the rain intensity
is 50 mm/h, the flow rate reaches 13.5 m3/s while at 15 mm/h, 2.5 m3/s is obtained as the
maximum value of the flow at 12.14 m of water height.

4.2.2. Sensitivity of the Infiltration Parameters in the Model

The final infiltration parameters for each case were set, as follows: 1/4if, 1/2if, 3/4if,
and if; the results were obtained after 360 min (6 h). The results show that water propagation
in the catchment is more significant when the final infiltration value (if) is high (Figure 8A).
A significant quantity of the water is also flowing on the surface and toward the outlet.
When the final infiltration decreases (Figure 8B–D), a large volume of water stagnates on
the surface, forming small lakes where the maximum height can reach 1 m, while a very
small percentage runs off to the outlet.

432



Appl. Sci. 2022, 12, 11622

Figure 7. Water height (a) and discharge (b) at the outlet.

Figure 8. Water height propagation map after 6 h, with 15 mm/h as the rainfall intensity.

The water height and flow rates at the outlet corresponding to each final infiltration
parameter are shown in Figure 9a,b, respectively. From Figure 9a, it can be seen that there
is a significant difference between the curve obtained with if and the other curves. This
shows that the maximum value of the water level is 1 m after a simulation of 11 h for (if),
while the other curves tend toward 4.28 × 10−3 m. It should be noted that at the beginning
of the simulation, i.e., at T = 1 min, the other curves (1/4if, 1/2if, and 3/4if) reach their
maximum values (0.2 m); then, at the same time, the if curve is 0.13 m. Over a simulation
time of 14 min, i.e., ranging from 0.0 to 17 min, the other curves (1/4if, 1/2if, and 3/4if)
remain above the curve (if) before reversing proportionally from 17 min until the 11-hour
point. This scenario supports the theory that the majority of the water stagnates on the
surface and very little moves toward the outlet, which will lower the height of the water at
the outlet. This same explanation is also reflected in the calculation of the rating curves in
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Figure 9b; the maximum flow (2.59 m3/s) is obtained with (if) while the rest of the curves
converge toward 4.8 × 10−2 m3/s, over a total water height at the outlet of 2 m.

Figure 9. Water height (a) and flow rates (b) at the outlet of the catchment for different values of final
infiltration, with 15 mm/h set as the rainfall intensity.

4.2.3. Model Validation

As part of the validation of the model, the Grand-Ouaga basin has been used, which
is located in Burkina Faso, West Africa (Figure 10). The watershed is located between
parallels 12.26◦ and 12.35◦ North in latitude and between meridians 1.43◦ and 1.54◦ West
in longitude. This study is based on data from the floods that occurred in the area from
18 to 22 July 2016 (case study 1) and 25 July 2017 (case study 2). Prior to the flood, a water
level gauge that allows the recording and transmission of the measurement of water height
at the given point in a watercourse had been installed at the outlet. This work involved
simulating the water height at the outlet, located at longitude: −1◦26′ E and latitude:
12◦18′ N, and comparing it to the measured data collected in the field. The mapping of
the area was made according to the steps mentioned in Section 3.1 (Description of the
watershed) in the current paper.

Table 3. Infiltration parameters from the Burkina Faso National Institute of Geography.

Land Cover if io r (min−1)

Vegetated 0.22 2.95 0.503
Bare 0.54 3.46 0.116

Cultivated 0.66 4.07 0.097
Urban 0.25 3.15 0.238

Table 3 presents the infiltration parameters provided by the Burkina Faso National
Institute of Geography (http://www.igb.bf/ accessed on 18 January 2018).

The rainfall data used in the case study were collected from project activities (https:
//www.amma2050.org/ 18 to 22 July 2016; 25 July 2017).

The results are presented in Figures 11a and 12a for case study 1 and case study 2,
respectively, and the Manning coefficients were taken [49]. At the beginning of the long
rains from 18 to 22 July 2016, the water height at the outlet was estimated to be 0.32 m, while
on 25 July 2017, the water height was 0 m. The comparison made between the simulated
water height and the measured height is illustrated in Figures 11b and 12b, for case 1 and
case 2, respectively. The first comparison conducted for case study 1 (Figure 11a) over 24 h
suggests a large difference in the maximum value between the observed data (2.21 m) and
the simulated data (1.9 m). The Nash–Sutcliffe value is 0.7, which means a good correlation
was observed between the two curves at the beginning and the end of the simulation.

434



Appl. Sci. 2022, 12, 11622

Figure 10. Location map of the Grand-Ouaga area in Burkina Faso (West Africa).

Figure 11. Rainfall intensity (a) and a comparative study of the water height (b), during the flood of
25 July 2017.
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Figure 12. Rainfall intensity (a) and comparative study of the water height (b) during the flood of
18 to 22 July 2016.

According to the simulation results for case study 2 (Figure 12a), the water reaches
its maximum height on the third day (of 4 days) of 3.02 m for the observed values and
3 m for the simulated values. Although the values differ somewhat, the two curves exhibit
a nearly identical trend, and the Nash–Sutcliffe value is 0.73. Nevertheless, the findings
show a strong link between the two trends.

The results from this validation show that the model can simulate the water height
at the outlet when the coordinate points are known. The differences observed on the
curves of the simulated and measured results are due to certain assumptions, such as the
consideration of infiltration parameters and Manning coefficient as constant values over all
the land cover. Furthermore, the digital elevation models available for free are long-dated
and are not frequently updated according to the evolution of land use. In addition, these
maps are downloaded with an elevation of 30 m (DEM30), which does not allow the exact
land cover estimation to be established with precision.

5. Conclusions

This study applied the FVM-Godunov model to solve 2D shallow-water equations, in
order to simulate the surface flow. The ghost-cell approach was integrated into the model,
in order to maintain a uniform solution in both the interior and boundary cells. The model
is demonstrated by simulating the surface runoff on a given catchment, by considering
parameters such as infiltration, the roughness coefficient, and the rainfall intensity. The
computed results were validated with the observed data on the catchment of Grand-Ouaga
in Burkina Faso. The main conclusions are as follows:

1. The model adapts to both the topography and the field data. The model is sensitive to
several parameters, including infiltration rate, rainfall, and surface slopes. Further-
more, the model can predict the flow propagation on a given catchment and provide
the water height/discharge at the outlet. As expected, runoff intensity increases with
rainfall intensity, but this is not in a linear fashion; more intense rainfall produces
proportionally more severe flooding.

2. When the estimated final value infiltration is moderated, there is an increase in the
rate of water infiltration in the catchment, which reduces the quantity of water that
converges toward the outlet. This leads to a decrease in surface runoff; water tends to
accumulate in the already saturated zone.

3. The results proposed in the validation section show good agreement between the
measured data and the simulated model. These results reveal that the parame-
ters collected on the field and the rainfall intensity registered with the rain gauge
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present the results close to reality. However, it was acknowledged that the study
needs improvement, which can help the model to simulate values closer to the
observed values.

4. The consideration of a constant and uniform value of the infiltration coefficient and
the Manning coefficients in each land-cover type of the watershed also increases
the risk of overestimating the results, since these different coefficients should not
be considered constant. Hence, there is a need to take samples in the field with the
appropriate equipment.

5. Further elaboration of the model is required. For example, parameters such as evapo-
ration, evapotranspiration, and water flow rate that are present in the study area will
be considered in a subsequent study in order to improve the reach and accuracy of
the final results. Although these parameters have been integrated into the numerical
equations in this paper, their effects have yet to be analyzed.
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Glossary

The following symbols are used in this paper:
C Celerity
Cx

1 ; Cx
2 The coefficients in the x-direction

Cy
1 ; Cy

2 The coefficients in the y-direction
F The flux vectors in the x-direction
Fn

i+ 1
2 L; Fn

i− 1
2 R The average cell value of flux to the left and right of the interface, at time nΔt

g Gravitational acceleration
G The flux vectors in the y-direction
h Water height
H Water level
hi+ 1

2 R The water height, computed in the right side of the cell

hi+ 1
2 L The water height, computed in the left side of the cell
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i0 Initial infiltration rate
i f The final infiltration rate
I Infiltration rate
nm The Manning Strickler coefficient
P Rainfall intensity
P(h) Hydrostatic pressure
r A constant, depending on soil properties
S f The friction terms
Sp The source terms
Ss The bottom slope
t Time
ts The duration of the storm
u The depth-averaged velocity components in the x-direction
U The conservative variables
Ui+ 1

2 L The general solution at the left side of the cell

Ui+ 1
2 R The general solution at the right side of the cell

UD; UU The down and up approximations of the solution at the cell
UL; UR The left and right approximations of the solution at the cell, respectively
v The depth-averaged velocity components in the y-direction
wn

i The amount of water available for infiltration on a cell at a time tn

x, y Cartesian coordinates
z The bed elevation
Δt Time increment
Δx The reach length in the x-direction
Δy The reach length in the y-direction
β

y
1 ;βy

2;βy
3 The eigenvalues of the Jacobian of G

βx
1;βx

2;βx
3 The eigenvalues of the Jacobian of F

Abbreviations

CEDEX Centre for Studies and Experimentation of the Ministry of Public Works
CFL The Courant–Friedrichs–Lewis condition
CLOCA Central Lake Ontario Conservation Authority
CEDEX Courrier d’Entreprise à Distribution Exceptionnelle (Centre for Decision Research

and Experimental Economics)
D f b A warm-summer humid continental climate
DEM The digital elevation model
FDM The finite difference method
FVM The finite volume method
HEC RAS The Hydrological Engineering Centre river analysis system
HLL Harten Lax Leer
HLLC Harten-Lax–van Leer-Contact
NITI The National Institution for Transforming India
IGPCC The Intergovernmental Panel on Climate Change
LiDAR Light detection and ranging
MUPH The Ministry of Urban Planning and Housing
MUSCL The monotone upwind scheme for conservation laws
NAD The North American Datum
OFS Operational forecasting system
SWMM Stormwater management model
UNDP The United Nations development program
UK United Kingdom
UTM The Universal Transverse Mercator coordinate system
WRF Weather research and forecasting
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Abstract: The uniqueness of nanofluids in the field of thermal analysis and engineering is asso-
ciated with their thermal conductivity and thermodynamics. The dynamics of water made up of
(i) single-walled carbon nanotubes with larger magnitudes of thermal conductivity of different shapes
(i.e., platelet, cylindrical, and spherical) and (ii) moderately small magnitudes of thermal conductivity
(i.e., platelet magnesium oxide, cylindrical aluminum oxide, spherical silicon dioxide) were explored
in order to address some scientific questions. In continuation of the exploration and usefulness of
ternary hybrid nanofluid in hydrodynamics and geothermal systems, nothing is known on the com-
parative analysis between the two dynamics outlined above due to the bioconvection of static wedges
and wedges with stretching at the wall. Reliable and valid numerical solutions of the governing
equation that models the transport phenomena mentioned above are presented in this report. The
heat transfer through the wall increased with the wall stretching velocity at a smaller rate of 0.52 and
a higher rate of 0.59 when the larger and smaller thermal conductivity of nanoparticles were used,
respectively. Larger or smaller magnitudes of the thermal conductivity of nanoparticles were used;
the wall stretching velocity had no significant effects on the mass transfer rate but the distribution
of the gyrotactic microorganism was strongly affected. Increasing the stretching at the wedge’s
wall in the same direction as the transport phenomenon is suitable for decreasing the distribution of
temperature owing to the higher velocity of ternary hybrid nanofluids either parallel or perpendicular
to the wedge.

Keywords: ternary hybrid nanofluids; SWCNT nanoparticles; platelet magnesium oxide; cylindrical
aluminum oxide nanoparticles; spherical silicon dioxide nanoparticles

MSC: 76R10; 76-10

1. Introduction

Experts dealing with microelectromechanical systems and nanoelectromechanical
systems have expressed interest in single-walled carbon nanotubes because of their excellent
electrical, structural, and mechanical capabilities, as proved by Baughman et al. [1]. Carbon
nanotubes are excellent heat and cold conductors because of their outstanding thermal
conductivity. Although silver and other metals are quite effective heat conductors, carbon
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nanotubes have thermal conductivity that is ten times greater than silver. According to
Kim et al. [2], Prasek et al. [3], Dai [4], Li et al. [5], and Zhang et al. [6], the length of the
nanotube, magnitude of temperature, reliance on phonons instead of electrons, axial strain,
interaction between the nanotube with the substrate, chirality, and radius of the tube are
likely factors that could influence the thermal conductivity of SWCNTs. Yu-Hua et al. [7]
showed that beyond 30 degrees Celsius, single-walled carbon nanotube-based nanofluids
change in thermal conductivity significantly quicker than ordinary water. It was also
suggested in the same report that the Brownian motion of the particles drives the rise in
thermal conductivity with temperature.

Nanda et al. [8] contributed to the study on the colloidal mixture of (a) ethylene glycol
and single-wall carbon nanotubes and (b) (poly)-alpha-olefins and single-wall carbon
nanotubes with the primary purpose of emphasizing the relevance of the interfacial thermal
boundary layer and its corresponding resistance. The experimental findings demonstrated
that the suspension of a single-wall carbon nanotube increased the thermal conductivity of
ethylene glycol and (poly)-alpha olefins. The exceptional chemical and thermal stabilities,
good tensile strength, and light weight of water-conveying single-walled carbon nanotubes
were validated by Sabiha et al. [9]. The stability and characteristics of ordinary water
and water-conveying single-walled carbon nanotubes indicate that from 0.05 vol% and
20 degrees Celsius to 0.25 vol% and 60 degrees Celsius, the thermal conductivity of water
increases from 2.84% to 36.39%. The stability and thermo–physicality of ordinary water
and water-conveying single-walled carbon nanotubes indicate that from 0.05 vol% and
20 degrees Celsius to 0.25 vol% and 60 degrees Celsius, the thermal conductivity of water
increases from 2.84% to 36.39%. Additionally, the findings demonstrate that the nanofluid’s
viscosity dynamic decreases while temperature increases. As a result, the specific heat of
the fluids rose from 6.73 to 28.96% at 20 ◦C to 60 ◦C temperature and volume concentrations
of 0.05–0.25 vol%. However, compared to water, nanofluids possess smaller specific
heat capacities. The results mentioned above were also corroborated by the findings of
Said [10] on the thermal conductivity of water-carrying single-walled carbon nanotubes at
temperatures between 20 and 60 degrees Celsius and volume percentages between 0.10 and
0.50. Namarvari et al. [11] performed a molecular dynamics simulation of a colloidal water
mixture with single-walled carbon nanotubes at 298 and 313 K to investigate the impact of
volume fraction on the viscosity of the nanofluid. The findings show that viscosity increases
due to a rise in volume fraction. Additionally, the results indicate that as temperature
ascended, the viscosity of the same nanofluid reduced.

The efficiency of hydrodynamics, geothermal systems, nuclear waste storage, mag-
netohydrodynamics, thermal insulation, heat exchangers, and crude oil exploration and
extraction are significantly influenced by thermal conductivity; see Alqahtani et al. [12],
Sarkar and Endalew [13]. Experts researching these areas within the scope of science are
all interested in understanding and exploring the dynamics of fluid substances colloidally
mixed with tiny particles over wedge-shaped surfaces. The wedge angle is important for
the exploration of transonic flows over airfoils and wings because it is difficult to eliminate
the corner owing to a finite wedge angle at the trailing edge; Jameson [14]. The dynamics
of viscous fluid starting from the sharp edge of the wedge were reviewed by Stewart-
son [15] and Riccardi and Iafrati [16]; horizontal surfaces of the paraboloid were reviewed
by Makinde and Animasaun [17,18]. The velocity of the laminar flow in the vicinity of the
apex was elucidated by Schlichting [19] as a variable that varied with the wedge angle and
distance away from the apex. Chemiski et al. [20] defined new healthcare accelerators as
pieces of equipment that included a dynamic wedge option (i.e., dynamic movement pairs
of collimator jaws), which suits dose–rate modulation.

Improvement of dose uniformity for the actualization of target volume within the
scope of radiation oncology led Saminathan et al. [21] to recommend the introduction
of wedge filters and their dynamics to alter the structures of isodose curves. In a study
of fluids with significant viscosity around two symmetric wedges, when the tangential
velocity at the wedge’s vertex is zero, Miksis and Vanden-Broeck [22] observed that fluids
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of low viscosity contact back faster but fluids of high viscosity contact back at a longer
time. The outcome of an analysis of bulk hydrodynamics on dynamics and statics wedge
by Ruiz-Gutierrez et al. [23] revealed that the equilibrium contact angle of the fluid with
the solid wedge and the opening angle of the wedge is needed for the characterization of
confinement geometry and wetting properties of the fluid, respectively. The outcomes of
a study on the importance of wedge angles within the interval π/3 ≤ βπ ≤ 5π/6 and
variation of acceleration rates 0 ≤ p ≤ 1 suggest that fluid substance on the leeward side
ends up closer to the spiral core. Moreover, the creation of the envelope that enfolds all
other streaklines completely is possible due to fluid substances on the windward side of
the wedge; see Xu [24]. Without losing generality, it is worth noting that there is either
little information or no report on the dynamics of unsteady bioconvective ternary hybrid
nanofluids on wedges focusing on a comparative analysis of the suspended three types of
nanoparticles with small and moderately large thermal conductivity. The following are the
main study areas that will aid in the discovery of transport phenomena:

1. What effect does rising stretching of wall velocity on the wedge have on the velocity
of water conveying small and large thermal conductivity?

2. How does the wedge flow of ternary hybrid nanofluids carrying smaller and bigger
thermal conductivity of nanoparticles affect heat transfer, friction at the wall, mass
transfer, and the distribution rate of motile gyrotactic organisms?

3. What effect does increasing the Péclet number and lengthening the wall at the wedge
have on the dispersion of motile microorganisms within the domain of ternary hybrid
nanofluids transmitting smaller and bigger thermal conductivity of nanoparticles?

2. Research Methodology

We appraised a two-dimensional motion of a water-based ternary hybrid nanofluid
made up of three types of nanoparticles with larger and smaller magnitudes of thermal
conductivity on a fixed wedge and a wedge with a stretchable wall, as depicted in Figure 1.
The x−axis and y−axis are the distances along the surface and perpendicular to the surface.
The velocities are v(t, x, y) and u(t, x, y) in both directions. The changes in the potential
flow velocity ue with time and distance parallel to the wall greatly generate the transport
phenomena in the dynamics of ternary hybrid nanofluids along the wedges. The pressure
changes that induce the flow parallel to the x−axis for the unsteady flow of water-based
ternary hybrid nanofluids on wedges are

− 1
ρt f

dp
dx

=
∂ue

∂t
+ ue

∂ue

∂x
(1)

where the external flow velocity far from the wall, wall velocity, and the Falkner–Skan
power-law constant m are defined as

ue(x, t) =
axm

1 − ct
, uw(x, t) =

bxm

1 − ct
, m =

β

2 − β
=

Ω
2π − Ω

, β =
Ω
π

=
2m

1 + m
(2)
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Figure 1. Physical configuration of the transport phenomena.

The ratio of the entire wedge angle Ωπ is represented by the Hartree pressure gradient
β. When Ω = 0 implies m = 0, the dynamics on a converging channel are attainable
for π < Ω < 2π and the well-known Blasius flow. In agreement with Raju et al. [25],
Miksis and Vanden-Broeck [22], and Xu [24], the ideal set of equations to understand the
comparative analysis is

tialu
tialx

+
tialv
tialy

= 0, (3)

∂u
∂t

+ v
∂u
∂y

+ u
∂u
∂x

= ue
∂ue

∂x
+

∂ue

∂t
+

μt f

ρt f

∂2u
∂y2 + gβ(T − T∞) + gβ∗(C − C∞) + gγ(ρm − ρ f )(N − N∞), (4)

∂T
∂t

+ u
∂T
∂x

+ v
∂T
∂y

=
κt f

(ρcp)t f

∂2T
∂y2 , (5)

∂C
∂t

+ u
∂C
∂x

+ v
∂C
∂y

= DB
∂2C
∂y2 , (6)

∂N
∂t

+ u
∂N
∂x

+ v
∂N
∂y

+
bwc

(C − C∞)

∂

∂y

(
N

∂C
∂y

)
= Dm

∂2N
∂y2 (7)

For the static wedge, the wall velocity of the transport phenomenon is zero. The con-
ditions worthy to be satisfied by the dynamics at the boundary are

u(t, x, 0) = 0, v(t, x, 0) = 0, T(t, x, 0) = Tw, C(t, x, 0) = Cw, N(t, x, 0) = Nw (8)

u(t, x, ∞) → ue(t, x), T(t, x, ∞) → T∞, C(t, x, ∞) → C∞, N(t, x, ∞) → C∞. (9)

For a moving wedge, the motion of the wedge is equivalent to the wall velocity uw(t, x).
The boundary conditions for the dynamics are

u(t, x, 0) = uw(t, x), v(t, x, 0) = 0, T(t, x, 0) = Tw, C(t, x, 0) = Cw, N(t, x, 0) = Nw (10)

u(t, x, ∞) → ue(t, x), T(t, x, ∞) → T∞, C(t, x, ∞) → C∞, N(t, x, ∞) → C∞. (11)

The dynamic viscosity, thermal conductivity, volume fraction, thermal volumetric expan-
sion, density, and heat capacitance of the ternary hybrid nanofluid, defined by Wenhao
Cao et al. [26], Song et al. [27], Timofeeva et al. [28], Elnaqeeb et al. [29], Ahammed et al. [30],
Sahoo [31,32], Hamilton-Crosser [33], and Sahu and Sarkar [34], are defined as

κhn f =
κn f 1φ3 + κn f 2φ2 + κn f 3φ1

φ
, μhn f =

μn f 1φ3 + μn f 2φ1 + μn f 3φ3

φ
, φ = φ3 + φ2 + φ1 (12)

ρhn f = (1 − φ3 − φ2 − φ1)ρb f + φ3ρsp3 + φ2ρsp2 + φ1ρsp1. (13)
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βhn f = (1 − φ3 − φ2 − φ1)βb f + φ3βsp3 + φ2βsp2 + φ1βsp1. (14)

(ρcp)hn f = (1 − φ3 − φ2 − φ1)(ρcp)b f + φ3(ρcp)sp3 + φ2(ρcp)sp2 + φ1(ρcp)sp1 (15)

Table 1 presents the details of the adopted platelet, spherical, and cylinder tiny particles for
viscosity and thermal conductivity models

μn f 1 = (6.2φ2 + 2.5φ + 1)μb f , μn f 2 = (904.4φ2 + 13.5φ + 1)μb f ,

μn f 3 = (612.6φ2 + 37.1φ + 1)μb f , κn f 3 = κb f

[−4.7φ(κb f − ksp3) + 4.7κb f + κsp3

φ(κb f − κsp3) + 4.7κb f + κ3sp3

]
,

κn f 1 = κb f

[−2φ(κb f − κsp1) + 2κb f + κsp1

φ(κb f − κsp1) + 2κb f + κsp1

]
κn f 2 = κb f

[−3.9φ(κb f − κsp2) + 3.9κb f + κsp2

φ(κb f − κsp2) + 3.9κb f + κ2sp2

]
(16)

At the wall of the static and dynamic wedge, the distribution of the gyrotactic microorgan-
ism Nmx, quantifier for heat transfer Nux, quantifier for friction at the wall Cf x, and quan-
tifier for mass transfer Shx are defined as

Nmx =
−x

(Nw − N∞)

∂N
∂y

∣∣∣∣
y=0

, Nux =
−xκt f

κb f (Tw − T∞)

∂T
∂y

∣∣∣∣
y=0

Cf x =
μt f

ρb f U2
w(x)

∂u
∂y

∣∣∣∣
y=0

,

Shx =
−x

(Cw − C∞)

∂C
∂y

∣∣∣∣
y=0

. (17)

The transport phenomenon does not occur at several crucial points in fluid flow systems
under complex flow conditions despite the emergence of bioconvection described above,
and the velocity of the gyrotactic microorganisms is not distinct from the velocity of the
ternary hybrid nanofluid. Furthermore, the transport phenomena under discussion do not
involve the interaction flow of two or more separate phases with common interfaces. Due
to the lack of several states or phases and various chemical properties, the single-phase
model was taken into consideration in light of the aforementioned facts.

Table 1. Details of platelet magnesium oxide nanoparticles from Animasaun et al. [35], cylindrical alu-
minum oxide nanoparticles from Ref. [36], spherical silicon dioxide nanoparticles from Refs. [36,37],
single-wall carbon nanoparticles by Kandasamy et al. [38], and water.

ρ κ cp
(kgm−3) (W/mK) (J/kgK) Pr

Water H2O 997.1 0.613 4180 6.1723

Platelet SWCNT 2600 6600 425
Cylindrical SWCNT 2600 6600 425
Spherical SWCNT 2600 6600 425

Platelet MgO 3580 48.4 960
Cylindrical Al2O3 3970 40 765
Spherical SiO2 3970 36 765

Similarity Variables

The following variables are used to transform and non-dimensionalize the dimensional
governing equation

η

y
=

√
(m + 1)uo

2ϑb f x
, θ(η) =

T − T∞

Tw − T∞
,

ψ(x, y)
f (η)

=

√
2ϑb f xuo

m + 1
, ℵ(η) = −C∞ + C

Cw − C∞
, λ =

b
a

χ(η) =
−N∞ + N
Nw − N∞

, v = −∂ψ

∂x
, u =

∂ψ

∂y
, Pr =

μb f Cpb f

κb f
, Sc =

ϑb f

DB
, Smm =

νb f

Dm
,
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Gtb f =
gxβ(Tw − T∞)

u2
e

, Gcb f =
gxβ∗(Cw − C∞)

u2
e

, Rb =
gxγ(ρm − ρ f )(Nw − N∞)

u2
e

,

A =
c

xm−1a
, Pe =

bWc

Dm
, E8 =

−4.7φ(κb f − ksp3) + 4.7κb f + κsp3

φ(κb f − κsp3) + 4.7κb f + κ3sp3
, E10 = E6φ1 + E7φ2 + E8φ3,

E1 = 6.2φ2 + 2.5φ + 1, E2 = 904.4φ2 + 13.5φ + 1, E3 = 612.6φ2 + 37.1φ + 1,

E4 = E1φ1 + E2φ2 + E3φ3, E5 = 1 − φ1 − φ2 − φ3 + φ1
ρsp1

ρb f
+ φ2

ρsp2

ρb f
+ φ3

ρsp3

ρb f
,

E6 =
−2φ(κb f − κsp1) + 2κb f + κsp1

φ(κb f − κsp1) + 2κb f + κsp1
, E7 =

−3.9φ(κb f − κsp2) + 3.9κb f + κsp2

φ(κb f − κsp2) + 3.9κb f + κ2sp2
,

E9 = 1 − φ1 − φ2 − φ3 + φ1
(ρcp)sp1

(ρcp)b f
+ φ2

(ρcp)sp2

(ρcp)b f
+ φ3

(ρcp)sp3

(ρcp)b f
. (18)

The dimensionless governing equations are

(m + 1)
E4

φE5

d3 f
dη3 + 2A + 2m − Aη

d2 f
dη2 − 2A

d f
dη

+ f
d2 f
dη2 + 2Gtθ + 2ℵGc + 2Rbχ = 0, (19)

(m + 1)
E10

φE9

d2θ

dη2 − Pr Aη
dθ

dη
+ Pr f

dθ

dη
= 0, (20)

(m + 1)
d2ℵ
dη2 − Sc Aη

dℵ
dη

+ Sc f
dℵ
dη

= 0, (21)

(m + 1)
d2χ

dη2 − Smm Aη
dχ

dη
+ Smm f

dχ

dη
− Pe(m + 1)

(
χ

d2ℵ
dη2 +

dℵ
dη

dχ

dη

)
= 0. (22)

For static wedge λ = 0, the fluid dynamics is bounded as

θ = 1, f = 0,
d f
dη

= λ, ℵ = 1, χ = 1 at η = 0 (23)

θ → 0,
d f
dη

→ 1, ℵ → 0, χ → 0 as η → ∞ (24)

For a moving wedge (λ �= 0) at the wall (η = 0). As the boundary layer flow is induced, λ
quantifies the movement of the wedge and the free stream flow. The dimensionless physical
quantities are

Nmx√
Rex

√
2

m + 1
= −χ′(0), φNux

E10
√

Rex

√
2

m + 1
= −θ′(0),

φCf x
√

Rex

E4

√
2

m + 1
= f ′′(0)

Shx√
Rex

√
2

m + 1
= −ℵ′(0). (25)

3. Numerical Integration and Validation

To obtain the numerical solution of Equations (19)–(24), the Runge–Kutta integration
scheme (rk4sh) and collocation-s-hooting technique bvp4c package of MATLAB were em-
ployed. For the sake of conciseness, the descriptions of the numerical approaches given
above by Kierzenka and Shampine [39], Al-Mdallal et al. [40], de Hoog and Weiss [41],
and Animasaun [42] were rigorously adhered to. The dependent variables are f (η), f ′(η),
f ′′(η), θ(η), θ′(η), ℵ(η), ℵ′(η), χ(η), χ′(η), f ′′(0), −θ′(0), −ℵ′(0), and −χ′(0). The nomen-
clature of the dependent variables listed in Section 3 that are needed in this study are
diffusion of motile gyrotactic organisms away from the heated wall and across the ternary
hybrid nanofluid, the distribution of motile gyrotactic organisms in the ternary hybrid
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nanofluid, the mass movement via the hot wedge and the immediately surrounding layer,
the concentration of the species that formed the ternary hybrid nanofluid, the shear stress
function, the horizontal velocity function, the vertical velocity function, the temperature
gradient function, the temperature distribution function, the concentration gradient func-
tion, the gradient of distribution of motile gyrotactic organisms, the heat transfer through
the heated wedge and immediate adjacent layer, and the friction between the upper surface
of the wedge and the last layer of the flowing fluid.

Results Validation

By juxtaposing the results of the same problem by utilizing the various approaches
to the solution (bvp4c and rksh), the authors established the credibility of the integration
technique. The limiting case for the dynamics on a wedge involved a colloidal mixture of
water with platelet magnesium oxide nanoparticles, cylindrical aluminum oxide nanoparti-
cles, and spherical titanium dioxide nanoparticles. The data used for the validation were
m = 0.1, Gt = Gc = Rb = 1, Pr = 6.1723, Sc = Smm = 0.62, Pe = 0.5, φ1 = φ2 = φ3 = 0.1,
ρb f = 997.1, κb f = 0.613, and Cpb f = 4, 180 when (i.e., A = 0.1, 0.2, 0.3). Tables 2 and 3
indicate that the numerical approach for both numerical methods is valid and that the
findings are dependable to an acceptable degree for investigating transport phenomena.

Table 2. Reliance on numerical integration for static wedge λ = 0 and η∞ = 5.

rk4sh bvp4c rk4sh bvp4c
A f ′′(0) f ′′(0) −θ′(0) −θ′(0)

0.1 0.451206374602597 0.451206301040792 0.453340211815564 0.453340295041978
0.2 0.475722148811551 0.475722187415029 0.371908418391181 0.371908400147596
0.3 0.502553781403640 0.502553744719328 0.289615627410633 0.289615696031472

Table 3. Reliance on numerical integration for moving wedge λ = 1 and η∞ = 5.

rk4sh bvp4c rk4sh bvp4c
A f ′′(0) f ′′(0) −θ′(0) −θ′(0)

0.1 0.149083116414503 0.149083185741905 1.060073047726859 1.060073096024179
0.2 0.154286959072002 0.154286985741906 1.003808597826008 1.0038085997400126
0.3 0.160265225109621 0.160265254127903 0.944589109510400 0.9445891784519038

4. Analysis of Results and Discourse

This section presents an examination and discourse of the findings from the governing
equation that describes cases 1 and 2 of the transport phenomena. This section discusses
the first case and the dynamics of water composed of SWNCT nanoparticles with thermal
conductivity of a larger magnitude. The second scenario is detailed, which is the transport
phenomena composed of water conveying smaller magnitudes of thermal conductivity
(i.e., platelet magnesium oxide, cylindrical aluminum oxide, and spherical silicon dioxide
nanoparticles). It is worth noting that the nanoparticles created in scenario 2 of the transport
phenomena are incredibly dense; see Table 1.

4.1. Analysis of Results

When A = 0.5, m = 0.1, Gt = Gc = Rb = 1, Pr = 6.1723, Sc = Smm = 0.62, Pe = 0.5,
φ1 = φ2 = φ3 = 0.1, ρb f = 997.1, κb f = 0.613, and Cpb f = 4, 180, the parameter that
quantifies the stretching velocity at the wall of the wedge increases within the interval
0 ≤ λ ≤ 2. It can be seen in Figures 2 and 3 that the velocities for the two transport
phenomena increase due to a higher stretching rate b of the wall velocity uw(x, t). The
differences between the two transport phenomena for the two cases are only significant
when the wedge is stagnant and moves slowly (i.e., 0 ≤ λ ≤ 0.5). As shown in Figure 4,
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the temperature distribution across the transport phenomenon declines with higher levels
of stretching wall velocity (λ). This study observed optimal shear stress proportional to
friction within the domain 0 ≤ η ≤ 5. Moreover, higher temperature distributions across
both ternary hybrid nanofluids and the maximum species (i.e., concentration) of the ternary
hybrid nanofluids are not far-fetched. A wider distribution of motile gyrotactic organisms
within the domain 0 ≤ η ≤ 5 was found when the wedge was static (i.e., λ = 0). These
results are not presented for brevity but are worthy to be mentioned. In the case of the
static wedge (i.e., λ = 0), there exists an optimal significant difference in the velocity,
temperature distribution, concentration, and distribution of motile gyrotactic organisms
across the domain between case 1 and case 2.
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After generating the appropriate data using the integration technique mentioned
above, data were moved to Surfer Version 11.1.719. The Kriging method of data gridding
was used to generate the contour results presented in this section. Figures 5 and 6 show that
f ′′(η) declines as λ rises. Tables 4 and 5 show that the friction at the wall reduces due to a
higher level of wall stretching velocity. These figures present the variations in the function
that represents the shear stress at different levels of wall stretching on the wedge (λ) for the
transport phenomena of cases 1 and 2. It is evident that the most minimum shear stresses,

denoted as
φCf x

√
Rex

E4

√
2

m+1 , occur at larger values of λ near the wall. At η = 0, f ′′(η)
decreases significantly with λ. At the other end, η = 0, f ′′(η) decreases moderately with λ.

In case 1 transport phenomenon presented as Table 4,
φCf x

√
Rex

E4

√
2

m+1 decreases with λ at

the rate of −0.329789963. However, for the case 2 transport phenomenon,
φCf x

√
Rex

E4

√
2

m+1
decreases with λ at the rate of −0.356473325; see Table 5. As shown in Figures 7–10, the
transfer of heat energy and transfer of species that form the nanofluids increase significantly
with λ near the wall. In other words, increasing wall stretching on the wedge leads to a
higher heat transfer commensurate with the Nusselt number and broader mass transfer
commensurate with the Sherwood number in Equation (25).

Table 4. Variation of physical quantities for case 1—larger thermal conductivity of nanoparticles
when η∞ = 5.

λ
φCf x

√
Rex

E4

√
2

m+1
φNux

E10
√

Rex

√
2

m+1
Shx√
Rex

√
2

m+1
Nmx√

Rex

√
2

m+1

0 0.501391652 0.126832395 0.164413180 0.198769191
0.5 0.313117110 0.425081500 0.322440050 0.449063565
1.0 0.145577661 0.721081217 0.492851011 0.704626364
1.5 −0.009437541 0.961784227 0.644943911 0.926617648
2.0 −0.161805929 1.163072510 0.776441110 1.116848885

Slp −0.329789963 0.521836591 0.309311944 0.462742694
A = 0.5, m = 0.1, Gt = Gc = Rb = 1, Pr = 6.1723, Sc = Smm = 0.62, Pe = 0.5, φ1 = φ2 = φ3 = 0.1, ρb f = 997.1,
κb f = 0.613, and Cpb f = 4180.
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Table 5. Variation of physical quantities for case 2—smaller thermal conductivity of nanoparticles
when η∞ = 5.

λ
φCf x

√
Rex

E4

√
2

m+1
φNux

E10
√

Rex

√
2

m+1
Shx√
Rex

√
2

m+1
Nmx√

Rex

√
2

m+1

0 0.562250645 0.137735549 0.179214207 0.221766375
0.5 0.356021584 0.480527624 0.331789925 0.462646012
1.0 0.17532672 0.815315534 0.497225412 0.710701282
1.5 0.008681269 1.086212765 0.646341186 0.928566151
2.0 −0.15526251 1.312552075 0.77611485 1.116477
Slp −0.356473325 0.591063639 0.301670509 0.451068278
A = 0.5, m = 0.1, Gt = Gc = Rb = 1, Pr = 6.1723, Sc = Smm = 0.62, Pe = 0.5, φ1 = φ2 = φ3 = 0.1, ρb f = 997.1,
κb f = 0.613, and Cpb f = 4180.

Dimensionless distance �

St
re

tc
hi

ng
 a

t t
he

w
al

l o
f 

th
e 

w
ed

ge
 �

Shear stress ���

� proportional to frictionCase 1

-1.2

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

Region 
of larger 
friction

Figure 5. Changes in the shear stress function f ′′(η) with the wall stretching velocity λ—case 1.

Dimensionless distance �

St
re

tc
hi

ng
 a

t t
he

w
al

l o
f 

th
e 

w
ed

ge
 �

Shear stress ���

� proportional to frictionCase 2

-1.3

-1.1

-0.9

-0.7

-0.5

-0.3

-0.1

0.1

0.3

0.5

Region 
of larger 
friction

Figure 6. Changes in the shear stress function f ′′(η) with the wall stretching velocity λ—case 2.

450



Mathematics 2022, 10, 4309

Dimensionless distance �

St
re

tc
hi

ng
 a

t t
he

w
al

l o
f 

th
e 

w
ed

ge
 �

Heat transfer across the domain ��′ �Case 1

Region of
absolute-zero of 

temperature

Figure 7. Variation of the heat transfer −θ′(η) with the wall stretching velocity λ—case 1.

Dimensionless distance �

St
re

tc
hi

ng
 a

t t
he

w
al

l o
f 

th
e 

w
ed

ge
 �

Heat transfer across the domain ��′ �Case 2

Region of
absolute-zero of 

temperature

Figure 8. Variation of the heat transfer −θ′(η) with the wall stretching velocity λ—case 2.

Dimensionless distance �

St
re

tc
hi

ng
 a

t t
he

w
al

l o
f 

th
e 

w
ed

ge
 �

Mass transfer across the domain �ℵ′ �Case 1

Region of
absolute-zero of 

temperature

Figure 9. Variation of the mass transfer −ℵ′(η) with the wall stretching velocity λ.

451



Mathematics 2022, 10, 4309

Dimensionless distance �

St
re

tc
hi

ng
 a

t t
he

w
al

l o
f 

th
e 

w
ed

ge
 �

Mass transfer across the domain �ℵ′ �Case 2

Region of
absolute-zero of 

temperature

Figure 10. Variation of the gradient of distribution of motile gyrotactic organisms in the entire domain
−χ′(η) with the wall stretching velocity λ.

The heat transfer across the case 1 transport phenomenon increases with λ at the
rate of 0.521836591. Meanwhile, the heat transfer across the case 2 transport phenomenon
increases with λ at the higher rate of 0.591063639; see Tables 4 and 5. The differences
between the observed changes in the increase in mass transfer rate for the transport
phenomena of cases 1 and 2 are minimal (regarding magnitude). Moreover, the distribution
rate of motile gyrotactic organisms was found to be higher as λ → 2 in Tables 4 and 5.
Figures 11 and 12 depict the gradients of distribution of motile gyrotactic organisms across
the domain at different levels of wall stretching velocity λ. Considering the first case of
transport phenomenon, the effects of Pe on −χ′(η) when λ = 0 and λ = 5 were examined
and presented as in Figures 13 and 14. The distribution of motile gyrotactic organisms
χ(η) is a decreasing property of Pe. For the static wedge and moving wedge, the higher
the Péclet number, the lower the distribution of motile microorganisms within the fluid
domain Figures 13 and 14. Moreover, minimal distribution of motile microorganisms
within the domain of the ternary hybrid nanofluid is obtainable when the wedge moves
faster. Figures 15 and 16 confirm the rise of a gradient of distribution of motile gyrotactic
organisms near the wall but reduced far away from the wedge as shown in the 3D plot.
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The turning points are within the interval 0.5 ≤ η ≤ 2. The distribution of motile
microorganisms is extensive in Figure 15. It was also noticed that the maximum value
of −χ′(η) was obtained when Pe = 4 at η = 0 as 6.8992. In Figure 15, when λ = 0 for

a static wedge and Pe = 0.5, Nmx√
Rex

√
2

m+1 that quantifies the gradient of distribution of
motile gyrotactic organisms at the wall decreases with η at the rate −0.020498425. When
there exists a higher stretching at the wall of the wedge (i.e., λ = 5 and Pe = 0.5), −χ′(η)
decreases with η at the rate of −0.130199045.

4.2. Discussion of the Results

Physically, as the wall velocity uw(x, t) increases, the layers of the ternary hybrid fluid
on the wedge move in the same direction that boosts v(t, x, y) and u(t, x, y). The increment
of stretching velocity at the wall of the wedge within the interval 0 ≤ λ ≤ 2 implies that the
wedge moves at an increasing rate with its pointed edge at the front. Higher λ was found
capable of enhancing the velocity due to the viscous nature of the ternary hybrid nanofluid
that declines when stretching rate b grows; see Figures 2 and 3. The observed increase in
the velocity of both water-based ternary hybrid nanofluids parallel and perpendicular to
the wedge surface is due to a higher stretching rate b of wall velocity uw(x, t), which is
capable of reducing the viscosity; see Figures 2 and 3. The reduced viscosity of both fluids
is used in the industry to facilitate the dynamics between two locations as temperature
rises. The outcomes of the result in Figures 2–4 suggest that there exists a significant
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difference between the velocities of case 1 and case 2 when the wedge is static. A higher
level of wall stretching on the wedge (λ) generates greater pressure on the fluid flow; hence
the changes in the shear stress are more significant at the wall compared to at the free
stream; see Figures 5 and 6. A higher level of friction manifests when the wedge is static
(λ = 0) as shown in Tables 4 and 5. It is worth noting that a higher local skin friction
coefficient of 0.562250645 occurs in the case 2 transport phenomenon; see Table 5. When
the wedge is static, the shear stress of the domain decreases across the domain at the rate of
−0.329789963. However, when there is faster stretching at the wedge (λ), the shear stress
across the domain increases at −0.356473325.

When the ternary hybrid nanofluid flows faster, a more significant amount of the
substance is bound to move over the wedge surface within a short period. Thus, the aver-
age kinetic energy of nanoparticles and molecules forming the ternary hybrid nanofluid
decreases. On the distribution of heat energy through the various layers of the atmosphere
at different latitudes, McEwen [43] remarked that the temperature typically drops due to
the surface’s height. There is a possibility for decreasing temperature distribution as λ → 2
because of the manifestation of the reduction of total surface energy; see Figure 4. Accord-
ing to Ruiz-Gutierrez (2018), there is an attempt to reduce a liquid droplet’s total surface
energy when it comes into contact with the inside walls of a channel that fits wedge-shaped.
The primary source of energy dissipation near the wedge’s apex is friction associated with a
viscous force on the fluid flow, which balances the work rate conducted by capillary forces.
Just because the higher distribution of temperature across the ternary hybrid nanofluid
emerges when (λ = 0), the concentration and distribution of motile gyrotactic organisms
were found to emerge when the wedge was static; see Figure 4. Consequently, stretching
on the wedge can reduce the distribution of heat energy, concentration, and distribution of
motile gyrotactic organisms across the domain; see Figures 7–12. Wall stretching boosts the
pressure inducing the dynamics of each ternary hybrid nanofluid and the flow rate.

An increment in temperature distribution ought to manifest due to a rise in pressure.
However, in this case, a larger volume of ternary hybrid nanofluid passes through the
wedge surface at each unit of time. The mass transfer, heat transfer, and distribution of
motile gyrotactic organisms across the domain become minimal when the nanoparticles’
thermal conductivity is considerably large, as in the first case (i.e., water conveying platelet
SWCNTs, cylindrical SWCNTs, and spherical SWCNTs). Carbon nanotubes carry heat
through the vibrating of the covalent bonds keeping the carbon atoms connected. The car-
bon nanotubes atoms wig around and convey the heat through the base fluid, unlike metals,
which rely on the flow of electrons. Single-walled carbon nanotubes show great promise
for enhancing the thermal conductivity of traditional polymers. From Figures 7 and 8, one
can see that the transfer of heat energy and mass transfer is predominant at a higher level
of wall stretching on the wedge (λ). The net transfer of the species between two locations is
referred to as mass transfer. Figures 9 and 10 reveal that the transfer of the species near the
wall may be characterized as the mass in transit due to the gradient species concentration
in the mixture. The distribution of motile gyrotactic organisms decreases with λ and also
from the wall η = 0 to the free stream η → 5, not because the distribution is maximal at the
wall of the wedge and minimal at the free stream; Figures 11 and 12.

Flint and Burstein [44] identified the Péclet number as a valuable tool for assessing
mixing since it is affected by stochastic particle drift caused by diffusion (i.e., mixing).
The observed decrement in the concentration of motile microorganisms within the ternary
hybrid fluid due to the rising Péclet number is traced to the associated maximization of
temperature distribution across the domain. This is true because when the thermal conduc-
tivity of the three kinds of nanoparticles is large in magnitude, the ternary hybrid nanofluid
conveys SWCNT nanoparticles, and the distribution of temperature increases with the
rising Péclet number. However, this is higher than that of case 2, where the thermal conduc-
tivity of the nanoparticles is moderately small (i.e., platelet magnesium oxide nanoparticles,
cylindrical aluminum oxide nanoparticles, spherical silicon dioxide nanoparticles); see
Figures 13 and 14. Dey and Chutia [45] once noticed that the bioconvection raises the
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microbe concentration across the flow zone. The collection of microorganisms is higher
near the surface and eventually decreases as the perpendicular distance to the wall grows.
With higher levels of the Schmidt number associated with bioconvection, the local density
number of microorganisms decreases. Figures 15 and 16 reveal the gradient of distribution
of motile gyrotactic organisms in a colloidal mixture of water and single-walled carbon
nanotubes with a larger magnitude of thermal conductivity of different shapes (i.e., platelet,
cylindrical, and spherical) when the wedge is static and moving faster (i.e., λ = 5). Similar
to a moving conveyor belt, more tension is bound to manifest on the carrying side when the
layers on the wedge move (i.e., λ = 5). Consequently, the distribution of motile gyrotactic
organisms presented in Figure 16 only occurs near the wall. The observed optimal value
of −χ′(η) that was obtained at η = 0 as 6.8992 can be traced to the heated wall and distri-
bution of motile gyrotactic organisms that spread out quickly due to diffusive processes
(i.e., Pe = 4).

5. Summary/Conclusions

We studied the dynamics of the unsteady motion of ternary hybrid nanofluid on
static and moving wedges. The dynamics of water made up of (i) single-walled carbon
nanotubes with a larger magnitude of thermal conductivity of different shapes (i.e., platelet,
cylindrical, and spherical) and (ii) moderately small magnitude of thermal conductivity
(i.e., platelet magnesium oxide, cylindrical aluminum oxide, spherical silicon dioxide). The
following conclusions were drawn based on the findings of the analysis and discussion:

1. Increasing the stretching at the wedge’s wall in the same direction as the transport
phenomenon is suitable for decreasing the temperature distribution due to the higher
velocity of ternary hybrid nanofluids either parallel or perpendicular to the wedge.

2. When the wedge is stationary or travels extremely slowly close to the wall, more fric-
tion is achievable at the wall. Although the second scenario of transport phenomena
results in the highest friction coefficients along the wall, it is essential to note that
increased wall stretching and the dispersion of SWCNTs in water make it possible to
achieve the best increase in the same dependent variable.

3. Enhancement of stretching at the wedge wall is a factor responsible for causing a
significant transfer of heat energy, species of the nanoparticles, and motile gyrotactic
organisms near the wall only.

4. Significant difference exists between (a) the heat transfer of heat energy, (b) the mass
transfer of species, and (c) the distribution rate of motile gyrotactic organisms in
the dynamics of water made up of (i) single-walled carbon nanotubes with larger
magnitudes of thermal conductivity of different shapes (i.e., platelet, cylindrical,
and spherical) and (ii) a moderately small magnitude of thermal conductivity (i.e.,
platelet magnesium oxide, cylindrical aluminum oxide, spherical silicon dioxide).

5. When there is a more significant magnitude of thermal conductivity but smaller
densities, and heat capacity of the three types of nanoparticles, as in the case of
SWCNTs, the diffusion of motile gyrotactic organisms is significantly influenced in
the motion of the bioconvective ternary hybrid nanofluid on a static wedge.

Further study of the dynamics through cavities with or without fins is necessary to
grasp the motion outside the boundary layer.
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Abstract: One of the most common systems in engineering problems is the multi-column system
in the form of an equilateral-triangular arrangement. This study used three-dimensional numerical
simulations to investigate the flow around three cylinders in this arrangement at the super-critical
Reynolds number Re = 3 × 106, concentrating on the influence on the spacing ratio (L/D) among
cylinders. The instantaneous vortex structures, Strouhal numbers, fluid force coefficients, and
pressure distributions are analyzed thoroughly. The present study demonstrated that fluid dynamics
is sensitive to L/D, by which five different flow patterns are classified, namely single bluff body flow
(L/D ≤ 1.1), deflected gap flow (1.2 ≤ L/D ≤ 1.4), anti-phase flow (1.5 ≤ L/D ≤ 2.3), in-phase flow
(2.5 ≤ L/D < 3.5), and co-shedding flow (L/D ≥ 3.5). Critical bounds are identified by significant
transitions in the flow structure, discontinuous drop and jump of St, and force coefficients.

Keywords: flow interference; vortex interaction; vortex dynamics; improved delayed-detached eddy
simulation (IDDES)

1. Introduction

Manifold cylindrical structures are often used in mechanic practices and industries,
such as tower groups, chimneys, and offshore platforms. Flow separation, reattachment,
vortex impingement, and flow-induced motion (FIM) may occur in these systems due to
the interaction between the flow and cylindrical structures [1]. Particularly, an equilateral-
triangular configuration comprising three cylinders is widely encountered in marine and
offshore engineering [2–4]. While extensive studies on the flow around two cylinders (with
side-by-side or tandem arrangement) have been reported, the flow around three cylinders,
particularly at high Reynolds numbers, has received less attention. (Re = U0D/υ, where U0
is the velocity of the incoming flow, D is the diameter of the cylinder, and υ is the kinematic
viscosity of the fluid.) In practice, however, turbulent flow is a more frequently encountered
situation than laminar flow at low Reynolds numbers, but research on flow past cylinders in
the super-critical flow regime is scant. In this study, the fluid forces, spectral characteristics,
wake structure and their interactions with three equilateral cylinders are investigated,
which support a thorough comprehension of fluid dynamics of flow around cylinders.

The spacing ratio L/D, where L is the separation between the centers of the two
cylinders and D is the diameter, can be used to categorize the flow patterns for two
cylinders in tandem form [5]. Sumner et al. [6] investigated three flow patterns of the
flow around two tandem cylinders for 1.0 ≤ L/D ≤ 3.0 at 1200 ≤ Re ≤ 3800 by particle
image velocimetry (PIV). When L/D = 1.0, the flow field is comparable to a single bluff
body. When L/D = 1.5 and 2, the shear-layer reattachment flow features are noticed. When
L/D = 2.5 and 3, the flow feature of each cylinder is similar to that in the case of a single
cylinder. For two cylinders arranged side by side, Sumner [7] suggested identifying the flow
regimes into three types. When 1.0 ≤ L/D ≤ 1.1–1.2, the two cylinders act like one bluff
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body. When 1.1–1.2 ≤ L/D ≤ 2–2.2, a biased flow pattern shows up. When L/D ≥ 2–2.2,
cylinders behave more independent and show parallel vortex streets. More details of the
wake flow of two cylinders at variable Re and L/D are summarized by Sumner [7].

For three cylinders in tandem and side-by-side layout, the flow patterns, force co-
efficients, and pressure distributions have been investigated [8–10]. More complicated
than a tandem or side-by-side layout is the flow past through three cylinders arranged
in a triangle. Sayers [11] measured the drag and lift force coefficients of one of the three
cylinders in triangular arrangement at Re = 3 × 106 and 1.25 ≤ L/D ≤ 5 with various
incidence angles (α). Only one cylinder was measured, so the interference between the
cylinders is not clear. The vortex-shedding-frequency data of three cylinders in an equilat-
eral triangle configuration at Re = 2.1 × 103 and 3.5 × 103 at various incidence angles and
L/D were obtained by Lam et al. [12] using a dye-injection approach to visualize the flow.
Bi-stable flow characteristics were observed at L/D < 2.29, α = 0◦ and they depend on
the starting conditions. The static pressures of each cylinder were individually measured
by Tatsuno et al. [13]. The results show that when the spacing ratio is small, the impacts
of the flow interference are obvious. By conducting wind tunnel studies, Gu et al. [14]
categorized the flow pattern of the three cylinders arranged in an equilateral triangle. It
shows that the incidence angle has a huge influence on the pressure distribution on each
cylinder and the flow patterns. Four basic levels of interference (small, transition, medium,
large spacing) are identified according to the spacing ratio. Furthermore, according to the
various incidence angles, the interference type can be identified as proximity effect, shear
layer reattachment effect, and wake effect. Pouryoussefi et al. [15] carried out wind tunnel
experiments with five subcritical Reynolds numbers at the incidence angle 0◦ (one cylinder
in the upstream and others in the downstream). They showed that as L/D increases,
the mean drag coefficient of all cylinders almost increases. When L/D = 1.5 and 2, the
downstream cylinders’ drag coefficients reach their lowest value since there is no vortex
shedding from them. Bansal et al. [16] investigated the influence of the incidence angle
(0◦–60◦) when the L/D = 1.35 and Re = 2100 by PIV and laser Doppler velocimetry. They
found that large-scale vortexes shed at about 5D downstream from the cylinders for all
incidence angles. Yang et al. [17] investigated the effects of L/D (2.8–5.2) and incidence
angle (0◦–30◦) on the flow around an equilateral-triangular-arranged three-cylinder cluster
at Re = 8000. They classified the flow pattern into two categories, short-spacing ratio
shear-layer reattachment regime and big-spacing ratio vortex-shedding regime, respec-
tively. In addition, the influence of the incidence angle is more complex and dependent on
the spacing ratio.

Meanwhile, a number of numerical simulations on this three-cylinder configuration
have been performed over the past decades. Yan et al. [18] investigated the influence of the
spacing ratio (1.5–5) and the incidence angle (0◦, 30◦, 60◦) on the flow patterns at Re = 100
by two-dimensional simulation. Yang et al. [19] investigated the characteristic flow regions
of three cylinders by the lattice Boltzmann method and fluorescence flow visualization
using a laser. They demonstrated that for Re = 200 and S/D = 3, two different types of
flow patterns can be distinguished by T/D, where S is the distance between the centers of
the cylinders in the upstream and downstream, and T is the distance between the centers of
the two cylinders in the downstream. When 1 ≤ T/D ≤ 1.2 and 2.5 ≤ T/D ≤ 3.1, typical
steady flow occurs, when 1.3 ≤ T/D ≤ 2.4 and 3.2 ≤ T/D ≤ 10, typical unsteady flow
occurs. By using the 2D finite volume approach, Zheng et al. [20] examined the effects of the
L/D (1.5–7) and Reynolds number (100–200) on the flow characteristics of three identical
cylinders organized in an equilateral-triangular arrangement at incidence angles of 0◦
and 180◦. By using the immersed boundary approach, Chen at al. [21] carefully explored
the impact of L/D, Reynolds number, and three-dimensionality on the fluid dynamics of
the flow past three circular cylinders arranged in an equilateral-triangular arrangement.
Six flow patterns depending on L/D at Re = 100 were observed: single bluff-body flow
(1.0 ≤ L/D ≤ 1.4), deflected flow (1.5 ≤ L/D ≤ 1.9), flip-flopping flow (2.0 ≤ L/D ≤ 2.5),
anti-phase flow (2.6 ≤ L/D ≤ 2.8 and 3.5 ≤ L/D ≤ 4.1), in-phase flow (2.9 ≤ L/D ≤ 3.4
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and 4.2 ≤ L/D ≤ 4.5), and fully developed in-phase co-shedding flow (4.6 ≤ L/D ≤ 6.0).
In addition, some research of the flow configuration in the sub-critical regime were studied
by the numerical method. Gao et al. [22] simulated the flow past three circular cylinders
with the incidence angle of 30◦ for 200 ≤ Re ≤ 3900 and 1.25 ≤ L/D ≤ 4.0 and five flow
patterns were identified. The vortex shedding’s three-dimensionality grows stronger as the
Reynolds number increases.

From the review of the relevant studies, it can be observed that the majority of the
numerical and experimental research works were carried out in the laminar and sub-critical
flow regime. Nevertheless, the Reynolds number is often between 105–107 in the majority
of real circumstances, such as offshore engineering, which correspond to the super-critical
regime and post-critical regime, respectively [23]. In this paper, we focus on the super-
critical flow regime, the Reynolds number as high as 3 × 106. In super-critical flow, a rapid
transition happens from laminar boundary layer to turbulent boundary layer. It is necessary
to conduct a more comprehensive investigation into the flow structure and behavior of
the three cylinders when they are arranged in an equilateral triangle at high Reynolds
numbers. Schewe [24] carried out wind tunnel tests to achieve the force measurements
of single cylinder from the Reynolds number 2.3 × 104 to 7.1 × 106, corresponding to
the sub-critical and post-critical regime, respectively. It was observed that the Strouhal
number (St) increased while the Cd value decreased at Re > 3.5 × 105. Hinsberg [25]
measured the unsteady aerodynamic forces and surface pressure of a rough single cylinder
at 1.5× 104 ≤ Re ≤ 1.2× 107. The results showed that the three-dimensional characteristics
of the flow in spanwise direction became strong especially in the critical regime. In addition,
the wake width became narrower and the drag coefficient decreased, which was observed
by Rodriguez et al. [26], too. As for two tandem cylinders, Okajima [27] measured Cd
and St by low-speed wind tunnel tests. It was observed that when the Reynolds number
came to the super-critical regime, the jump of Cd disappeared at L/D = 3.8 and the effect
of L/D on Cd and St became weaker. Hu et al. [23] investigated the tandem cylinders’
flow characteristics in the sub-critical and super-critical regimes. When compared to the
examples in the sub-critical regime, the vortex shedding frequencies are higher in the
super-critical domain. Moreover, the flow separation positions move backward along
the cylinder surface, which causes the reattachment position on the back cylinder to shift
forward in the super-critical regime.

In summary, few systematic study have been conducted on the flow around three
cylinders in equilateral-triangular configuration in the super-critical regime. In the present
paper, a three-dimensional numerical simulation of flow past three cylinders in equilateral-
triangular arrangement in super-critical regimes (Re = 3 × 106) is presented at a spacing
ratio of 1.1 ≤ L/D ≤ 3.5, focusing on how fluctuating forces, flow separation, and vortex
shedding frequencies vary with L/D. Five flow patterns are identified by spacing ratio and
the characteristics of each pattern are summarized.

2. Numerical Models

2.1. Numerical Method

Detached-eddy simulation (DES) model was first carried out by Spalart [28] to com-
pensate the lack of Reynolds-Averaged Navier–Stokes (RANS) in unsteady turbulence
prediction and avoid the heavy demand of grid and computation of Large-Eddy Simulation
(LES). Then, for the purpose of solving the modeled stress depletion (MSD), delayed-
detached eddy simulation (DDES) was carried out by Spalart [29]. DDES introduces the
second length scale of turbulence model in its length scale instead of filter scale of LES.
Shur et al. [30] introduced an improved delayed-detached eddy simulation (IDDES), which
combines DDES and LES for wall modeling. In the IDDES method, the model stress loss
issue from the original DES technique is removed using the DDES length scale, and the
boundary layers are predicted using WMLES. In the recent years, this hybrid approach
has been widely utilized to examine separated flows which are unstable and geometrically
associated [31]. Wang et al. [32] used the sst k − ω IDDES method to perform the reverse
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flow past an NACA0012 airfoil and had satisfactory results compared to experimental
measurements. Moreover, in the field of high-speed train aerodynamics simulations which
have complex shapes and usually high Reynolds numbers, the sst k − ω IDDES method
is quite popular among scholars due to its capacity of capturing the train wake flow and
vortex structures [31,33–35]. Hence, sst k − ω IDDES is adopted in the present study.

The key point of IDDES is to modify the dissipation component in the governing
equation for the turbulent kinetic energy equation. The governing equations for the kinetic
energy k are written as

∂(ρk)
∂t

+
∂(ρuik)

∂xi
= τijSij − ρk1.5

lk−ω
+

∂

∂xi

[
(μl + σkμt)

∂k
∂xi

]
(1)

where lk−ω =
√

k/(β∗ω); ρ is the fluid density; t is the time; ui is the velocity; xi is the
position; τij is the Reynolds stress tensor; Sij is the mean strain rate tensor; μl is the laminar
viscosity coefficient; σk is model coefficient; μt is the turbulent eddy viscosity. The IDDES
model defines the length scale as

lIDDES = f̃d(1 + fe)lk−ω +
(
1 − f̃d

)
CDESΔ (2)

where Δ = min[Cw max(d, Δ), Δ]; d is the distance to the closest wall boundary; Δ =
max(Δx, Δy, Δz) represents the maximum of the local grid scales; Cw = 0.15, CDES is a
constant calculated by the blending function F1

CDES = (1 − F1)Ck−ε
DES + F1Ck−ω

DES (3)

with Ck−ε
DES is 0.61 and Ck−ω

DES is 0.78; f̃d is a blending function defined as

f̃d = max[(1 − fdt), fb] (4)

with
fdt = 1 − tanh

[
(Cdtrdt)

3
]

(5)

rdt =
μt

κ2d2[(S2 + Ω2)/2]0.5 (6)

fb = min
[
2 exp

(
−9α2

)
, 1.0
]

(7)

α = 0.25 − d/Δ (8)

where Cdt is 20 and κ is the von Karman constant; fe is elevating function defined as

fe = f2 · max[( f1 − 1.0), 0.0] (9)

with

f1 =

{
2 exp

(−9α2), α < 0
2 exp

(−11.09α2), α ≥ 0
(10)

f2 = 1.0 − max( ft, fl) (11)

ft = tanh
[(

C2
t rdt

)3
]

(12)

fl = tanh
[(

C2
l rdl

)10
]

(13)

rdl =
μl

κ2d2[(S2 + Ω2)/2]0.5 (14)

Please consult Shur et al. [30] for more information.
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Numerical simulations are carried out by the STAR-CCM+ 13.06, which is based on
the finite-volume method (FVM). For the temporal discretization, a second-order implicit
scheme is used. Pressure–velocity coupling is based on the density implicit with the
SIMPLE method. A second-order upwind scheme is employed for spatial discretization. In
this study, 128 CPUs with 24 h for each case are used for simulation.

2.2. Boundary Conditions and Grid System

The computational domain and the boundary conditions of the present study are
displayed in Figure 1. The simulation is 2.5D. The cylinder in the upstream is named
Cylinder A and the cylinder in the downstream is named Cylinder B (+y-direction) and C
(−y-direction), as shown in Figure 2a. Cylinder A is located in the middle of the domain
in the y-direction, and the distance from inlet boundary to the center of the Cylinder A is
10D. The computation domain is 35D (D is the diameter of the cylinder, which is 1 m in
the present paper) in the x-direction and 16D in the y-direction. The size of the domain
in the z-direction is 4D, which has been proved long enough to capture the relevant flow
structure [36,37]. The inlet boundary condition is set as velocity inlet boundary. The
outlet boundary is set as a pressure outlet boundary. Periodic boundary conditions are
set at spanwise boundaries (z-direction). As for the inlet boundary, turbulence viscosity is
5 times the molecular viscosity. Because when in the super-critical Reynolds regime, the
transition in the boundary layer is turbulent. No-slip wall boundary conditions are set at
the cylinder surfaces.

The computing mesh of the case when L/D = 2.5 (L is the distance between the
centers of either two cylinders) is shown in Figure 2. A trimmed mesh is adopted in all the
cases. The grids are refined in the region near the cylinder system. The size of each refined
mesh region is illustrated in Figure 2a. The finest grid size is 0.025D. Grid size increases by
a factor of 2. The grid is the same size in x, y, and z-directions. In the spanwise direction,
for the finest grid region, there are 160 cells. The boundary layers are set to be 40 layers
to keep y+ < 1, as shown in Figure 3. The total number of the cells for Re = 3 × 106 is
10 million when L/D = 2.5. As the L/D increases, the total number of cells increases,
too. As for temporal discretization, the time-step Δt is 5 × 10−4 to ensure the maximum
Courant number (defined as u × Δt/Δx) less than 1. Ten internal iterations exist in each
time step. In this paper, the diameter of the cylinder (D) is set to 1 m, the flow velocity
(U0) is 47.02 m/s, fluid density (ρ) is 1.225 kg/m3, and the dynamic viscosity (μ) of fluid is
0.0000192 Pa · s.

Figure 1. The boundary conditions and the schematics of the computing field.
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Figure 2. The computational mesh for L/D = 2.5: (a) mesh refinement using multiple sub-domains;
(b) mesh near the cylinders surface.
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Figure 3. The grid resolution near the cylinder wall.

3. Convergence Study and Calculation Validation

A mesh dependency study of a single cylinder is performed at Re = 3 × 106. Three
types of meshes (coarse, medium, and fine meshes, respectively) are utilized. The ratio of
cell length between coarse mesh and medium mesh, medium mesh and fine mesh is

√
2 in

three space directions, which was recommended by Spalart [38]. The boundary layer mesh
remains the same. Representative dynamic force coefficients are calculated to evaluate the
mesh convergence. The drag and lift coefficients Cd and Cl are defined as

Cd =
Fd

1
2 ρU2

0 DH
(15)

Cl =
Fl

1
2 ρU2

0 DH
(16)

and the Strouhal number St is defined as

St =
fsD
U0

(17)

where Fd and Fl are the fluid forces on the cylinder in the x-direction and y-direction,
respectively; U0 is the velocity of the fluid, H is the length of the cylinder in z-direction,
fs is the frequency of the vortex shedding, which is obtained from the power spectrum
density (PSD) of the lift force of the cylinder. The pressure coefficient (Cp) is defined as
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Cp =
P − P0
1
2 ρU2

0
(18)

where P0 represents the reference pressure. Cpm is the minimum value of Cp, and Cpb is
the base pressure coefficient of the cylinder. The overline bar means the time average.
The fluctuating lift coefficient C′

l is the root-mean-square (RMS) value of Cl . For statistical
accuracy, at least 25 vortex shedding cycles are sampled, which means the flow passes
through the computational domain more than 3 times in the statistical process.

As shown in Table 1, the results from the coarse mesh differ from those of the medium
mesh and fine mesh. St of the three sets of meshes are the same. As can be seen, the
medium mesh and fine mesh yield insignificant changes of C̄d, −Cpm except for Cl

′
and

−Cpb, but the difference is in an acceptable range. Thus, the medium mesh is considered to
be suitable for the following calculations.

Table 1. Grid density sensitivity study results of a single cylinder at Re = 3 × 106.

Case Cell Count (million) Cd C′
l St −Cpm −Cpb

Coarse Mesh 1.9 0.367 0.032 0.383 2.313 0.424
Medium Mesh 3.8 0.377 0.038 0.383 2.318 0.419

Fine Mesh 7.4 0.378 0.046 0.383 2.326 0.437

In order to validate the present numerical model, Table 2 summarizes the results of the
present simulation with previous experimental and numerical calculations of other scholars
for a single cylinder at Re = 3 × 106. Regarding the super-critical regime, the outcomes of
the earlier experiments showed significant scattering. This may be primarily caused by a
variety of experimental challenges, including surface roughness, turbulent intensity of free
flow, cylinder end conditions, wind tunnel blockage ratio, and cylinder aspect ratio, which
make it challenging to precisely measure flow at high Reynolds numbers [39]. Considering
the aforementioned factors, the present simulation results are acceptable.

Table 2. Comparison of present and previous studies for flow past a single cylinder.

Researchers Re Description Cd C′
l St −Cpb

Present study 3 × 106 k–ω IDDES 0.377 0.033 0.383 0.419
Roshko [40] 1 × 106 Experiments 0.30 − − 0.37

1.8 × 106 Experiments 0.42 − − 0.62
3.5 × 106 Experiments 0.69 − − 0.85

Schmidt [41] (2.6–3.3) × 106 Experiments 0.25–0.44 − − 0.51–0.61
Jones et al. [42] 1 × 106 Experiments 0.21 − − 0.53

2.9 × 106 Experiments 0.53 − − 0.59
3.7 × 106 Experiments 0.56 − − 0.61

Schewe [24] 3 × 106 Experiments 0.45 − − −
Shih et al. [43] (3–3.1) × 106 Experiments 0.35–0.38 − − 0.45–0.46

Travin et al. [44] 3 × 106 DES 0.41 0.06 0.35 0.53
Catalanoet al. [45] 1 × 106 LES 0.31 − 0.35 0.32

Ong et al. [46] 3.6 × 106 k–ε URANS 0.457 0.077 0.305 −

In addition, Figure 4 compares the C̄p distribution on a single cylinder with published
numerical studies (Travin et al. [44] at Re = 3× 106 and Catalano et al. [45] at Re = 1× 106)
and experimental studies (Warschauer [47] at Re = 1.2 × 106 and Zdravkovich [48] at
Re = 6.7 × 105). As shown in Figure 4, the C̄p distribution on a single cylinder agrees
well with previous results. The skin friction coefficient, Cf = τ/(0.5ρU2

0), where τ is the
tangential wall shear stress, is presented in Figure 5. The separation point location θ = 116◦
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predicted in the present study agrees well with the previous experimental results [49] and
other numerical results [44,46]. The overprediction of Cf for θ < 90◦ in the present study
compared with the experimental values is also observed from other numerical studies
which used wall functions [44–46]. This results from the wall function method’s assumption
of a completely turbulent boundary layer [50].
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Figure 4. Comparison of pressure distribution on a single cylinder between the present study and
published data [44,45,47,48].

Figure 5. Comparison of skin friction coefficient (Cf ) distribution on a single cylinder surface with
the published experimental and numerical data [44,46,49].

In general, the present calculation of flow past a single cylinder is in accordance with
the outcomes of other published papers. Thus, it is reasonable to assume that the calculation
method is also valid for calculating the triangular arrangement of the three cylinders.

4. Results and Discussion

4.1. Flow Patterns

Figures 6–10 show the spanwise normalized vorticities diagrams and the time-averaged
streamline diagrams at midspan plane for flow past three cylinders arranged in an equilateral-
triangle configuration at different spacing ratio L/D at Re = 3 × 106. Clockwise and
counterclockwise vorticities are displayed by red and blue colors, respectively. The flow
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patterns are classified according to L/D based on the careful examination of Figures 6–11
and other parameters such as Cd, Cl, and St. Five different flow patterns were summarized
and categorized. The naming of the flow patterns is partially referenced to Chen [21]
who found them at Re = 50–300. It is worth noting that the specific features and critical
spacing ratios are widely divergent according to results from Chen [21], on account of the
four-orders-of-magnitude difference in Reynolds number.

The specific characteristics of each flow pattern are as follows.

Single bluff body flow
When L/D = 1.1, the shear layers of the upstream cylinder attach to the front surface

of the downstream cylinders and pass through the gap between the cylinders, creating
an extremely unstable shear flow on the gap-side surface of the downstream cylinders.
The free-flow-side of the downstream cylinder has vortex shedding symmetry occurring
simultaneously, with the vortex pairs taking a form similar to the typical Karman vor-
tex street. This is unfamiliar with the single bluff body flow at low Reynolds numbers
(50–300) [21]. At low Reynolds numbers, the shear layers of the upstream cylinder enclose
the downstream cylinders, and when L/D increases, a small amount of fluid will pass
through the gap and blend into the shear layers on the free-flow-side of the downstream
cylinders and come off together. The critical L/D is 1.4 for low Reynolds numbers [21,51].

Figure 6a,b shows the contours of normalized instantaneous spanwise vorticities and
the time-averaged streamlines for single bluff body flow at the middle plane, respectively.
The time-averaged streamlines are symmetric relating to the center line of the wake, which
indicates that the statistical range used in this paper is acceptable. Figure 6b shows that the
recirculation region behind the three cylinders is longish and begins to occur at about one
diameter away behind the downstream cylinders. The flow pattern at this L/D is identical
to a flow through a single bluff body, as seen in Figure 6b.

Figure 6. (a) Normalized spanwise vorticity ωzD/U; (b) time-averaged streamlines in the plane
z = 2 D at L/D = 1.1.

Deflected gap flow
As L/D increases to 1.2–1.4, the gap flow is deflected towards one of the downstream

cylinders and forms a deflected gap flow pattern. At L/D = 1.2 and 1.4, gap flow is
deflected towards the downstream cylinder C and produces a narrow wake behind it,
and the opposite when L/D = 1.3. Different computation procedures produce random
deflection directions. A switch in the directions of the gap flow is not found throughout the
computation process, which is consistent with the findings by Bansal [16] and Chen [21]. As
regards double cylinders arranged side by side, nevertheless, Kim [52] and Alam et al. [53]
found a shift in the deflection direction of the gap flow. The existence of the upstream
cylinder might limit the direction change of the deflection flow.

Figure 7 demonstrates that the vortex shedding of the downstream cylinder with the
gap flow bias is suppressed. The suppression lessens with the increase of L/D. From the
time-mean streamlines in Figure 7b,d,f, it is observed that the recirculating bubble of the
wider wake downstream cylinder is longer and broader. The cylinder with a wide wake has
a lower drag coefficient compared to the cylinder with narrow wake, which is consistent
with the biased gap flow of the two cylinders arranged side by side [7].
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Figure 7. Normalized spanwise vorticity ωzD/U and time-averaged streamlines in the plane z = 2 D
at: (a,b) L/D = 1.2; (c,d) L/D = 1.3; (e,f) L/D = 1.4.

Anti-phase flow
As L/D increases, the flow pattern becomes anti-phase flow. Anti-phase is referred to

the occurrence of 180◦ phase lag in the time history of lift forces between the downstream
cylinders. Figure 11 presents the relationship of the phase lag φ of the downstream cylinders
with L/D , which is obtained through the FFT analysis of the Cl of two downstream
cylinders. Since there is no significant principal frequency of Cl of the downstream cylinder
when L/D < 1.4, their phase lag data are not shown in the figure.

In the anti-phase flow regime, the vortices on the free-flow-side of the downstream
cylinder shed simultaneously and are symmetrical relative to the wake center line. The
shear layers of the upstream cylinder appear to roll up and produce vortex shedding, with
a weaker intensity compared with the downstream cylinders. They are elongated at the
gap, and finally pair with the the vortices produced by gap-side downstream cylinders and
blend in with the wake flow. The size of the recirculation zone of the upstream cylinder is
way smaller than that of the downstream cylinders, as seen in Figure 8d.

Figure 8. Normalized spanwise vorticity ωzD/U in the plane z = 2 D at: (a) L/D = 1.5;
(b) L/D = 1.7; (c) L/D = 2; (d) time-averaged streamlines at L/D = 1.7.
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In-phase flow
Figure 9a–c shows the vorticity contours at L/D = 2.3, 2.5, 3. The flow pattern belongs to

in-phase flow, because the vortex shedding of the downstream cylinder presents an in-phase
fashion. As shown in Figure 11, the phase lag of the two downstream cylinders is near 0 when
L/D > 2. The vortices from free-flow-side shear layers of the cylinder B and the gap-side shear
layers of the cylinder C shed synchronously, which is exactly the opposite for anti-phase flow.

The vortex generated from the upstream cylinder is elongated at the gap and interacts
with the vortex of the gap-side shear layers of the downstream cylinders. As L/D increases,
the vortices shed by the upstream cylinder show an oscillation in the vertical direction in
order to pair with the vortex generated from downstream cylinders. These interactions
bring on the dissipation of vortices’ energy of the upstream cylinder. Figure 9d only shows
the time-averaged streamline for L/D = 2.5 because the difference between each L/D in
in-phase flow is insignificant. Figure 9d indicates that the length of the recirculation zone
of the upstream cylinder is larger than that of anti-phase flow. Such a phenomenon results
from the increased space at the gap, which allows the shear layers of the upstream cylinder
to fully develop.

Figure 9. Normalized spanwise vorticity ωzD/U in the plane z = 2 D at (a) L/D = 2.3; (b) L/D = 2.5;
(c) L/D = 3, (d) time-averaged streamlines at L/D = 2.5.

Co-shedding flow
When L/D > 3.5, the vorticity and time mean streamlines of the three cylinders are

shown in Figure 10. Because L/D is large enough, the interaction between the cylinders
is relatively small, and the flow pattern around each cylinder approximates the fashion
of flow past a single cylinder. However, in fact, it can be seen from the vorticity contour
that the vortex shed from the upstream cylinder still has a tendency of pairing with the
corresponding downstream vortex when the flow goes through the downstream cylinder.
Figure 12 shows the normalized time-averaged x-directional flow velocity U/U0 in the tail
region of the three cylinders, with the x-axis denoting the distance from the center of each
cylinder normalized by D. The single cylinder case is also shown for comparison. The
wake flow velocity of downstream cylinders is identical to that of a single cylinder. For the
upstream cylinder, however, the velocity can be seen to be higher when it passes through
the downstream cylinders at about three-quarters of the position, which confirms the vortex-
pairing tendency aforementioned. Additionally, the vortex shedding of the downstream
cylinders occurs in an in-phase fashion. There is a certain phase lag between the vortex
shedding of the upstream cylinder and downstream cylinders, which is determined by L/D.
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Figure 10. (a) Normalized spanwise vorticity ωzD/U; (b) time-averaged streamlines at L/D = 3.5.

Figure 11. Phase lag of lift force history between two downstream cylinders.

Figure 12. Mean velocity (ux) at the center line of each cylinder at L/D = 3.5. The three gray dashed
lines represent the front edge, center line, and end edge of the downstream cylinders, respectively.

With the purpose of understanding the three-dimensional vortex structures, Figure 13
exhibits the instantaneous Q criterion [54] of each flow pattern, for the sake of brevity, only
one L/D is shown at each pattern. Q is defined as

Q = −1
2

(
‖S‖2 − ‖Ω‖2

)
(19)

where S and Ω represent the strain and rotation tensor, respectively. Significant Kelvin–
Helmholtz-type vortex structures are observed. Meantime, instantaneous pressure distribu-
tions in the middle section at different flow pattern regimes are shown in Figure 14.
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Figure 13. Iso-surface of Q = 1.5 U0
2/D colored by dimensionless streamwise velocity U/U0 at different

flow pattern regimes.

Figure 14. Instantaneous pressure distributions in the middle section (z = 2 m) at different flow
pattern regimes.

The dotted line indicates the central line behind the front cylinder. It is worth noting
that, in anti-phase and in-phase flow regimes, the flow pattern behind the two downstream
cylinders shows obvious different characteristics. A mirror symmetry of the vortex with the
central line is observed in anti-phase flow, while an almost identical vortex shedding form
exists in in-phase flow.

4.2. Fluid Force Coefficients

Figure 15a,b shows the mean and fluctuating drag force coefficients of the three
cylinders, respectively. When L/D = 1.1, the drag forces on the downstream cylinders are
identical and significantly greater than on the upstream cylinder. When L/D = 1.2 − 1.4,
two distinct drag force coefficients were obtained for downstream cylinders, which suggests
that this L/D belongs to the deflected gap flow regime. As L/D increases, the drag
coefficients for the downstream cylinders remain identical and slowly converge to the drag
coefficient for the flow past the single cylinder. It is worth noting that at L/D = 2.5, which
belongs to the early onset of in-phase flow, the drag coefficient suddenly increases. The Cd′
shows similar characteristics with Cd as shown in Figure 15b.
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Figure 15. Variations of mean force coefficients and fluctuating force coefficients with different
L/D: (a) time mean drag force coefficients; (b) fluctuating drag force coefficients; (c) time mean of
lift force coefficients, green line means the sum of two downstream cylinders; (d) fluctuating lift
force coefficients.

Figure 15c,d presents the mean and fluctuating lift force coefficients for different L/D,
respectively. At L/D = 1.1, Figure 15c illustrates that there is a strong repulsive force
between the two downstream cylinders. It is due to the existence of a pressure difference
between the gap side and free-stream side of the downstream cylinders, which can be
shown distinctly in pressure distributions in the middle section of Figure 14a. As shown
in Figure 14a, in the case of downstream cylinder B, for example, the negative pressure
zone on its free-stream side is shifted forward, while the negative pressure zone on its gap
side is shifted back, which results in an upward lift force. When L/D = 1.2–1.4, the sum
of two downstream cylinders lift force coefficients, which is presented by the green line,
is not zero, and the absolute value of the sum lift coefficient decreases with the increase
of L/D. The direction of the sum lift coefficient is opposite to the direction the deflected
flow is biased towards. When L/D > 2.3, there is a weak attractive force between the
downstream cylinders. As L/D goes to 3.5, the lift force coefficients of all cylinders is close
to zero, which fits the scenario of a single cylinder. As shown in Figure 15d, similarly to
the Cd′, the downstream cylinders undergo a higher Cl′ than that of the upstream cylinder.
At L/D = 1.1, Cl′ of the downstream cylinder reaches a maximum. At L/D = 1.2–1.4,
the downstream cylinder with a wider wake has a larger Cl′. As L/D increases, Cl′ of
the downstream cylinders decreases. Similarly to the Cd and Cd′ distributions, Cl′ of
the three cylinders increases abruptly at L/D = 2.5 and then decreases gradually back
to be consistent with that of a single cylinder. We regarded that the special phase lag
between all three cylinders at L/D = 2.5 causes the higher C̄d, Cd′, and Cl′. A phase lag
of 0π occurring at the early period of the in-phase flow regime enriches the shedding of
vortices. The observation of fluid coefficients suggests that the interactions among the three
cylinders is apparently strong at single bluff body flow, deflected gap flow, and the start of
in-phase flow.
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Figures 16 and 17 show the time history curves of Cd and Cl at several critical L/Ds
for each flow pattern, respectively.

Figure 16. Time histories of Cd of cylinders in different flow pattern regimes.

Figure 17. Time histories of Cl of cylinders in different flow pattern regimes.

It can be seen that the values of both drag and lift fluctuations for the upstream
cylinder are smaller than those for the downstream cylinders. When L/D < 2.3, the reason
for the lift fluctuations in the cylinder A is the motion of the shear layers, but for cylinders
B and C, it is the vortex shedding. It is worth noting that at L/D = 1.1, Cl curve of the
downstream cylinders has some certain periodicity. The period (T = 0.4325s) illustrated
in Figure 17a, which is related to the time interval between the two minimum values of
cylinder B and also the two maximum values of cylinder C, corresponding to St = 0.05,
can be found in Figure 18a in the next section as the main frequency of cylinders B and C at
L/D = 1.1.

This low frequency is due to the developmentally restricted shear layers of cylinder A.
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Figure 18. Power spectral density (PSD) of Cl of each cylinder at different L/D.

4.3. Vortex Shedding Frequencies

Figure 19 presents the lift coefficients power spectral density of three cylinders at
various L/D, respectively. The Strouhal number St is defined as f D/U0. At L/D = 1.1, the
spectra of downstream cylinders are broad-banded. A dominant frequency of St = 0.053
can be identified for the three cylinders. In addition, a second harmonic frequency of
St = 0.701 occurs. It can be attributed to the interactions of shear layers generated at
cylinder A with those from the front side of cylinders B and C. The existence of a second
harmonic frequency at low L/D at Re = 3 × 106 is consistent with that for low Reynolds
numbers (100 − 300) by Chen et al. [21]. At L/D = 1.2, 1.3, only one spectral peak
is identified in the upstream cylinder, St = 0.67 and St = 0.425, respectively. While
downstream cylinders’ power spectral density has multiple peaks and the corresponding
power of these peaks are at similar values, illustrating that drastic vortex interaction
exists. In contrast to the biased-gap flow pattern found for two cylinders placed side
by side [7], which led to the observation that a wider wake cylinder has a lower vortex
shedding frequency than the narrow wake cylinder, the dominate frequency of the two
cylinders with either wide or narrow wake has the same value. This could be because
of the presence of cylinder A. As L/D increases to 1.4, dominant frequency, St = 0.319,
occurs at the downstream cylinders. This implies that the interaction between the shedding
processes weakens as the gap space is greater. However, as displayed in Figure 7e,f, the
gap flow at L/D = 1.4 still has a tendency of bias towards cylinder C. It demonstrates
that L/D = 1.4 is a critical spacing ratio from deflected gap flow to anti-phase flow. As
L/D increases, the St of all cylinders gradually approach that of the flow past a single
cylinder. When L/D = 3.5, all cylinders have the same frequency (St = 0.383), which is
equivalent to that of a single cylinder. This indicates that the disturbance becomes very
weak and that each vortex shedding behind every cylinder behaves like the flow past a
single cylinder. Furthermore, it is notable to highlight that the power density is much
higher at the dominant frequency when L/D = 2.5. This implies that the vortex shedding
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at these frequency is pronounced. This observation is in accordance with the discontinuous
jump in C̄d, Cd′, and Cl′ mentioned in the previous section, as shown in Figure 15.

Figure 19. Strouhal numbers of three cylinders at different L/D.

The fluctuation of St with L/D is seen in Figure 13. As for the situations with multi-
peak spectral densities, the frequency with the largest power density is collected. It is worth
noting that cylinders B and C have the same dominant frequency at all L/D; nevertheless,
only one set of data is shown for clarity. The St of three cylinders is equal in single bluff body
flow, in-phase flow, and co-shedding flow. It reaches the minimum value at L/D = 1.1. In
the in-phase flow regime, the value of St is 0.340, which is 88.7% of that for a single cylinder.
In the co-shedding flow regime, St equals that for a single cylinder, demonstrating that
L/D = 3.5 is a crucial spacing ratio of the two flow regimes.

Figure 20 presents the time-averaged pressure distributions of the three cylinders
in different flow regimes, where the pressure distribution C̄p is defined as C̄p = ( p̄ −
p∞)/(0.5ρU2

0), in which p̄ is the time-averaged local static pressure on the cylinder and
p∞ is the reference pressure. For description convenience, some special parameters, Cpst1,
Cpst2, Cpb, Cpm1, and Cpm2 are defined first, as shown in Figure 21. Cpst1 and Cpst2 are the
pressure coefficients at the upper and lower stagnation points, θpst1 and θpst2, respectively.
Cpb is the base pressure coefficient at θ = 180◦. Cpm1 and Cpm2 are the minimum pressure
coefficients at the upper and lower sides, respectively. θpst1 and θpst2 are the corresponding
θ of Cpm1 and Cpm2.

As shown in Figure 20a, in the single bluff body flow regime, the base pressure of
the upstream cylinder increases compared to that of a single cylinder due to the block-
age effect. Stagnation points of downstream cylinders are pretty obvious (θpst1 = 6.94◦,
θpst2 = 353.06◦). The base pressure of upstream cylinder has two minimal values in the
local area, located at 150◦ and 210◦. Meanwhile, two local minimum pressure coefficients
occur at 30◦ for cylinder B and 330◦ for cylinder C. Those arrestive minimal values occur at
the positions where cylinder A is closest to cylinders B and C, respectively. The pressure
coefficients of downstream cylinders both have a decrease at the gap-side area, and are
nearly mirror-symmetric about θ = 180◦. For the deflected gap flow shown in Figure 20b,
the pressure coefficients of downstream cylinders become asymmetrical because of the jet
flow bias towards cylinder C. In addition, stagnation points of downstream cylinders are
slightly smaller (θpst1 = 4.49◦, θpst2 = 355.55◦). As L/D increases into the anti-phase flow
regime, the base pressure of the upstream cylinder turns into negative because the blockage
effect becomes weak. Cpm1 of cylinder A is smaller than Cpm2 of cylinder B, while the
opposite condition happens on cylinder C. This is because the flow velocity on the gap side
is greater than the flow velocity on the free-flow side. When L/D goes into the in-phase
flow regime, stagnation points of downstream cylinders, θpst1 and θpst2, become zero. In
the co-shedding flow regime, the pressure coefficient distributions of all the cylinders are
similar with that of a single cylinder.
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Figure 20. Time-averaged pressure coefficient distributions on surfaces of the cylinders at differ-
ent L/D.

Figure 21. Sketch diagram of special parameters analyzing the pressure coefficient distribution.

4.4. Separation Angles

The separation angles of three cylinders are collected in Figure 22, and they are
determined by C f . Because the flow separation points of cylinder A are symmetrical on
the upper and lower sides, only one is shown here for convenience. As shown, when
L/D = 1.1, the separation points on the upstream cylinder, with black square symbol, is
lower than that of a single cylinder. No separation point on the gap-side of the downstream
cylinders (red triangle symbol and blue diamond symbol) is identified, because there is
no regular vortex shedding at the gap. At L/D = 1.2, there is an extremely sharp growth
in the separation point of cylinder A, because the increase of gap space leads to the shear
layers of the upstream cylinder flow through the gap. The separation point of the upstream
cylinder is quite backward because the gap is still small, which limits the separation of
shear layers. As L/D goes up, the separation point of the upstream cylinder moves forward
rapidly, starting to gradually adhere to the value at the single cylinder when L/D = 1.7.
For the separation points on the free-stream-side of cylinders B and C, which are shown as
red circle symbol and blue star symbol, respectively, they are smaller than in the case of
a single cylinder when L/D is small, indicating that the separation position is advanced.
As L/D increases, the separation position gradually leans forward, and when L/D = 1.4,
the separation angle is close to that of single cylinder. For the separation points on the
gap-side of downstream cylinders, they are special in the deflected gap flow regime. When
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L/D = 1.2 and 1.4, the gap-side separation angle of cylinder C is conspicuously large
in contrast to that of cylinder B. This is because at these L/D, the gap flow is deflected
towards cylinder C, resulting in the delayed separation of the shear layers of cylinder C.
The situation is reversed at L/D = 1.3.

Figure 22. Variation of separation angles of cylinders with L/D.

5. Conclusions

The flow past three equilateral-triangular-arranged cylinders is investigated for spac-
ing ratios L/D = 1.1–3.5 at a super-critical Reynolds number Re = 3 × 106. Improved
delayed-detached eddy simulation (IDDES) based on SST k − ω model is utilized to solve
the flow field. With the aim to better understand the fluid dynamics of the configuration
of three cylinders, the spanwise vorticity (ωz), force coefficients, and its RMS, Strouhal
numbers (St), and pressure distribution (Cp) are discussed. The following is a summary of
the conclusions:

(i) Five flow regimes are identified depending on the spacing ratios, i.e, single bluff body
flow (L/D = 1.1), deflected gap flow (L/D = 1.2–1.4), anti-phase flow (L/D = 1.5–2),
in-phase flow (L/D = 2–3.5), and co-shedding flow (L/D > 3.5).

(ii) When in deflected gap flow, the downstream cylinder with a wide wake experiences
lower drag and higher lift (absolute value and RMS), compared to the cylinder with
narrow wake. However, their vortex shedding frequencies are identical. In addition,
the sum of lift forces of the three cylinders at the deflected gap flow is not zero, either
a positive or negative lift may exist.

(iii) When L/D < 1.5, the separation points on the free-flow-side of the downstream
cylinders are always lower than that of the single cylinder, indicating that the violent
flow at the gap also causes the flow separation on the outer side of the cylinder to
advance. When L/D > 3.5, the separation point of the cylinder in upper stream
is close to that of single cylinder, indicating that the minimum L/D for negligible
interaction among the cylinders is 3.5.

In conclusion, in this paper, we systematically study the characteristics of different
flow regimes of three cylinders with equilateral-triangular arrangement. Fluid forces,
flow patterns, vortex shedding frequencies, phase differences, and wake interactions are
discussed in detail. Compared with previous studies, this paper focuses on the super-critical
Reynolds number regime and a more detailed L/D division is completed. The results of
this paper deepen the understanding of the fluid interference of flow past cylinders.
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Abstract: The study of intermolecular interactions between ethanol (E-OH), cinnamaldehyde (CAD)
with anionic surfactant sodium dodecyl sulfate (SDS) in non-aqueous media has been examined by
utilizing conductometric and spectroscopic techniques. The critical micelle concentration (CMC)
values have been determined. The experimental conductance data were analyzed against temperature
and concentration using standard relations. The pseudo phase separation model has been adopted to
calculate various thermodynamic parameters like standard free energy, ΔG◦

mic, enthalpy, ΔH◦
mic, and

entropy, ΔS◦mic, of micelle formation. Fourier transforms infrared analysis (FTIR), and Fluorescence
spectra were taken out to assess the possible interactions prevailing in the micellar systems. The
findings demonstrated that the presence of SDS, and the composition of CAD + ethanol might
affect the thermodynamic parameters. The discrepancy in these parameters with the surfactant
concentration or with the temperature change indicates the manifestation of different interactions
prevailing in the studied systems.

Keywords: ethanol; CAD; thermodynamic parameters; CMC; hydrophobic–hydrophobic interactions;
FTIR analysis

1. Introduction

The studies of interactions between surfactants and bioactive molecules are of enor-
mous importance because of their applications in biological systems, pharmaceuticals, and
biotechnological processes [1,2]. Surfactants are fascinating compounds because of their
amphiphilic nature, hence they possess both hydrophilic and hydrophobic characteristics in
the same mixtures and have soluble properties in polar and non-polar solvents [3]. Surfac-
tants have the ability to form aggregates at a particular concentration in both aqueous and
non-aqueous media. The concentration, at which the aggregation originates, is known as
critical micelle concentration [CMC], and the aggregate is called a micelle. The phenomenon
of aggregation in molecules incorporates both attractive and repulsive interactions. The
nature of hydrophilic and hydrophobic moieties determines how bio-active compounds
interact during formulation, agrregation and biological point of view in drug –surfacatnt
interactions. Because of the presence of substituents on the hydrophobic core or variations
of hydrocarbon chain length, it is evident that in solution systems, the behavior of such
molecules can be varied [4].

To understand the intermolecular interactions of SDS in CAD + E-OH mixtures, we
determined several physicochemical characteristics. The prevailing molecular interactions
and micelle growth at particular concentrations are interpreted using different techniques
such as conductivity, surface tension, refractive index, Uv-Visible spectroscopy and fluo-
rescence [5]. However, we use conductivity and spectroscopic methods in this study; SDS
was chosen because it is widely known for its ability to create micellar solutions. SDS is
amphiphilic and features a 12-carbon tail connected to the sulfate group. It is said to be
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more effective than urea and guanidine hydrochloride at denaturing proteins. Because of its
high foaming properties, ease of accessibility, and low production cost, SDS is considered
the best option. SDS has numerous biological functions, including antibacterial and skin
cleaning effects [6]. It is well-documented that the interaction due to the presence of an
oxygen group acts as both an acceptor and a donator [7]. In this work, SDS is chosen to
quantify the impact of various solution environments on physical characteristics in the
continued development of innovative drug delivery systems, including micellar solution.

On the other hand, cinnamaldehyde [CAD] is a liquid aldehyde derived from the bark
of Cinnamomum trees, a naturally occurring flavonoid often used as a natural flavoring
and fragrance agent in the kitchen and industry [8]. In addition, CAD is believed to have
various beneficial properties, for instance antimicrobial [9], antioxidative [10], and inhibit-
ing antiapoptotic [11] properties. CAD is found to protect against gram-positive/negative
infection [1], diabetes [12], gastric ulcer [13], cardiomyopathy hypertrophy, [14] brain I/R
injuries [15]. Cinnamaldehyde (CAD) is a representative substrate containing the carbonyl
and vinyl groups simultaneously. It is worth mentioning, that the proposed work was
designed to increase the solubility of hydrophobic CAD and to encapsulate the CAD
molecules via micelles to offer protection against degradation. However, here we study
the possible molecular interaction and micelle formation between CAD molecules in SDS
ethanol mixed media. This study has further applications in drug delivery vehicles as
an encapsulated micelle formulation, and is expected to improve cellular uptake with
reduced side effects. However, the slight solubility of CAD in water restricts the study of
interactions in aqueous media. Meanwhile, ethanol, a polar solvent self-associated through
hydrogen bonding, is expected to interact strongly with other fluids by hydrogen-bonding,
and was preferred in the present study. Thus, it would be interesting to make a comparison
of the micellar properties of SDS in pure ethanol mixtures and in ethanol–CAD mixtures.

CAD is usually used as a flavoring agent, as well as a fragrance agent in global
market like cosmetics, soaps, detergents, deodorants, shampoos, etc. [10–15]. Thus, it
is essential to develop a simple, sensitive and selective analytical approach to detect
the interaction properties of CAD. So, overwhelmed with its multiple applications in
the diverse field, this work proposed a simple technique to interpret possible molecular
interactions of CAD with surfactant in ethanol media using critical micelle concentration of
SDS and spectroscopic techniques. Conductivity and thermodynamic empirical equations
at different temperatures were used for molecular interaction parameters analysis.

In the present study, we evaluate the micelle formation of sodium dodecyl sulfate (SDS)
with CAD molecules in ethanol media by conductometric, and spectroscopic methods. It is
worth observing the effect of aggregation in bioactive molecules. Interestingly both SDS
and CAD have different polarity regions with hydrophilic and hydrophobic substitutional
groups of corresponding characteristics. Thus, it is meaningful to inspect the process of
surfactant aggregation in a non-aqueous media.

2. Experiment

2.1. Materials

Ethanol E-OH 99% (Sigma–Aldrich, St. Louis, MO, USA) was used without further
purification. Cinnamaldehyde (CAD) with preeminent quality was purchased from Sigma
Life Sciences (Sigma-Aldrich) and kept under low temperature before use. The sodium
dodecyl sulfate (SDS) was purchased from Friedmann Schmidt chemicals, purity 95% as
reported by the vendor. The chemicals were dried in vacuum over P2O5 for about 72 h at
room temperature.

2.2. Methods
2.2.1. Stock Solution Preparations

The stock solutions of CAD 0.05 m (mol kg−1) in ethanol were prepared by stirring
the solution mixture for about 8 h at room temperature. Samples of 0.001, 0.002, 0.003,
0.004, 0.005, 0.006, 0.007, 0.008, 0.009, 0.010, 0.011, 0.012, 0.013, 0.014, 0.015, 0.016, 0.017,
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0.018 and 0.019 m SDS solutions were prepared for the experimental investigations. An
electronic balance Shimadzu AY220, Japan, with precision of ±0.0001 g, was used for
weighing the freshly prepared samples. The appropriate arrangements were made for
storage for all concentrations to avoid evaporation. Moreover, the chemicals used were
systematically described by their chemical structures: (a) sodium dodecyl sulfate (SDS),
(b) Cinnamaldehyde (CAD), and (c) ethanol, shown in Figure 1.

Figure 1. Chemicals and their respective 3D chemical structures of (a) sodium dodecyl sulfate,
(b) cinnamaldehyde and (c) ethanol, respectively.

2.2.2. Conductivity Measurements

A digital conductivity meter (PC 510 Bench/Conductivity Meter, EUTECH Instru-
ments) was used to determine the conductance of each sample. The conductivity meter was
calibrated before measuring the conductance of the solutions using standard solutions of
0.01 and 0.10 N KCl (purity > 99%) prepared in doubly-distilled water, with a conductivity
of 1413 μS/cm at 298.15 ◦K. The temperature of the water bath was maintained at a con-
stant level for each measurement. To achieve thermal equilibrium and record conductivity
data, the electrode assembly with glass tube was submerged in each sample solution. The
conductivity measurements have a measurement error of 0.5%.

2.2.3. Fluorescence Measurement

To evaluate the interaction of cinnamaldehyde (CAD) and SDS, a fixed volume of
ethanol solvent was separately mixed to dilute the solution. Each sample was incubated
for five minutes at room temperature and then fluorescence spectra (Shimadzu RF-6000,
Spectrofluorophotometer, Kyoto, Japan) were recorded at the excitation wavelength of
295 nm. For different detection range assessments, various sets of solutions of fixed volume
were prepared by mixing ethanol. The fluorescence spectra were measured in a range
from 200 nm to 400 nm after using an excitation wavelength of 295 nm. Every set of
sample solution fluorescence emission spectra was recorded three times and evaluated.
Cinnamaldehyde (CAD) quenched the maximum fluorescence intensity of SDS-ethanol
that is further finely fitted in the Stern–Volmer equation, hence it is used in clinical science
as an anticancer agent, stomachic, antipyretic and antiallergic drug [16]. The cinnamalde-
hyde (CAD) acts as a quencher to determine the sample mixture’s binding constant (Kb).
Furthermore, the interaction between the micellar solution of SDS and CAD with ethanol
was also studied.

2.2.4. FTIR Measurement

A liquid-sample-based Fourier transform infrared (FTIR) spectrometer (Nicolet iS10,
Thermo Fisher Scientific, Waltham, Mass, USA) was used to evaluate the interaction of CAD
and SDS during pre- and post-micelle formation in an ethanol system. All measurements
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were carried out using an attenuated total reflectance (ATR) accessory with a resolution
of 4 cm−1, and 15 scans of each sample were performed. A hardware specification of a
flow-rate top plate fitted with a 421 ZnSe reflection crystal and a depth of penetration of
2 mm was used for spectral analysis.

2.3. Calculation of the Thermodynamic Properties of Micellization

The pseudo-phase separation model was used to interpret the thermodynamic pa-
rameters. As a result, the standard free energy of micellization can be calculated using the
following Equations (1)–(6):

ΔG
◦
m = (2 − β)RT ln Xcmc (1)

where, Xcmc is the cmc values expressed in mole fraction, β, is the degree of ionization of the
micelles obtained by the ratio of two linear segments of conductivity (SDS + -E-OH) and
(SDS + E-OH + CAD) plots above and below cmc values [16]. The other thermodynamic
properties for instance enthalpy, ΔH

◦
m and entropy, ΔS

◦
m of micellization can be evaluated

from the fundamental thermodynamic equations as:

ΔH
◦
m = RT2(2 − β)

d ln Xcmc

dT
(2)

ΔS
◦
m =

ΔH
◦
m − ΔG

◦
m

T
(3)

where, d ln Xcmc
dT values fitted to a polynomial function with the values of d ln XcmcΔT as:

ln Xcmc = a + b(T/K) + c(T/K)2 (4)

where, a, b and c are the polynomial constants, and the above equation can also be expressed as:

ln Xcmc

dT
= b + 2c(T/K) (5)

Further, the results obtained from the above thermodynamic Equations (1)–(5) and the
values presented in Table 1, provides the values of cmc, ln Xcmc, β, ΔG

◦
m, ΔH

◦
m, ΔS

◦
m and

TΔS
◦
m, respectively.

Table 1. The thermodynamic parameters of micellization at different temperatures (298.15 K to 318.15
K) for SDS + E-OH and SDS + E-OH + CAD, respectively.

T (K) CMC (M) α
ΔG

◦
m

(kJ mol−1)
ΔH

◦
m

(kJ mol−1)
ΔS

◦
m

(J mol−1 K−1)
TΔS

◦
m

(J mol−1 K−1)

SDS + Ethanol

298.15 0.00822 0.65 −29.51 −13.06 0.055 16.9051

303.15 0.00881 0.64 −29.88 −13.56 0.054 16.3701

308.15 0.00939 0.60 −31.16 −14.47 0.054 16.6401

313.15 0.00995 0.59 −31.68 −15.05 0.053 16.5969

318.15 0.01073 0.56 −32.50 −15.83 0.052 16.5438

SDS + Ethanol + Cinnamaldehyde

298.15 0.0120 0.76 −22.99 −1.72 0.071 21.1686

303.15 0.0122 0.73 −23.74 −2.68 0.069 20.9173

308.15 0.0125 0.71 −24.49 −3.74 0.067 20.6460

313.15 0.0127 0.69 −25.32 −4.90 0.065 20.3547

318.15 0.0129 0.66 −26.15 −6.17 0.063 20.0434
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3. Results and Discussion

3.1. Conductometric Study

Electrical conductivity techniques determine the interaction and association of molecules
in diverse fluid systems [17,18]. In the current study, two sets of conductivity tests were
performed to evaluate the interaction behavior and affiliation of different molecules in
the component systems. The conductance was measured as a function of SDS in the
presence of ethanol (Figure 2) and SDS in presence of CAD + ethanol in the concentration
range of 0.001 to 0.020 mol kg−1 at 298.15, 303.15, 308.15 and 313.15 K and are presented
in Figure 3. The intersection of straight lines above and below the breaking points of
conductance (κ) against surfactant concentration at different temperatures acquired the
CMC values. The values of CMC for SDS in pure ethanol solutions are presented in Table 1.
The data given in Table 1 presents the minimum value of CMC verses temperature curve
for SDS + ethanol system at lower temperature (298.15 K). The CMC of SDS rises from
298.15 to 313.15 K as the temperature rises. The influence of temperature on CMC has been
shown to be system dependent [19]. Depending on the type of solvent solution employed,
the micellization process might either be instantaneous or sluggish [20]. In the instance
of the SDS in CAD + ethanol solution, the specific conductivity values gave a distinct
breakpoint suggesting instantaneous micellization.
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Figure 2. Specific conductance of SDS in ethanol at different temperatures.
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Figure 3. Specific conductance of SDS in cinnamaldehyde + ethanol at different temperatures.
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However, In Figure 3, CMC values increase when CAD is introduced into the system,
and the micellization process observed is different. CAD molecules are insoluble in an
aqueous medium so we conducted the experiment using an ethanol medium. Ethanol
acts as a structure-breaking solvent which causes the destruction of the inherent H-bond
association of CAD and SDS. The incorporation of CAD molecules with SDS molecules
resulted in slower micellization. This slight change in CMC values in the (SDS in CAD
+ Ethanol) system in Table 1 reveals that an addition of CAD molecules led to an effect
on the types of interactions occurring in the system. However, micellization is delayed
when CAD is added, which can be explained by the presence of an aromatic ring in the
CAD’s structure, which may establish a fine balance of hydrophobic interactions between
SDS’s long hydrocarbon tails and repulsive interactions between the ionic head groups.
In the presence of CAD, a delay in CMC values was reported. The values of CMC rise
as the temperature rises. Due to the existence of various components in the mixture, the
effect of temperature on the magnitude of the CMC values of surfactant was frequently
examined. The disruption of the ordered molecules surrounds the surfactant’s hydrophobic
groups at higher temperatures. Furthermore, it is advantageous that at higher temperatures,
thermal motion increases, resulting in de-micellization due to the distraction of the micelle’s
palisade layer, which increases the CMC of the surfactants [21]. This is due to the fact that
when the temperature rises, the high solubility of hydrocarbons stabilizes the surfactant
monomers, preventing micelle formation, resulting in a larger SDS CMC [22].

The evaluations of the thermodynamic parameters of the pseudo-phase separation
model were deduced from various thermodynamic micellization equations as described
above. The Gibbs free energy of micellization, ΔG

◦
m, entropy of micellization, ΔS

◦
m and

enthalpy of micellization, ΔH
◦
m are worth applying to understand molecular interaction and

are also the core concepts behind the process of micellization [23]. Furthermore, the data
obtained from the thermodynamic parameters are useful for determining the influence of
environmental and structural contributions to CMC values, as well as observing the effects
of novel structures and environmental deviations in the presence of various components.

Meanwhile, in an ionic surfactant it has been stated that the values of ΔG
◦
m lie in the

range from −23 to −42 kJ mol−1 at 298.15 K [24]. It was noted that the values −29.51 kJ mol−1

for SDS in ethanol and −22.99 kJ mol−1 for SDS in cinnamaldehyde + ethanol at the cor-
responding temperature lie in the reported range. There were more negative values of
free energy of micellization, ΔG

◦
m in SDS with -E-OH mixtures than SDS + E-OH + CAD

mixtures at all temperature from 298.15 to 313.15 K, observed experimentally. Moreover,
the free energy of micellization ΔG

◦
m examined in Table 1 is negative for both systems at

all temperature from 298.15 to 313.15 K. Therefore, the values of ΔG
◦
m of micellization are

more for the SDS +E-OH system than in the SDS + E-OH + CAD system. This signifies
the readiness and thermodynamically more spontaneous micellization of SDS with the
E-OH mixture than the SDS + E-OH + CAD mixtures. It was noticed that the values of
ΔG

◦
m increase with an increase in temperature, suggesting that the process of micellizations

in both studied systems was thermodynamically spontaneous. It was recognized that
the desolvation of the hydrophilic groups of the surfactants took place if the ΔGo

m values
declined with increasing temperature [25].

Moreover, the observed increased negative values of ΔG
◦
m with elevated temperatures

are because of the mutual effects of the β and ln Xcmcvalues. The β values increased while
the ln Xcmc values decreased at higher temperatures and vice versa. The reason for the
increased values of β with rising temperature is desolvation of the hydrogen bond which
persisted among the H atoms of –OH groups of ethanol and the polar head groups of
the SDS molecules. Sequentially, the surface charge density and electrostatic repulsions
between head groups of SDS + E-OH + CAD molecules increased more with the elevated
temperatures. Thus, it disfavors the process of micellization with increased temperatures.
Similar to ΔG

◦
m values, the values of ΔH

◦
m are negative for all the systems at all temperatures.

It is worth mentioning that the observed values of ΔG
◦
m, ΔH

◦
m and ΔS

◦
m in E-OH + SDS

were found to be −29.51 kJ mol−1, −13.06 kJ mol−1 and 0.055 kJ mol−1 K−1 at 298.15 K,
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respectively, and for SDS + E-OH + CAD were found to be −22.99 kJ mol−1, −1.72 kJ mol−1

and 0.071 kJ mol−1 K−1, which are much lower than the literature values −39.70 kJ mol−1,
−22.98 kJ mol−1 and 0.06 kJ mol−1 K−1 [26], respectively, of SDS in pure water at the
corresponding temperatures. Lower values of SDS in ethanol than in pure water may be
explained by considering the nature of the solvent (ethanol). The marked difference in the
thermodynamic parameters may be because of the relative permittivity of water (e = 79.99
at 293.15 K) and ethanol (e = 25.02 at 293 K) [27] is expected to affect the thermodynamic
parameters of SDS in these media. The values of standard free energy of micellization
becomes less negative with the addition of CAD which indicates that the micellization
is less favored with the addition of CAD in the SDS ethanolic media. Similar results
have also been reported for the drug chloroquine with SDS in polar aqueous solution,
where ΔG

◦
m, ΔH

◦
m and ΔS

◦
m values were found to be −21.74 kJ mol−1, −3.45 kJ mol−1 and

62.42 kJ mol−1 K−1 at 298.15 K, respectively [28]. The increased negative values of ΔH
◦
m

and the decreased positive values of ΔS
◦
m (Table 1) weaken the hydrophobic interactions

between the SDS and CAD molecules. In contrast, the electrostatic interactions become
stronger with rising temperatures. The values of ΔH

◦
m are believed to derive from the

interactions of electrostatic, hydrophobic, or polar head group hydrations and because of
the counter ion micelle bindings. Moreover, the investigated TΔS

◦
m values are much higher

in magnitude as compared to the ΔH
◦
m values. Hence, this indicates micellization is entropy

driven, having the potential for hydrophobic groups of surfactants to orient themselves to
the interior of micelle core from the bulk solvent [29]. Behind the possibility of micellization
is the tendency of structure-breaking E-OH to act as a solvent on the surfactant (SDS)
molecules. This may be possible because of the higher freedom of hydrophobic chains in
the vicinity of the nonpolar interior of micelles than in the solvent environment [18,30].

3.2. Fluorescence Spectra Behaviour of Cinnamaldehyde (CAD) in SDS-Ethanol Media

Cinnamaldehyde (CAD + ethanol + SDS) exhibits the maximum fluorescence emis-
sion at 310 nm. The maximum emission was shown between 300–400 nm for SDS in
ethanol + CAD. The study was further inferred by utilizing specified sets of parameters,
such as to investigate the fluorescence intensities in a region before and after micelliza-
tion [30]. The pre-micellar region of SDS with varying concentration in CAD + ethanol
was inferred as depicted in Figure 4. In addition, it was observed that after a certain point
i.e., 0.012 m concentration of SDS with CAD in ethanol, a linear decrease in fluorescence
intensity with decreasing concentrations was attained. The observed results are believed
to be due to the presence of more SDS monomers in the surfactant micellar system which
further modifies monomer interactions in aggregates, thereby alter the fluorescence inten-
sities in the premicellar and postmicellar region. In premicellar region, CAD molecules
possibly interact onto the surface of SDS via hydrogen bonding between the head group
of SDS and substitute (H-C=O) groups of CAD molecules resulting in aggregates rather
than micelles. In other words, with an increase in the concentration of SDS molecules to
CAD in an ethanol solution, more aggregates are possibly formed leading to increase in
fluorescence intensities up to a concentration i.e., critical micellar concentrations (CMC).
In addition, at the micellar region a sudden jump was observed in fluorescence intensity,
leading to a constant decrease in fluorescence intensities, with an increase in the concen-
tration of SDS with CAD in ethanol media. However, in the post-micellar concentration
another rearrangement occurs between the SDS monomers and drug molecules in ethanol
media. The maximum fluorescence intensity was observed at 0.019 m concentration in the
post-micellar region as depicted in Figure 5. Micellar systems consisting of a surfactant and
an additive such as an organic compound usually self-organize as a series of worm-like
micelles that ultimately form a micellar network. The nature of the additive influences
micellar structure and properties such as aggregate lifetime. CAD molecules show π–π
stacking interaction that somewhat segregates into SDS micelle at higher micellar concen-
trations [29,30]. It is believed that at higher micellar concentrations, the hydrogen bonding
forces onto the surface between CAD and SDS monomers become more favorable and
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organize as micelle assemblies in comparison to the sole structural forces of the solvent i.e.,
ethanol molecules. In addition, the hydrophilic counterpart of the CAD molecules does not
intervene in the micellar growth. Therefore, the fluorescence quenching of SDS with the
cinnamaldehyde is mainly achieved by photo-excited electron transfer between the micelles
of SDS and cinnamaldehyde molecules, and the process is thermodynamically feasible
with a ΔG value of −4.30 × 104 kcal mol−1. The maximum fluorescence intensity of SDS is
quenched gradually with the cinnamaldehyde in ethanol and the quenching efficiency of
CAD can be finely fitted with the Stern–Volmer equation. Fluorescence measurement offers
the information about the binding process during the self-aggregation process of SDS in
the CAD-ethanol system. The fluorescence spectra of the observed pre- and post-micellar
regions are shown in Figures 4 and 5 at maximum fluorescence excitation (λex 295 nm). The
fluorescence intensities increase in the pre-micellar region whereas with the increase of
SDS concentration the intensities decrease steeply resulting in the fluorescence quenching.
Quenching can appear as a result of micellization depicting the role of hydrophobic interac-
tion in the binding of molecules with the micelles. Fluorescence quenching is the decrease
of the quantum yield of fluorescence from a fluorophore induced by a variety of molecular
interactions with quencher molecules [31]. Therefore, the fluorescence data below the CMC
and above the CMC are well fitted in the Stern–Volmer equation as given below:

F◦

F
= 1 + Kqτ◦ [Q] = 1 + KSV [Q], (6)

where, F◦ and F are the fluorescence intensities in the absence and presence of quencher,
respectively. A linear regression plot is drawn between the F◦/F against the molarity
of varying concentration of the quencher [Q] (Figures 6 and 7). Ksv is the Stern–Volmer
constant, and its values are listed in Table 2. Below the CMC, the plot is linear, showing
lower value of Ksv than in the post-micellar region, i.e., above the CMC, suggesting that
the micellization is controlled by the dynamic quenching mechanism rather than the static
mechanism. Kq is the quenching rate constant, and the values are evaluated by using
Equation (6) [32] in the following form:

Kq =
KSV
τ◦ (7)

where, τ◦ is the average lifetime of the fluorescent molecule with the value (10−8 s−1), and
the Kq values estimated from Equation (7) are presented in Table 2. Hydrophobicity of
the SDS molecule in the pre- and post-micelle regions has a significant influence on the
binding constant, and the equilibrium between free and bound molecules is given by the
Equation (8) [32].

Log10
F◦ − F

F
= log10 Kb + n log10 [Q] (8)

where, Kb is the binding constant and n is the binding sites, and the value of Kb and
n is obtained from the intercept and slope of the linear regression plot between log10
((F◦ − F)/F) versus log10 [Q] below and above the CMC. The values are shown in Table 2.
The higher value of Kb above the CMC than the binding constant below the CMC is positive
evidence of the hydrophobic interaction. The observed comparatively lower fluorescence
intensities in pre-micellar concentrations occurred after the repulsive electrostatic forces
and dipolar interactions between CAD and SDS molecules in the ethanol medium, in
turn resulting in a reduction of the fluorescence intensities. In addition, at pre-micellar
concentrations, the partitioning of drug molecules has maximum probabilities as more
forces are prevailing to form fewer aggregates in comparison with the micellar region
hence, hydrophobic forces are predominating major driving force for micellization in the
micellar region.
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Figure 4. Fluorescence intensities (FI) versus wavelength for pre-micellar concentrations of SDS in
CAD + E-OH.

Figure 5. Fluorescence intensities (FI) versus wavelength for post-micellar concentrations of SDS in
CAD + E-OH.

By knowing the binding constant of SDS with the CAD-ethanol system below and
above the CMC, thermodynamic parameter free energy change (ΔG◦) can also be evaluated
easily in the surfactant transition process of monomer to micellar phase by the following
equation [32]:

ΔG
◦
= −RTln Kb (9)

The obtained negative values of free energy change (ΔG◦) (listed in Table 2) sig-
nify the SDS thermodynamic stability and governs the binding process favoring the
micellization process.
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Figure 6. Stern–Volmer plot of interaction of SDS in the CAD-ethanol system at 298.15 K below CMC.

Figure 7. Stern–Volmer plot of interaction of SDS in CAD-ethanol system at 298.15 K above CMC.

Table 2. Stern–Volmer quenching constants (Ksv), quenching rate constant (Kq), binding constants
(Kb), number of binding sites (n), and Gibbs free energy (ΔG◦) for the interaction of cinnamaldehyde
(CAD) in SDS-ethanol media at 298.15 K temperature.

(Measured at λex 295 nm) Below CMC Above CMC

Ksv (103 M−1) 4.19 7.68

Kq 4.5 × 1010 3.3 × 1015

Kb (M−1) 4.51 × 102 3.34 × 107

n 1.22 4.38

ΔG◦ (104 kJ mol−1) −1.51 −4.30

3.3. FTIR Analysis of CAD + SDS + E-OH Media

The FTIR analysis was inferred to interpret the possible interactions in an ethanol
medium between the cinnamaldehyde (CAD) and sodium dodecyl sulphate (SDS) molecules.
The presence of different substitutions with their available surrounding environment be-
tween different molecules influences molecular interactions in their aqueous media [33].
Hereby, we determined the possible existing molecular interactions between the CAD
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and SDS as deduced from both the structural information of pure CAD, pure SDS, and
varying concentrations of CAD + SDS in an ethanol medium as depicted in Figure 8. Some
of the observed essential peak intensities were lower, which confirms the existence of
major functional groups of pure cinnamaldehyde. The intensities at 3062.6 cm−1 and
3026.7 cm−1 are attributed to presence of -C-H structuring vibrations and aromatic C–H
bond structuring vibrations, 2814.5 cm−1 and 2742.6 cm−1 are because of –CH2 struc-
turing vibrations, and the presence of peak intensities within the range of 1648 cm−1 to
1746 cm−1, such as 1713.0 cm−1, 1667.8 cm−1, and 1619.7 cm−1 are corresponding -C=O
vibrations; the presence of peak intensities between 1463 cm−1 and 1627 cm−1, such as
1495.7 cm−1 and 1574.5 cm−1, are attributed to aromatic ring –C=C structural structuring
vibrations. Meanwhile, C=C of aromatic ring vibrations were observed at 687.5 cm−1; the
presence of these peak intensities is attributed to pure cinnamaldehyde (Figure 6 (b; black
line)) [34]. In addition, the major peak intensities as observed at 3324.6 cm−1, 2971.6 cm−1,
2926.4 cm−1, 2881.2 cm−1, 1085.8 cm−1, and 1015.2 cm1, respectively were observed in
the pure spectrum of SDS molecules as depicted in Figure 6 (c; red line). Observed peak
intensity at 3324.6 cm−1 was assigned to the -O-H structuring vibrations modes, 2971.6,
2926.4, and 2881.2 cm−1, which are attributed to the presence of asymmetric and symmetric
structuring vibration modes of C-H aliphatic carbon chains [35]. In addition, the observed
peak intensities at 1085.8 and 1015.2 cm−1 are assigned to the corresponding S-O and S=O
structuring vibrational modes respectively [36,37]. Based on the pre- and post-micellization
concentrations of the FTIR analysis of combined CAD + SDS in ethanol solution as de-
picted in Figure 6 (F; cyan line and G; pink line), we observed the disappearance of CAD
peak intensity at 1667.6 cm−1 (i.e., presence of -C=O vibrations), and also the observed
lengthening of -O-H structuring vibrations at 3324.6 cm−1 towards the higher frequency,
i.e., 3327.0 cm−1 in mixed CAD + SDS, emphasizing the possible hydrogen bond interaction
in the mixed ethanol medium. The observed results of the FTIR analysis further established
the aggregation of CAD with SDS molecules in the pre-micellar region and the formation
of micelle assemblies. Additionally, in the pre- and post-micellar regions the possible
hydrophobic and hydrogen bonding interaction between CAD and SDS are established
after their function group interactions in an ethanol environment.
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4. Conclusions

The present study was conducted to deduce the possible molecular interaction be-
tween SDS and CAD molecules in an ethanol medium. The result obtained from the
conductivity measurements implies delayed micellization after the molecular interactions
in SDS + E-OH + CAD. The observations established the fine balancing hydrophobic force
between the aromatic ring of CAD molecules and SDS’s long hydrocarbon tails. whereas
repulsive interactions also encounter the ionic head groups. Meanwhile, in SDS + E-OH and
SDS + E-OH + CAD with elevated temperatures, increased thermal motions are quite possi-
ble with the distraction of the micelle’s palisade layer, and in turn results in de-micellization,
as observed with the increased CMC values of surfactant molecules. The values of ΔG

◦
m

of micellization were more for the SDS + E-OH system than in the SDS + E-OH + CAD
system. This signifies the readiness and thermodynamically more spontaneous micelliza-
tion of SDS with E-OH mixture than SDS + E-OH + CAD mixtures. In addition, increased
numerical negative values of ΔH

◦
m and the decreased numerical positive values of ΔS

◦
m

prompt the hydrophobic interactions between the SDS and CAD molecules weaken, while
the electrostatic interactions become stronger with rising temperatures.

Moreover, from fluorescence analysis we believe the hydrogen bonding forces onto the
surface between CAD and SDS monomers become more favorable and organize as micelle
assemblies in comparison to the sole structural forces of the solvent i.e., ethanol molecules.
Furthermore, lower fluorescence intensities were observed at lower micellar concentrations
after the repulsive electrostatic forces and dipolar interactions between CAD and SDS
molecules in the ethanol medium. Our observation of the molecular interaction and micelle
growth was further supported upon an FTIR functional group analysis, from different
peak intensities at varying concentration, in the pre- and post-micellar region. The possible
hydrophobic and hydrogen bonding interactions between CAD and SDS were established
as a regard of consequence of function group interactions in an ethanol medium.
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Abstract: Despite offering promising opportunities for wind energy harvesting in urban environ-
ments, vertical axis wind turbines face limitations in terms of poor starting characteristics. In this
study, we focus on analyzing improvements offered by dual-stage turbines for a range of wind
velocities. Numerical simulations are performed for different phase angles between the rotors (a
measure of relative angular positions of the blades in the two rotors) to quantify the response time
for their starting behavior. These simulations rely on a through sliding mesh technique coupled with
flow-induced rotations. We find that for U∞ = 4 m/s, the phase angles of 30◦ and 90◦ substantially
reduce starting time in comparison to a single-stage turbine. Dual-stage turbines with a phase angle
of 90◦ exhibit similar or better starting behavior for other wind speeds. The phase angle of 0◦ in
double-rotor turbines shows the poorest starting response. Moreover, it is revealed that stabilization
of shear layers generated by the blades passing through the windward side of the turbine, vortex-
entrapment by these rotating blades, and suppressing of flow structures in the middle of the wake
enhance the capacity of VAWTs to achieve faster steady angular speed.

Keywords: wind energy; vertical axis wind turbines; wake dynamics; computational fluid dynamics

1. Introduction

Intensified effects of climate change and implications of greenhouse gas (GHG) emis-
sions have recently accelerated research in the field of alternate energy systems. These
resources are advantageous to existing and conventional energy harvesting and power
generation technologies due to their limited GHG emissions. In this context, enormous
energy can be harnessed from wind through turbines in urban and off-shore environments
for power generation. To this effect, horizontal-axis wind turbines (HAWTs) have gained
popularity due to their capacity for greater power generation. However, vertical axis wind
turbines (VAWTs) provide more promising alternatives in urban environments due to
their small size and better aerodynamic performance at lower wind speeds. VAWTs are
quieter and their omnidirectional performance is suited to high turbulence levels in the
urban setting. There are some design concerns over the performance of these turbines
that require further research. Mainly, Darrieus-type or straight-bladed VAWTs require a
faster self-starting mechanism that does not rely on any external support or excitation.
There exist several definitions in the literature for defining the self-starting phenomenon
in VAWTs [1–4]. For a horizontal-axis turbine, Ebert and Wood [5] suggested that it was
simply necessary to minimize the time taken for blades to reach a reasonable rotational
speed to start loading the generator in order to produce power. According to Kirke [1],
a turbine must generate significant power for the self-starting process to commence ade-
quately. Lunt [2] defined this process for a turbine when it accelerates from a stationary
position to produce usable power output. Moreover, Takao et al. [3] presented a more
appropriate definition for a self-starting turbine without involving vague terms, such as
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usable outputs or significant power. They defined a turbine as self-starting if it accelerated
from a static state and attains a steady-state speed that is greater than the wind velocity.
It means that a turbine should have tip-speed ratio more than one to complete the self-
starting process. Usually, improvements in designs of VAWTs to address this particular
issue drastically impact their power production [6]. Hence, novel techniques are needed for
VAWTs to enhance their self-starting process adequately towards a desired power outcome.

In the literature, various efforts were reported to analyze and hasten the self-starting
of VAWTs. For example, Dominy et al. [7] developed a numerical model with symmetric
NACA-0012 blade profiles to demonstrate that a three-bladed turbine always had a po-
tential to self-start under steady wind flow. Their work also showed that the self-starting
process of a two-bladed VAWT depended on the initial orientations of the blades. Later, a
theoretical framework was developed by [8] using momentum models, and experiments
were also performed to examine the effects of airfoil shape on a vertical axis rotor. Such
momentum-based models were also used to determine virtual camber in VAWTs to correctly
predict their power on very low tip-speed ratios [9]. Worasinchai et al. [10] explained simi-
larities in the aerodynamics of flapping wings and VAWTs. They suggested that utilizing
unsteadiness in the upstream wind by the rotor geometry could enhance thrust generation
by the blades. They also concluded that this exploitation of unsteadiness was essential for
the VAWT to self-start, because the turbine was locked in a certain “dead” regime when
thrust was not continuously generated by the blades. To this effect, many studies [11–14]
have recently focused on modifying blade profiles and turbine geometries to increase the
starting time of VAWTs. Sun et al. [15] examined the effects of symmetric and asymmetric
cross sections of blades and their inertial properties on the self-starting capacity of VAWTs.
They reported that variations in the geometry of turbine blades could help enhance the
strength of the initially formed vortex in terms of vorticity and size over a blade’s surface to
reduce the starting time. Based on this finding, blades with EN0005-based cross-sectional
profiles showed better self-starting characteristics. However, they also observed that other
asymmetric blade profiles (e.g., NACA-1425 or NACA-4425) with selected camber and
thicker symmetric profiles (e.g., DU06-W-200) showed superior power production at wind
speeds below 6 m/s. Moreover, blades with thinner cross sections generated more power
at higher wind speeds. Celik et al. [6] performed numerical simulations to examine how the
number of blades and moment-of-inertia impact the self-starting of H-type straight-bladed
VAWTs. Their findings indicated that this process remained insensitive to inertial character-
istics of the blades. Another important observation in their work involved reducing the
starting time of a turbine by increasing the number of blades, which resulted in reduced
power output. More recently, Sun et al. [16] also studied the impact of variations in the
number of blades and offsets in their pitching angle on the power output. Their findings
revealed that an optimum pitching angle of −4◦ significantly increased the power output
as well as minimized the time for a turbine to self-start at wind speeds over 9 m/s. A
very recent work by [17] presented an interesting approach to compute localized flow
speeds near blades and their dependence on tip-speed ratios of VAWTs during different
revolutions when they are self-starting. They concluded that drag force along with lift
could be a substantial contributor in driving these turbines initially when the blades would
be likely to experience high angles-of-attack.

Another very promising modification in designs of VAWTs involves the addition of
another rotor inside the primary rotor of H-type VAWTs. A few studies have reported
the benefits of increase in power generation and improved static torque by such configu-
rations [18–28]. Particularly, Torabi Asr et al. [21] performed two-dimensional numerical
simulations to show faster starting and more power extraction of double-stage VAWTs
than a single-rotor counterpart by offering smaller cut-in wind speeds and lower starting
time. Later, Chen et al. [29] employed computational simulations to investigate the role of
distance between the two rotors for the aerodynamics and starting of dual-stage VAWTs. In
their cases, these turbines produced less power compared to a single-rotor configuration,
but significantly reduced the starting time. With this background, it is important to further
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analyze effects of the phase angle between rotors of dual-stage turbines for a range of wind
speeds to identify adequate locking mechanisms under distinct flow conditions to attain
the desired results. Another motivation for choosing such configurations for aerodynamic
designs comes from schooling behavior of fish, which can move in circular formations. It
demonstrates prospects to enhance performance metrics as also recently shown by [30]
for a Savonius turbine. More nature-inspired mechanisms to improve energy harvesting
from VAWTs were described by [31]. Hence, we focus on this particular subject in our
present work and employ computational simulations to quantify the performance of both
single- and dual-stage turbines and qualitatively analyze their self-starting behavior and
power generation capacity. The primary novelty of our present work lies in explaining
physical mechanisms around the rotating blades in VAWTs, which play a critical role in
quickly reaching steady-state. Another aspect is explaining the impact of different geo-
metric configurations on their self-starting behavior. The simulations were made without
loading the rotor because any load would increase the starting time. It is emphasized that
the simulations do not give information on the power extraction capacity of dual-rotor
VAWTs. This is an important topic, but one that should be explored only if the dual-rotor
turbine starts more rapidly than a single-stage one.

The manuscript is organized as follows. Section 2 explains the geometric and kine-
matic configurations of vertical axis wind turbines as well as our numerical methodology
for flow-induced rotations of vertical axis wind turbines. It also presents detailed val-
idations and verification of our computational strategy. In section sec:esults, we first
elucidate the quantitative performance metrics of the single- and dual-rotors VAWTs sup-
plemented later by the governing unsteady physical mechanisms that lead the turbines to
their steady-state rotations.

2. Numerical Methodology

In this section, we describe the computational methodology employed to perform
simulations for single-stage and dual-stage VAWTs. This analysis includes simulating their
flow-induced rotation at various operating conditions. We also provide details on the
verification and validation studies associated with the current setup.

2.1. Geometry and Kinematics

Two-dimensional single-stage and dual-stage configurations of H-type Darrieus vertical
axis wind turbines with rigid symmetric NACA0018 airfoils were employed for this study.
It is important to note that the flow-induced motion of the rotors in the present work does
not include structural deformations of the blades. Schematics of the single- and double-
rotor configurations of the VAWTs presently under consideration and a schematic of the
flow domain are shown in Figures 1 and 2, respectively. The key details about kinematics
and geometries are outlined in Table 1 along with the ranges of governing parameters that
quantify the performance of VAWTs.

Table 1. Geometric and flow parameters for VAWTs, where subscript “1” denotes the primary, outer
rotor and “2” the inner, secondary one.

Parameters Value

Cross section of blades NACA0018
No. of blades in single-stage turbines 3
No. of blades in dual-stage turbines 6

Free-stream velocity (U∞) 4–10 m/s
Chord length of blades in primary rotors (c1) 0.06 m

Radius of the primary (outer) rotor (R1) 0.5 m
Ratios of radii for primary and secondary (inner) rotors R1/R2 = 0.85

Geometric ratios for blades in primary and secondary rotors c1/D1 = c2/D2 = 0.06
Angle between the blades of primary and secondary rotors (φ) 0◦–90◦

Reference area (A) 1 m2
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Figure 1. Schematics of single- and dual-stage turbines.

Figure 2. A schematic (not to scale) of the computational domain with the description of boundary
conditions.

2.2. Flow Solver

The simulations were performed using ANSYS Fluent 2020R2 [32], a commercial
finite-volume based computational solver, which has gained popularity among researchers
for simulations of flow over wind turbines [33–36]. Here, incompressible continuity and
unsteady Reynolds-averaged Navier–Stokes (URANS) equations are solved in Cartesian
coordinates through the pressure-based algorithm. Although a PISO (pressure implicit
with splitting operators ) scheme is recommended for unsteady flows [37], it is usually
advantageous when a large time step (Δt) was adopted to computationally march in time.
Hence, the Semi-Implicit Method for Pressure Linked Equation (SIMPLE) algorithm is
adopted for our current simulations to improve the computational efficiency.

The least square cell-based technique was utilized for the computation of gradient
terms, second-order scheme for convective pressure terms, and second-order upwind
technique for diffusion terms in the momentum equation. Although third-order algorithms
may also be used for the terms with Laplacian operator, those are computationally expen-
sive. The advantage of upwind schemes is the provision of greater stability in numerical
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simulations. The unsteady term was numerically approximated by the second-order im-
plicit scheme, as also recommended by [38]. These unsteady simulations were performed
through the sliding-mesh technique, which allows physical rotation of the turbine without
disturbing the original mesh. Rezaeiha et al. [39] suggested that Shear Stress Transport (SST)
turbulence models performed well in capturing the flow features for VAWTs and results
obtained through them closely matched with experiments. Therefore, a four-equation
transition SST turbulence model was employed to predict the turbulent flow features and
accurately capture the laminar-to-turbulence transition. The convergence criterion for the
iterative solution at each time step was set to 10−4. All the simulations ran for sufficient
time, so that the VAWTs attain their steady-state tip-speed ratios.

2.3. Computational Domain and Boundary Conditions

An H-grid method with a rectangular computational domain was used in this study,
shown in Figure 2. A uniform flow-velocity was prescribed at the inlet boundary located at
a distance of 10D from the central axis of the turbine. Gauge pressure was set as zero on
the pressure outlet boundary located 20D away from this axis. Top and bottom boundaries
were set as symmetry, and each one was located at a distance of 10D from the center
of the turbine. All domain boundaries were adjusted following the recommendations
of Rezaeiha et al. [40]. The main objective of performing sensitivity studies on domain-size
independence is to ensure accuracy in capturing the physical phenomena around rotating
blades and computing their performance parameters. Rezaeiha et al. [40] concluded through
extensive 2D and 2.5D simulations that inlet, outlet, and side boundaries should be kept
at a minimum distance of 10D from the center of the turbine to minimize their impact on
numerical accuracy, let the wake fully resolve, and avoid blockage effects.

To incorporate the sliding mesh techniques, the computational domain was divided
into three zones for both single- and dual-stage VAWTs. Zones 1 and 2 are shown in
Figure 3. Both these zones remain stationary and are connected by an interface, which
enabled communication of flow information between neighboring domains through a
non-conformal meshing algorithm. Zone 2 was used to capture complex details of the
wake of the rotating turbine. Figure 3a presents the meshing features inside all three zones.
Here, Zone 3 contains blades for the outer and inner stages of the turbine. This domain
rotates around the central axis of the VAWT. Figure 3b,c exhibit the very fine grid near
the leading and trailing edges of the foils with y+ = 1, respectively, which is sufficient
to accurately capture the boundary layers around these rotating structures. It is evident
from Figure 3d that we control these mesh settings in order to slowly vary the mesh size
and avoid large gradients. Numerical errors are avoided by keeping the same cell size
around the interface boundary between the rotating and static domains. The current setup
follows the recommendations of Rezaeiha et al. [40], whose study reveals that the radius of
a rotating domain in such simulations does not have significant effects on the aerodynamics
of wind turbines. Although the Reynolds number Re for flows around a rotating machinery
involves velocity scales that are dependent on both free-stream/local air speed and the
angular velocity of the machines, the “averaged” Re can be defined as:

Re =
(U∞

2 + Ω2)0.5D1

ν
(1)

where Ω denotes the angular speed of the turbine, and ν is the kinematic viscosity of
air. Considering the speeds of air in this work, the initial values of Re range from
2.7 × 105 to 6.75 × 105. As a turbine accelerates to gain its steady rotational speed, Re
increases substantially.
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Figure 3. Mesh settings in difference zones of the flow domain and near the blades.

2.4. Flow-Induced Rotation of Turbines

The simulations for flow-induced rotation of single-stage and dual-stage VAWTs
provide insights to their self-starting with different geometric configurations. In such cases,
turbines are allowed to rotate passively as a result of flow-induced forces and moments
on blades instead of prescribing the angular velocity of rotors. For this purpose, the
six degrees-of-freedom (6DoF) solver in ANSYS Fluent [32] was employed to solve the
following equation for dynamics of the rotational structure.

Iθ̈ = ∑ M◦ (2)

where I represents the moment of inertia of the VAWT, θ̈ denotes its angular acceleration,
and M◦ is the total moment produced by the blades of the turbines around the central axis,
which makes it equal to τ. Next, the angular velocity (Ω = θ̇) of the turbine is computed by
numerically integrating Equation (2) through a trapezoidal rule. It is important to mention
that coupled rotation of the two rotors for dual-stage turbines is considered in the present
study, where both outer and inner rotors rotate have the same angular velocity. Here, the
summation of aerodynamic moments represents the total torque induced by the wind on
rotors. The mass of each blade in the outer and inner rotors is considered as 0.06 kg and
0.051 kg, respectively. Their respective moments-of-inertia are then computed as:

Iouter = 3m1R1
2

Iinner = 3m2R2
2

(3)

where m1 and m2 show masses of each blade in the outer and inner stages, respectively.
Hence, the single- and dual-stage turbines have I = 0.045 kgm2 and 0.0726 kgm2, re-
spectively. It is important to note that the values of masses for blades in these turbines
are chosen to keep moments-of-inertia in the range of those provided by others in the
literature [6].

2.5. Key Performance Parameters

The following parameters are generally used to describe the flow as well as the
geometric and kinematic features of wind turbines. First is the tip-speed ratio defined as:

λ =
ΩR1

U∞
(4)
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where R1 is the radius of the outer rotor of a turbine, and U∞ represents the free-stream
flow velocity.

In order to measure the aerodynamic performance of wind turbines, non-dimensional
torque (moment) and power coefficients, denoted as Cm and CP, respectively, are computed
for all cases, which are defined as:

Cm =
τ

qR1 A
,

CP =
τΩ

qU∞ A

(5)

where τ denotes torque of the VAWT, A is the swept area of the turbine, and q = ρU2
∞/2

is the dynamic pressure. The swept area is a factor computed through multiplying the
turbine height (1 m for the current 2D cases) with its outer diameter.

2.6. Validation and Verification

The accuracy of computational results depends on mesh topology, which also has a
strong impact on boundary layer flows. Hence, we performed detailed grid convergence
tests to ensure that the results were not significantly impacted by an increase in mesh sizes.
For this purpose, the computational domain around a dual-stage VAWT was decomposed
in non-homogeneous grids with unstructured triangular cells in the fluid domain and
26 layers of quadrilateral elements around each blade to accurately resolve boundary layers.
We controlled the grid size by changing the maximum sizes of the grid in different zones
while keeping y+ value of the order of 1. This parameter helps compute the height of
the first cell from the blade’s surface. Its accuracy plays a critical part in resolving the
viscous sublayer in turbulent boundary layers. Here, three mesh sizes were considered for
a constant tip-speed-ratio of λ = 4.0, the details of which are provided in Table 2. In these
simulations, we set the time-step size according to a change of 0.2◦ in the azimuthal angle
per time step. The maximum cell size for the outermost static domain, identified as Zone 1
in Figure 3 is 0.5 for all the cases considered here, because the far-wake region does not
influence the dynamics of turbine significantly.

Table 2. Details of mesh topology in different zones for grid-independence tests, where the sizes are
nondimensionalized by the outer diameter (2R1) of the VAWTs

Details of Grid G1 Coarse G2 Medium G3 Fine

Mesh Nodes on Each Blade 400 400 400
Maximum Size in Zone 2 0.02 0.015 0.01
Maximum Size in Zone 3 0.002 0.00135 0.001

Total Number of Cells 271,223 510,530 1,199,418

Figure 4 presents profiles of moment coefficient of one outer blade in a dual-stage
rotor, undergoing rotation with λ = 4.0. It is apparent that all three grids produce the same
Cm, and small differences arose only for 240◦ < θ < 350◦. Because the grid configuration
G2 matches more closely to G3, the remaining simulations were run with the mesh settings
of G2. In order to further demonstrate the effectiveness of our grid-convergence study, we
employed another parameter called the determination coefficient (R2) and used by [17,41]
to quantify variations in the final solution for different grids. The expression is,

R2 = 1 − ∑360◦
θ=0◦ [Cm(θ)− Cm, f inal(θ)]

2

∑360◦
θ=0◦ [Cm(θ)− Cm,average]2

(6)

where Cm(θ) and Cm,average are the instantaneous and cycle-averaged moment coefficients
for the grid under consideration, In addition, Cm, f inal(θ) is the moment coefficient for the

500



Energies 2022, 15, 9365

finest mesh. This determination coefficient takes values of 0.9829, 0.9844, and 1 for the
coarse, medium, and finest grids, respectively, in the present study.

Figure 4. Cm of a single blade in a dual-stage turbine (φ = 0◦) rotating with λ = 4.0 for different grid
configurations.

The rotation of blades in close vicinity could influence flow separation from their
surfaces. There are two important aspects for modeling such phenomena: (i) fine resolution
of mesh in the vicinity of the rotating blades so that unsteadiness and important length
scales of flow features may be well captured and (ii) accurate modeling of turbulent flows
around the blades, which may be subjected to transitional effects. Figure 3 shows the fine
resolution of mesh in the regions between and around the blades. As demonstrated by [40],
SST-based models provide the best agreements with experimental results for flow features
around blades in VAWTs. These features include dynamic stall along with the related
growth, shedding, and traversing of vortices in the wake. The four-equation transition SST
model proves to be a superior choice to predict circulation and timings of vortex shedding
process from the rotating blades.

We validate our computational setup using previously published experimental [42]
and numerical studies [15,43]. The specifications of the VAWT for the validation study are:
NACA0018 represents the cross section of a blade with chord-length of 0.083 m, the radius
of the rotor in this case is 0.375 m, moment-of-inertia of the turbine is 0.018 kgm2, and the
wind speed is 6 m/s. Figure 5 shows variations in tip-speed ratios of a vertical axis wind
turbine, where the present simulation methodology performs better in comparison to the
previously reported numerical investigations with respect to experiments of Rainbird [42].
Here, T denotes the time when the turbine attains its steady-state tip-speed ratio. When
the turbine begins its rotation, it undergoes a slow acceleration stage up to t/T = 0.7, after
which a rapid increase in its rotational velocity is observed.

Rainbird [42] reported the steady-state tip-speed ratio of ∼3.40. Asr et al. [43] and
Sun et al. [15] found this value to be 4.3 and 3.63, respectively. The present methodology
not only predicts the rotation rate during the acceleration stages with comparative accu-
racy, but also gives the final value of the tip-speed ratio as 3.70, which is close to the one
determined experimentally. It is important to mention that Asr et al. [43] and Sun et al. [15]
employed first-order implicit time-marching numerical schemes in their studies, which
could cause overprediction of performance parameters for the VAWT. A plausible reason
for more accurately capturing the temporal variations in the angular velocity in our sim-
ulation is the utilization of the second-order implicit algorithm to march in time. Using
the sliding-mesh technique may also help achieve better results because dynamic meshing
techniques introduce additional diffusion and constant variations in the grid quality. The
reason for a slight overprediction of the steady-state λ is the two-dimensional modeling of
this VAWT. The span of each blade in the experiments of Rainbird [42] was 0.60 m. This
feature introduces span-wise flow over a blade and consequent reduction in aerodynamic
torque. Nevertheless, our two-dimensional simulations capture the relevant quantitative
and qualitative details with reasonable accuracy. The time-step size (dt) used for these simu-
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lations is 0.0005 s, which is sufficiently small to capture highly unsteady flow characteristics
around the turbines, and it is also consistent with the recommendations of [43].

Figure 5. Results to validate the present computational methodology using experimental and numer-
ical results from literature [15,42,43].

3. Results and Discussion

In this section, we discuss effects of the wind velocity on self-starting characteristics
and passive rotation of VAWTs. In this context, the performance of single-stage and dual-
stage VAWTs are compared in detail. To explore the dynamic response of multi-stage
turbines, the phase angle between inner and outer rotors is varied from 0◦ to 90◦.

There are different perspectives within the wind turbine community on the definition
of the self-starting process of VAWTs [7,10,44], as well as how best to illustrate it. Generally,
a turbine is considered as self-starting if it can accelerate and attain a steady-state angular
velocity in response to the aerodynamic forces and moments on its own without any
external excitation [8,15]. Its ability to self-start can be determined through the time taken
to reach a steady-state rotational speed. Figure 6 shows variations in λ versus time, non-
dimensionalized by the factor U∞/R1 for single- and dual-stage turbines. For the lowest
wind speed, i.e., U∞ = 4 m/s in Figure 6a, the dual-stage turbines are observed to reach
steady-state λ more quickly compared to their single-stage counterpart. Here, time is
nondimensionalized by U∞/R1, and it is denoted with the symbol t�. The single-stage
VAWT experiences slow acceleration until t� = 80 from which point onward it rapidly
increases its rotation rate and attains the steady-state condition of λ = 5.06 at t� = 114. It is
interesting to notice that the dual-stage VAWT with φ = 0◦ cannot attain high λ even after
rotating for a longer period of time. Its maximum λ remains at 0.63, which is achieved at
t� = 100. Its dynamic response seems to become locked in a state, which is unrecoverable,
and the underlying reasons are unclear. This kind of behavior was previously observed by
Liu et al. [44] for a vertical axis tidal turbine, and they termed it as the “unstable equilibrium
mode”. For φ = 30◦ and 90◦, the dual-stage turbine accelerates more quickly compared
to the single-rotor VAWT. The dual-stage versions, except for the case of φ = 0◦, attain
steady-state λ = 3.83. However, the turbine with φ = 30◦ reaches its steady-state condition
faster than the other cases. Hence, dual-stage turbines outperform the one with a single
rotor at very low wind speeds in terms of better self-starting characteristics.
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Figure 6. Temporal variations in tip-speed ratios (λ versus nondimensional time t∗) of single- and
dual-stage turbines for U∞ = (a) 4.0; (b) 6.0; (c) 8.0; and (d) 10.0 m/s.

For the case of a higher wind speed at U∞ = 6.0 m/s, the single-stage VAWT accel-
erates very rapidly and achieves λ = 5.26 at t� = 88.6. Performance of the dual-rotor
VAWT with φ = 0◦ remains the lowest of all configurations. Although it attains the same
steady-state condition with λ = 4.04, as was observed for turbines with φ = 60◦ and 90◦, it
takes more time. The configuration with φ = 30◦ is the fastest amongst the configurations
considered here; however, it achieves the maximum λ of 3.7. As shown in Figure 6c, the self-
starting capability of the single-stage VAWT is superior to that of other dual-stage turbines
at U∞ = 8.0 m/s. The VAWTs with two rotors spend more time to reach their steady-state
with λ = 4.15, whereas those with φ = 30◦, 60◦, and 90◦ take t� = 107, 115, and 95 to
reach steady-state, respectively. Looking at the trends of λ for U∞ = 10 m/s in Figure 6d, it
can be assessed that φ = 30◦ or 90◦ is advantageous for dual-stage VAWTs. In addition, a
reasonable argument for the rapidly accelerating single-stage turbine at higher wind speed
is related to its lower moment-of-inertia. It is evident that the multi-rotor VAWTs with
phase angles between 30◦ and 90◦ offer more promising self-starting characteristics even
with 38% greater inertia. Simultaneously, configurations with φ = 0◦ should be avoided.

In order to have more insight into the aerodynamic performances of these turbines,
the total torque experienced by the single-stage turbine and four different configurations of
dual-rotor VAWTs are plotted in Figure 7. Here, all turbines initially experience small torque
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with more intense random fluctuations. Nevertheless, all the cases exhibit the production
of positive time-averaged τ, which enhances acceleration of turbines. As time progresses,
these rotating structures, except the one with φ = 0◦, experience sharp increments in their
torque profiles, which we call the “overshoot” phenomenon. After passing through this
stage, the single-stage turbine and dual-rotor VAWTs with φ = 30◦, 60◦, and 90◦ reach their
periodic steady-state response in terms of aerodynamic torque. After attaining their steady-
state operations stages, all turbines produce zero time-averaged torque, which reflects the
attainment of steady angular speed. Although the dual-stage VAWT with φ = 0◦ does not
experience an “overshoot”, it exhibits periodic oscillations in its torque profile as shown in
Figure 7b. It also elucidates the reason for the VAWT not undergoing any rapid acceleration
and maintaining a very low steady-state value of λ.

Figure 7. Variations in τ for the (a) single-stage turbine and dual-stage turbines with (b) φ = 0◦;
(c) φ = 30◦; (d) φ = 60◦; and (e) φ = 90◦ at U∞ = 4 m/s.
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The quantifiable aerodynamic performance of turbines depends on the flow physics in
their vicinity and its interaction with blades. Instantaneous locations of blades determine
their effective angles-of-attack (αe f f ), which can be defined as:

αe f f = tan−1 sin θ

cos θ + λ
(7)

Figure 8 demonstrates how αe f f varies as a function of the azimuthal position of blades,
denoted as θ. Figure 8a explains why a dual-rotor VAWT with φ = 0◦ does not perform
well at U∞ = 4 m/s. This configuration experiences very large effective angles-of-attack.
The remaining VAWTs show identical sinusoidal profiles for their angles-of-attack.

Figure 8. Variations in αe f f as the function of the azimuthal position (θ) of blades in the outer rotor
for U∞ = (a) 4 m/s; (b) 6 m/s; (c) 8 m/s; and (d) 10 m/s.

Comparing this information with unsteady aerodynamic forces presented in Figure 9a1,a2,
the large effective angles-of-attack (αe f f ) are responsible for the production of only negative
lift and lower drag over the blades of a dual-stage turbine with φ = 0◦. It is also noteworthy
that the dual-stage VAWT with φ = 90◦ produces the maximum amplitudes for lift and
drag at very low wind speeds. For all the remaining wind speeds in Figure 9b–d, αe f f
remains lower than 16◦. Under these flow conditions at large Reynolds numbers, dynamic
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stall may occur at relatively lower angles-of-attack, usually in the range of 12◦–17◦ for
NACA-0012 and NACA-0018 airfoils [45,46]. We also notice in Figure 9 that blades of the
dual-stage VAWT with φ = 60◦ produce smaller amplitudes of unsteady lift and drag
forces, which further impedes the production of greater torque.

Figure 9. Variations in aerodynamic lift and drag forces versus azimuth angle (θ) for (a1,a2) U∞ =

4 m/s (b1,b2) U∞ = 6 m/s; (c1,c2) U∞ = 8 m/s; and (d1,d2) U∞ = 10 m/s.

At the end of the Introduction, it was stated that determining the power generation
by dual-stage turbines should be performed only after establishing their self-starting
characteristics. If they do not start faster, we believe there is no point in pursuing multi-
stage rotors for VAWTs. The 6DoF starting calculations do not provide the extracted power
as they only consider the flow-induced motion of rotors, whereas computations of power
extraction require different solver settings to apply the equivalent of a generator load,
as explained by [44]. It is important to note that other simulations, such as performed
by [6], using 6DoF solvers assumed that the instantaneous torque and omega provided an
equivalent metric to the steady values of power extraction, which is fundamentally wrong.
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This measure may only provide the rate of work performed by the passing fluid on the
blades for their rotation.

Next, we elucidate the starting process and the underlying governing flow physics for
the VAWTs. When a single-stage VAWT begins rotating at U∞ = 4 m/s, the blade on the
windward side (θ = 0◦) of the flow domain produces two shear layers of opposite vorticity
in the first revolution. Figure 10a illustrates this scenario. These shear layers are rolled into
vortices when the blade is at θ > 45◦. Because the other two blades experience larger angles-
of-attack at this instant, they produce large strong vortices traversing in the downstream
direction. During initial revolutions of the turbine, blades start capturing vortices shed
by other blades when they pass through the windward side. These interactions between
blades and coherent structures cause intermittent vortex dynamics in the wake as shown in
Figure 10b. Primary flow activity remains confined towards the middle of the flow domain.
These flow patterns explain the production of random-looking fluctuations in temporal
profiles of unsteady forces and torque. At this stage, λ remains below 0.50, while there are
oscillations of low amplitudes in plots of λ (see Figure 6a). With increasing acceleration
at t� = 32, the blades passing through the windward side produce distinct vortices for
θ ∼ 80◦ (see Figure 10c). It allows the blades to maintain their shear layers for a longer
circumferential distance which they begin to form at θ = 0◦. Each following blade interacts
with these shear layers, and more coherent flow structures traverse along the windward
side of the wake. The vortices travelling on the leeward end of the turbines are shed from
the blades passing through 180◦ < θ < 270◦. Nevertheless, this flow activity expanded over
the whole plane of the flow field as the turbine picks up more speed. Intense interactions of
each blade with vortices and shear layers produced by the other two blades are observed
in Figure 10d. We also notice the mitigation of randomness in the fluctuations of unsteady
loads on blades with an increase in their amplitudes.

For t� > 80, the turbine undergoes rapid acceleration, and we see an overshoot in the
torque profile (see Figure 7a). Now, the wake is clearly bounded by two vortex streets with
negative and positive vortices traversing on the windward and leeward sides, respectively,
as presented in Figure 10e. Vortices in the middle are not strong with smaller length scales
and quickly diffuse, which means that convection of secondary coherent flow structures
is suppressed by the turbine in order to reach its steady-state. The primary reason for the
disappearance of flow activity from the middle of the wake is the entrapment of vortices
between the rotating blades with high angular velocities on the windward side. As the
turbine approaches its steady-state rotation, blades stop producing distinct vortices during
their entire rotation cycle. Thus, distinct shear layers are formed and maintained, which
is due to the blades experiencing angles-of-attack lower than their stall angles such that
they do not undergo dynamic stall in this operational phase with increasing speed of the
turbine. Stabilization of these shear layers then causes the production of helical vortices in
three-dimensional flows around rotating machines [47]. In this stage of their flow-induced
rotation, the shear layers of blades are only destabilized when the blades pass through the
regions of entrapped vorticity on windward and leeward sides. Due to this phenomenon,
more distinct coherent structures are shed on the windward side and an elongated shear
layer of positive vorticity is seen to traverse in the downstream direction on the leeward
side. It means that entrapment of vorticity by the rotating blades plays an important role
in setting up flow dynamics in the wake to a steady-state and help the turbine attain its
final λ. Although the wake is clearly asymmetric in this state, it resembles a classical von
Karman vortex street behind an oscillating/rotating cylinder [48,49]. We observe similar
flow phenomena for the whole range of U∞ considered in this study. However, three
important phenomena occur with increasing U∞: (1) the region of entrapment for vortices
expands between the rotating blades, (2) the vortices shed by the turbines on windward
and leeward sides become stronger and bigger in size, and (3) the turbines are able to attain
their steady-state operational phase in less time.
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Figure 10. Vorticity contours in the flow field of a single-stage turbine at U∞ = 4 m/s at (a) t� = 6.1;
(b) t� = 24; (c) t� = 32; (d) t� = 80.8; and (e) t� = 104.8.
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Similar flow physics also hold for dual-stage turbines. The readers are encouraged to
watch the flow animations provided with this paper, which elucidate vorticity dynamics
around the single-stage and dual-stage VAWTs for U∞ = 6 m/s. Now, we describe the
governing flow mechanism for the dual-stage turbine with a zero phase angle between its
two stages, which appears as an exception from the abovementioned reasoning. Figure 11
explains the governing flow physics of this dual-stage VAWT. It is evident that shear layers
formed in the wake of the rotating outer blades at θ = 0◦ are destablized due to their
continuous interactions with the closely rotating inner blades. This phenomenon does
not allow the blades to delay the stall process over them even after a number of rotations.
Consequently, vortices are continuously formed and shed into the wake. These vortices
cannot be trapped inside the rotating turbine and keep traversing in the wake. Moreover,
the proximity of the inner blades and its impact on the destabilization of the shear layers
could be one of the main contributing factors for the poorest starting performance of dual-
stage VAWTs with φ = 0◦ as presented in Figure 6. Another important point here is about
the dual-rotor turbines with φ = 60◦, reaching their steady-state rotational speeds little
later than those with φ = 30◦ and 90◦. A reasonable argument for this behavior is the
stabilization of the shear layers around the rotors before their shedding in the wake. The
blades arranged in tandem configurations perform better for self-starting. Their immediate
presence behind their counterparts helps the turbines attain that state of stabilization. On
this ground, an arrangement with φ = 60◦ seems to be less advantageous compared to
φ = 30◦ and 90◦.

Figure 11. Vorticity contours in the flow field of a dual-stage turbine with φ = 0◦ at U∞ = 4 m/s at
(a) t� = 47.7 and (b) t� = 122.5.

4. Conclusions

In this study, numerical simulations are carried out to examine the self-starting char-
acteristics of dual-rotor turbines in comparison to those with a single rotor. We find that,
for very low wind speed of 4 m/s, dual-stage turbines with φ = 30◦ and 90◦ significantly
reduce the response time to attain a steady-state tip-speed ratio, which demonstrates im-
provements in their self-starting process. Having φ = 0◦ in double-rotor turbines is not
recommended because they take longer time to undergo rapid acceleration stage and reach
steady-state. It experiences very large angles-of-attack during its rotation, which locks
it in a dead band. Moreover, the dual-stage VAWT with φ = 90◦ is the best option to
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perform well in all wind conditions. The following three physical mechanisms play a
critical role to help a turbine attain a steady angular speed: (i) stabilization of the two
shear layers comprising the wake of blades passing through the windward side of a tur-
bine, (ii) vortex-entrapment due to rotating blades and shear layers attached to them, and
(iii) suppression of secondary vortex structures causing intermittent flow dynamics in the
middle section of the wake of a turbine. It is important to highlight that a constant ratio of
radii for the two stages are considered in our present study. Nevertheless, how variations
in this important geometric parameter influence the aerodynamic performance and power
generation capacity of multi-stage turbines should be the subject of a future research study.

It is also important to mention that this work ignores any load due to a generator or
other drivetrain components with these VAWTs which may cause the turbine to experience
large resistive moments. Their effects on the performance of dual-stage turbines are still
unknown and need to be further investigated. The impact of other geometric features of
blades, such as camber or chord-to-diameter ratio, should also be explored and analyzed
to mitigate limitation of vertical axis wind turbines. In order to better understand the
flow-induced motion of turbines and their reliance on complex vortical flow structures,
three-dimensional simulations for flows around VAWTs with the addition of geometric
features, such as connecting rods between the hub and blades etc., will also be carried out
and reported in near future.
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