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In the context of achieving carbon neutrality, the substantial integration of high propor-
tions of renewable energy sources has significantly impacted the dynamic characteristics
of power systems, including frequency stability, voltage security, and synchronous sta-
bility, thereby posing formidable challenges to the secure and stable operation of power
systems [1]. Various measures can be undertaken to enhance power system stability. For
instance, enhancements to floating platforms can bolster the stability of offshore floating
wind turbine units [2]. Furthermore, the introduction of novel devices can fulfill require-
ments for power density or improve power generation efficiency [3–5]. Nevertheless, the
key to enhancing system stability lies in aspects such as grid control and optimization,
planning and scheduling, and the accurate forecasting of renewable energy generation.

With the introduction of new energy sources, the accurate prediction of photovoltaic
(PV) and wind power in power systems becomes increasingly critical. A deep learning-
based comprehensive multi-site wind speed prediction model graph embedding-graph
isomorphism-based gated recurrent unit demonstrates superior forecasting accuracy. Ex-
perimental results indicate that this model achieves a mean square error of 0.8457 m/s and a
root mean square error (RMSE) of 0.9196 m/s in predicting wind speeds at a height of 10 m,
thereby enhancing the reliability of wind speed forecasts and contributing to improved
power generation efficiency in electric systems [6]. On the other hand, Fu et al. [7] proposed
a novel hierarchical-improved variational mode decomposition–temporal convolutional
network-gated recurrent unit multi-head attention PV power prediction mechanism, in-
tegrating improved variational mode decomposition, time convolutional network-gated
recurrent unit architecture, and enriched multi-head attention mechanisms. Experimental
results demonstrate a substantial decrease in RMSE and mean absolute error by 55.1%
and 54.5%, respectively, compared to traditional methods, particularly evident during
fluctuations in PV power under adverse weather conditions. The adoption of this approach
effectively enhances the accuracy of prediction, which is crucial for ensuring the secure
scheduling and stable operation of power systems. In renewable energy generation systems,
the importance of energy storage systems is increasingly emphasized, and accurate battery
modeling is essential for optimizing system control and enhancing power generation effi-
ciency. However, due to insufficient data and noise interference, employing a generalized
regression neural network for denoising and predicting real-time V-I data proves to be an
effective strategy [8].

Control and optimization of the power grid are pivotal for enhancing the overall
operational stability of the electricity system. Precise control of various grid components
can typically be achieved through rational methodologies or the development of efficient
controllers. For example, an optimized voltage feedforward control strategy is proposed to

Energies 2024, 17, 3909. https://doi.org/10.3390/10.3390/en17163909 https://www.mdpi.com/journal/energies1
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reshape the phase characteristics of system output impedance, thereby significantly enhanc-
ing the system’s adaptability to grid impedance. This approach addresses issues introduced
by voltage feedforward and equivalent parallel virtual impedance correction, ultimately
improving system stability [9]. Moreover, Zhao et al. [10] introduced a receding Galerkin
optimal controller combined with a high-order sliding mode disturbance observer scheme.
This enables precise tracking of large-scale load setpoints for boiler–turbine units under
varying unknown disturbances, enhancing system robustness against interference and
improving tracking capabilities within operational constraints. Additionally, Li et al. [11]
presented adaptive controllers such as a dynamic model-based adaptive controller and
an enhanced quasi-proportional-resonant controller, effectively mitigating harmonic and
thrust pulsations while maintaining stability in linear induction motor systems. Further-
more, Zou et al. [12] introduced an intelligent, nonlinear robust controller using a chaos
particle swarm gravity search optimization algorithm for diesel generator speed and exci-
tation control. This approach significantly enhances dynamic accuracy and disturbance
suppression capabilities compared to traditional proportional–integral–derivative methods.
Given the multifaceted influences on grid components, establishing a rational simulation
platform and devising effective control strategies remain critical despite the considerable
challenges involved [13,14].

Effective control of the power grid not only enhances its stability but also closely
correlates with economic benefits. A multi-stage segmented control model based on
sensitivity analysis is proposed to address the stochastic nature of wind power generation
output [15]. The results demonstrate that this control method achieves a balance between
economic efficiency and safety by minimizing the risk of cascading failures in large-scale
wind power systems. Additionally, Wang et al. [16] developed a controller for LED lights
that utilizes simulation devices to achieve multi-channel intelligent sensing, dimming,
and control, which is significant for alleviating global energy shortages. Furthermore,
Akdeniz et al. [17] introduced a novel preventive control approach using non-operational
vulnerability indices. The suggested decision support system is expected to assist power
system operators in making critical decisions to adjust power system configurations in
response to potential risks of cascading failures and emergencies. In practical emergency
situations, this system is anticipated to reduce total operating costs by more than 20%.

The planning and scheduling of power systems significantly influence their reliability
and stability. Effective grid planning and scheduling ensure stable operation under diverse
load conditions, reduce operational costs, optimize power resource allocation, and enhance
power supply efficiency [18]. Dong et al. [19] proposed a two-level optimization configu-
ration method to mitigate challenges like voltage standard violations, excessive currents,
and power imbalances resulting from integrating distributed PV systems into distribution
grids. This method effectively balances grid capacity, minimizes active power losses, and
reduces operating costs. In addition to the two-level optimization configuration, game
theory finds wide application in economic dispatch within power systems. For example,
the master–slave game model is employed to analyze the supply–demand interaction
between ‘grid-users’ and retailers for implementing demand response strategies [20,21].
These interactive games allow participants to continually share their interest information to
achieve a Nash equilibrium solution that aligns with their respective interests. He et al. [22]
utilized cooperative game (CG) methods to dynamically coordinate wind, PV, and thermal
power generation scheduling, optimizing energy complementary transmission systems’
efficiency and facilitating the effective integration of new and traditional energy sources. Li
et al. [23] utilized Stackelberg strategies to establish an equilibrium model for microgrid
users and employed a multi-group genetic algorithm for iterative solutions. This model
promotes user-centric energy utilization, enhances economic and system benefits, and
effectively implements peak shaving and valley filling strategies. Current approaches to
power system planning and scheduling are diverse, addressing uncertainties in renewable
energy generation and decision-makers’ varying risk attitudes. Wang et al. [24] introduced
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a novel adaptive evaluation model for power system grid planning based on GRA-TOPSIS
integrated CG and improved cumulative prospect theory.

The proliferation of electrical systems has led to an increasing demand for effective
system state management. An interval state estimation method has been proposed that
considers measurement correlations within these systems [25]. This approach involves
comparing the state estimation interval with the system’s safe operating interval to ascer-
tain whether the system’s safe operational range adequately covers the estimated state
interval. Such methodology enhances situational awareness among system administrators,
facilitating precise adjustments and control of energy systems as needed. Moreover, further
advancements in system management efficiency can be achieved through the development
of an intelligent question–answering system tailored for electrical system regulations. For
instance, an enhanced BERTserini algorithm based on the BERT model is introduced for
intelligent interpretation of electrical regulations [26]. This approach obviates the manual
organization of professional question–answer pairs, thereby significantly reducing labor
costs compared to conventional question–answering systems. Furthermore, it demonstrates
superior accuracy and faster response times in providing solutions.

All in all, the urgency to enhance the stability and efficiency of power systems is
growing, particularly with the large-scale integration of renewable energy sources into the
grid. Renewable energy sources, such as wind and solar power, exhibit intermittent and
fluctuating characteristics that challenge grid stability. As the focus on energy efficiency
intensifies, there is a pressing need to leverage artificial intelligence technology and dynamic
pricing mechanisms to balance supply and demand, thereby improving efficiency while
maintaining economic viability. Looking ahead, the enhancement of power system stability
will increasingly depend on advancements in artificial intelligence technology and big
data analytics. These developments will enable more accurate forecasting and responsive
measures, as well as optimized scheduling and planning. Concurrently, the advancement
of novel control technologies and systems will facilitate precise control, ensuring high
efficiency, economic feasibility, stability, and environmental sustainability. Such measures
are critical for advancing the sustainable development of power systems.

Author Contributions: B.Y.: conceptualization, methodology, and writing; J.D.: investigation and
writing—review; Z.L.: investigation and writing—review; L.J.: supervision and writing—review and
editing. All authors have read and agreed to the published version of the manuscript.
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Abstract: Early detection of cascading failures phenomena is a vital process for the sustainable
operation of power systems. Within the scope of this work, a preventive control approach imple-
menting an algorithm for selecting critical contingencies by a dynamic vulnerability analysis and
predictive stability evaluation is presented. The analysis was carried out using a decision tree with
a multi-parameter knowledge base. After the occurrence of an initial contingency, probable future
contingencies are foreseen according to several vulnerability perspectives created by an adaptive
vulnerability search module. Then, for cases identified as critical, a secure operational system state is
proposed through a vulnerability-based, security-constrained, optimal power flow algorithm. The
modular structure of the proposed algorithm enables the evaluation of possible vulnerable scenarios
and proposes a strategy to alleviate the technical and economic impacts due to prospective cascading
failures. The presented optimization methodology was tested using the IEEE-39 bus test network and
a benchmark was performed between the proposed approach and a time domain analysis software
model (EMTP). The obtained results indicate the potential of analysis approach in evaluating low-risk
but high-impact vulnerabilities in power systems.

Keywords: power system vulnerability assessment; preventive control; critical contingency selection;
decision tree-based stability evaluation

1. Introduction

Power system (PS) operation is a consumption–generation balancing act where oper-
ational costs aim to be minimized traditionally. In order to preserve the balance, system
operators are obliged to take action in order to prevent cascading failures which might also
lead to partial or total blackouts [1,2]. Thus, PS operators need to prepare emergency plans
which requires a detailed analysis of their system including various aspects [3]. This phe-
nomenon was also proven in recent blackout events, such as those in India and Turkey [4],
where blackouts of whole electrical grids were caused due to operational failures, and
the South Australian Transmission Grid failure which was due to insufficient analysis
of vulnerabilities as a result of extreme weather conditions [5]. Any critical component
failure may have negative impacts on system operational costs due to the ramp-up/down
of generators or unserved energy penalties [6–9]. In practice, PS planners design the grid
to be sufficient to cope with contingencies by allocating adequate reserves in generator
production and transmission lines to provide a certain level of redundancy in case of pre-
estimated critical contingencies [10,11]. However, as the system further expands from its
original design, the implementation of additional reserves/capabilities is limited mostly by
economic and environmental constraints, which weaken the hand of the PS operators (PSO)
while keeping the system within the limits defined in power quality standards [12,13]. If
a disturbance continues and required corrective action is not implemented, the system is
expected to be drawn in an emergency state for which boundary limits are exceeded and as
a result, the power system stability will be distorted [14–17]. Under these circumstances,
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PSOs should take sufficient measures in order to maintain a secure operation, which might
include load shedding and partial islanding as an alternative solution to prohibit a total
blackout in the system [18–22].

In power system analysis, power flow optimization is known to be a critical topic
attracting the attention of many researchers. Although several attempts have been made
to model large-scale systems, none have proven to be completely successful [14,23]. The
problem complexity arises not only from the problem size but also the complex non-
linear dynamics of power systems. Most of the traditional OPF problems involve classical
contingency constraints mainly relying on the electrical parameters of the system [17,18].
Steady-state security analysis is also a commonly used tool for determination of possible
limit violations after credible outages [16,24]. However, as the grid complexity increases, the
possible combinations of N-k contingencies drastically increase, which makes the analysis
very time consuming, and makes real time analysis and online decision-making analysis
almost unpractical [9,16]. Furthermore, as the cascading failure develops in a dynamic
nature, steady state approximations become less reliable in predicting the behavior of the
distorted system [25,26]. In such cases, transient stability analysis techniques and real-time
transient models are implemented for obtaining a better system representation. However,
as the dimension of the studied system enhances, implementation of time-domain analysis
might become impractical due to grid complexity.

Most of the available work on contingency analysis studies uses exhaustive search and/or
Monte Carlo simulation techniques to try and determine the worst contingencies [14,27,28]. For
most of the N-2 contingency evaluation studies, electrically coupled pairs are generally used as
a special case, such as after a line trip due to an initial fault, a neighboring or a parallel line
dropping out of service due to overload, or a relay trip [17]. This type of approach provides
a straightforward and reasonable way of determining the most probable contingencies in a
classical manner. However, this approach might shadow contingencies due to new threats
known as intentional attacks (cyber or physical) and adverse weather impacts.

Some recent studies [3,5,29] on power system vulnerability analysis are based mainly
on topology and flow-based methods. Topology-based methods tend to be strongly depen-
dent on grid topology, which sometimes does not discover the ongoing active phenomena
inside. In flow-based approaches, energy balance equations and physical properties of
the system are more important. However, as the system dimension expands, the solution
complexity will also increase, which makes analysis inefficient. The techno-economic
results of intentional attacks on transmission lines are demonstrated in [9], which indicates
the necessity for PSOs to optimize their system to be resilient against such conditions.
Critical equipment determination generally targets impacts due to single branch failure
or randomly generated subsets. In [28], the proposed algorithm aims to select multiple
contingency groups which can result in cascading failures. However, in these approaches
there is a risk that the worst blackouts will not be detected and that high impact, small
subsets will not be covered. In [7,8], the proposed methods are dependent on identifying
over-limits and loss of loads but do not cover the complete process of disturbances. In [29],
the impact of random line failures on grid vulnerability is studied, and it is concluded that
small and large failures can induce similar performance loss in robustness. In [30], the
overall vulnerability assessment of the power grid is made via structural and operative
vulnerability indices defined for buses.

In our study, a different perspective of preventive control is presented by implementing
a critical contingency selection algorithm through a dynamic vulnerability analysis module
and a decision tree-based model stability evaluation with a multiple parameter knowledge
base. In Section 2, the methodology of the solution approach is presented. In summary, for
each critical scenario, an adaptive rescheduling and load shedding algorithm is used which
considers operational and non-operational vulnerabilities for lines while bus loadings
randomly changed within the ±20% range. The secure system state is derived from
the decision tree (DT) evaluation module using key performance indices as prediction
parameters. Then, the critical point for the system where stability deteriorates is detected.
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At this point, a corrective security-constrained and genetic algorithm-based optimal power
flow (CSC-OPF) is implemented to determine the secure system settings via optimizing the
generator active power output and load shedding if necessary. In Section 3, the developed
methodology is tested using the IEEE-39 bus network and a benchmark is made between
the proposed approach and time domain analysis software (EMTP) model for showing
the effectiveness of the method in the determination of the stability deviation point for the
tested contingency sequence. The details of the CSC-OPF algorithm and a sample result of
the secure system state transfer cost calculation is presented for a specific contingency case.
In Section 4, a brief discussion on findings and future work is presented.

2. Methodology

Within the scope of this study, a vulnerability analysis tool is developed enabling the
user to define various operational scenarios for the selected test cases via the developed
graphical user interface. Initially, a user can choose the test case for analysis with the
required operational constraints and later can calculate the performance indices defined
in Table 1. Then, the program provides the user individual (operational (OPI), intentional
attack (TAI), adverse weather (AWI)) and total vulnerability indices (TVI) and related line
rankings corresponding to their relevant vulnerability type. As a result, the vulnerability
analysis program (VAP) selects the most credible contingency cases, thus narrowing the
possible contingency subsets.

Table 1. Performance indicators used as DT predictors.
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)
After this selection, with the help of a decision tree-based security analysis module,

the impact of each selected contingency on system stability is evaluated. According to the
results obtained from the CSC-OPF module, the program tries to optimize the generator’s
active power settings to obtain the best fitness value defined by overall cost function. If
system limit constraints are still violated, load shedding is implemented for transferring
the system to a more secure state which enables convergence in PF. The cost of the system
for current operational status and the cost of transfer to a more secure state is calculated
via the secure transfer cost (STC) calculation module, and if a feasible result is obtained,
secure system transfer conditions are applied by the decision support module.
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2.1. Contingency Selection

In contingency selection, direct and indirect methods are widely used [4]. The con-
tingency impacts defined in terms of performance indices (such as active/reactive power
and voltage level variations) are regarded as direct methods [5]. However, some critical
contingencies were reported because of natural calamities, malicious attacks, or malopera-
tions [6,18–20]. Thus, in order to represent real system conditions a broader approach is
needed. Our approach also considers non-technical parameters, which have previously
been defined as non-operational performance indices [31,32]. With the help of the proposed
vulnerability evaluation module, critical contingencies were selected according to the total
vulnerability evaluation (TVE) module where operational and non-operational constraints
are used in the determination of the most vulnerable points in terms of operational, adverse
weather, and intentional attack considerations. Thus, instead of investigating all mathe-
matically possible combinations, such as those made in a brute-force contingency analysis,
a narrowed contingency subset was obtained using a fuzzy interference system which
reduced the analysis time drastically. Then, for each credible contingency a fitness value
for an objective function was evaluated, which aims to keep the load shed at minimum
level while maintaining low bus voltage deviations and transmission system losses. After
determining the optimal system configurations for each contingency from the reduced
subset, the optimum generator set points, and if necessary, other relevant control actions
such as load shedding, were determined. By doing so, the system will be able to be survive
after the occurrence of any critical pre-defined contingency, thus preventing cascading
failures and partial blackouts in the system.

2.2. Decision Tree-Based Security Analysis

Decision trees for classification are an effective artificial intelligence tool for solv-
ing high-dimensional classification problems [20]. The principal motivation is to form
a predictive model of the system that covers all possible operational scenarios [25]. The
complicated classification problems are converted to a set of inequality equations composed
of pre-defined predictor parameters or their linear combinations [17,23].

During the training process of decision trees, a minimum of 10 times more than
the number of degrees of freedom model is required to cover all possible contingencies
and operational scenarios [33]. If the training set is large enough, the quality of the
obtained results will be good (the details of training and dataset creation are presented
in Section 2.5.2). In this module, base scenario and contingency scenarios are studied
using prediction results described as secure or insecure where scenarios are obtained
via loading variations under line outage conditions considering 2 consecutive losses in
the same time frame. The predictors are derived from contingency- and severity-based
performance indices. Their combinations and parameter details are given in Table 1 and
the methodology is described in [34].

In this work, the MATLAB R2021a statistical and machine learning toolbox [35] was
used for the creation of classification trees in order to interpret the relationship between
the prediction variable and target variable values, which was system stability in our
case. Classification trees are the foundation for other, similar machine learning algorithms
implementing different applications of decision trees. Classification trees, which were
described first in [34], are used as a decision tree analysis method. In this approach,
decision trees are used where each node becomes a split point for a predictor variable.
The final convergence of the test network under various operational conditions is used
as a stability indicator, and performance indicators (PI) described in Table 1 are used as
predictor variables.

2.3. Main Algorithm for Decision Support

The proposed decision support tool given in Figure 1 performs as follows:

• Topological system information (i.e., switch status, line/bus outages) and electrical
parameters are obtained to determine the initial operating point (OP) of the system.
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• The environmental and weather forecast-related information is obtained and assumed
to be changing in accordance with different zones defined for the test network.

• With this initial information, a total vulnerability evaluation of the system, including
operational, environmental, and adverse weather-related indices, is made in order to
select the most vulnerable parts of the system [34]. The probable and possible risks
are combined to provide a more comprehensive contingency analysis of the system
under study.

• From each module located in the basic vulnerability module/evaluation (BVE), a stack
based on TVR is formed for which the size is determined according to the system
operation requirements set by TSO.

• From each stack, total vulnerability ranking (TVR) modules provide separate subsets
of vulnerable lines.

• Then, a pre-check of system security and stability is made via the critical contingency
check module considering load variations at time step (Δt = τ). If any critical con-
tingency which requires immediate action is detected, the base critical contingency
check (Base C3) module for rescheduling is applied in order to shift the system to a
more secure operating point (OP_0′). Otherwise, the system is kept around the initial
operating point while updating results obtained from BVE.

• After occurrence of the initial contingency, the test system is transferred to a new
operating state (if the system satisfies basic N-1 requirements, if not it is expected that
the results from the BVE are transferred to a secure operating point) which is described
as disturbed operating point-1 (OP_1).

Then, the proposed standard vulnerability evaluation module (SVE) determines an
updated ranking for the operational constraints to detect the most vulnerable parts of the
system according to operational/electrical parameters, and the first subset of operational
performance ranking (OPR) is provided.

• Finally, a comprehensive check of system security and stability is made via the critical
contingency check (C3) module while updating the information received from SVE
and considering the load variation uncertainty. Similarly, if any critical contingency
is detected from N-1 contingency scenarios for which the candidates are prepared
by SVE, the rescheduling and load shed (RLS) algorithm first tries rescheduling the
available generators. If the reserve generation capability is not enough, then the
proposed algorithm sheds the load according to the selection methodology proposed
in the next section.

2.4. C3-RLS Algorithm

The proposed critical contingency check module is a DT-based system security evalu-
ation method. The knowledge base of the module produced by the scenario generation
module for which the operator can easily define various system operating conditions
including load variations and pre-outaged components.

The flow process for the C3-RLS module is described in Figure 2.

• The standard vulnerability evaluation module online monitors the system status and
other weather- and intrusion-related information. As the system conditions change
above the predefined limits, the output stacks of the related vulnerability ranking
modules are updated automatically. Each module presents a separate critical line
list accordingly.

• Then, all candidates are stacked in the critical contingency pool to be analyzed via
the proposed decision tree stability (DTS) evaluation module. In the DTS module, a
stability analysis is carried out for which details are presented in part 2.5. Initially,
generator re-dispatch values are determined for the foreseen instability. If rescheduling
is not enough, loads are shed according to the indices computed via the power flow
contribution matrix. The optimal values are calculated via the corrective security-
constrained AC optimal power flow (CSC-OPF) algorithm.

9
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Figure 1. Proposed N-k contingency evaluation algorithm based on BVE, SVE, and C3-RLS modules.

In addition to operational costs based on generator active power, market prices related
to the ramp up and down of generators, load shed, or unserved customer penalty costs are
also foreseen in this module.

The knowledge-based decision support tool provides the best what-if operational
scenarios and tries to optimize and transfer the electrical test system to a more secure state.
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Figure 2. Proposed C3-RLS module flow chart.

2.4.1. Corrective Security-Constrained OPF Algorithm

The implemented corrective security-constrained optimal power flow (CSC-OPF) is
based on an optimization approach using a genetic algorithm (GA) for finding the best com-
bination of corrective actions and MATPOWER as power system equation solver. According
to the objective function defined in (1), the GA implements an iterative search aiming mini-
mize the costs for each system state change from u0 to uk due to the
kth contingency:

min
u0→uk

{ f (uk) + z(uk)} (1)

z(uk) =

(
wLoL × pLoL,k + wVb × ΔVb,k + wVbct ,k × ΔVbct ,k + wPL ,k ×

PL,k

PL,0

)
(2)

subject to:
g(x0, u0, y0) = 0

h(x0, u0, y0) ≥ 0

g(xk, uk, yk) = 0
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h(xk, uk, yk) ≥ 0

|uk − u0| ≤ Δumax

where f (uk) is the system operating cost, z(uk), defined in (2), is the performance fitness
function for the system state change, g(x,u) represent equality constraints for power flow
equations, and h(x,u) includes system inequality constraints for which the details are
described explicitly in [36].

2.4.2. Load Shed Selection

In case of generation inadequacy where the existing reserves cannot meet load demand
requirements, a load shedding action is employed according to the protection strategy
of the power system. The type of load (critical or uncritical) is one of the most common
approaches in selection of the first group of loads to be separated from the system. If the
power system operator has a bunch of loads to be selected, one of the proper shedding
sequence methods is defined according to the load participation matrix [7]. For a pre-
defined amount of load separation, those which alleviate branch flows the most are selected
for decreasing the stress level of the transmission system. The quantity of the load shed is
defined in (3) and (4):

ΔPshed = αshed × ΔVavg (3)

ΔVavg =
1
τ

tk∫
t0

(V(tk)−V(t0))dt (4)

where αshed is the empirical factor relating the amount of load to be shed to the average
voltage drop for the time frame of state change.

2.5. Knowledge Base and DT Rules Generation
2.5.1. Creation of Knowledge Base

With the help of the developed n-K contingency case generator tool given in Figure 3
and according to topological and pre-defined environmental configuration, datasets can be
created by load scaling iterations for representing several variations in loadings for any
IEEE test system whose data is available in MATPOWER. For each scenario the performance
indices are calculated, and the convergence result of load-flow is defined as output flag
(0/1) to be used in the DT analysis tool.

2.5.2. Decision Tree Formation

For the creation of the learning dataset to be used as a base input for DT, the perfor-
mance indices defined in Table 1 were calculated for base (no contingency), N-1, and N-2
contingency cases under±20% load changes for a 100-case per system configuration, which
creates 108,200 cases for the IEEE-39 bus network available in MATPOWER 7.1 [37]. In
order to create the optimal DT for security evaluation, the MATLAB statistical and machine
learning toolbox was used. The obtained DT for each studied case is given in Figure 4 and
the DT rules defining the security boundaries are presented in Table 2, respectively:
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Figure 3. Dataset generation module developed in MATLAB-GUI.

 

Figure 4. Classification tree for IEEE-39 security boundary definition (0: fail, 1: success).

2.6. Secure State Transfer Cost Calculation

For each selected contingency, the RLS module computes the proposed values for
the generators, and if necessary, the loads to be shed. Defining the initial generator active
power values as Pg,i, the proposed values are denoted as P’g,i. The generic generation cost
function given in (5) is as follows:

Cgen = a * P2
g,i + b * Pg,i + c; (5)

For which the relevant coefficients are defined in the MATPOWER case data file (i.e.;
a = 0.01, b = 40, c = 0). The cost of the secure system transfer (CSST) is defined as (6):

CSST = Cgen ∗∑ng
i Pgi +Cup ∗∑ng

i ΔupPgi +Cdown ∗∑ng
i ΔdownPgi +Cshed ∗∑ Pshed (6)

where Cgen is the base generation cost/MWh, Cup is the ramp-up cost/MWh, Cdown is the
ramp-down cost/MWh, and Cshed is the load shed penalty cost/MWh. The cost coefficients
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were determined heuristically according to the generic market costs available in [38], which
can be modified via the developed GUI of the CSC-OPF module as given in Figure 5.
Operational unit costs are defined as multiples of the standard production cost (SPC) which
is atually the average hourly production cost defined in terms of $/MWh.

Table 2. DT rules defining security boundary for IEEE-39.

Order Rules Result

1 Vb_s < 12.256 and Ang_c ≥ 0.619 INSECURE

2 Vb_s < 12.256 and Ang_c < 0.619 and Ang_s ≥ 2.404 INSECURE

3 Vb_s < 12.256 and Ang_c < 0.619 and Ang_s < 2.4 and
Qg_c < 0.281 INSECURE

4 Vb_s < 12.256 and Ang_c < 0.619 and Ang_s < 2.4 and
Qg_c ≥ 0.281 SECURE

5 Vb_s ≥ 12.256 and Ang_c < 0.499 and Vb_c < 0.0766 INSECURE

6 Vb_s ≥ 12.256 and Ang_c < 0.499 and Vb_c > 0.076 and
P_c < 83.029 SECURE

7 Vb_s ≥ 12.256 and Ang_c < 0.499 and Vb_c > 0.076 and
P_c > 83.029 INSECURE

8 Vb_s ≥ 12.256 and Ang_c > 0.499 and Pg_s < 16.524 INSECURE

9 Vb_s ≥ 12.256 and Ang_c > 0.499 and Pg_s ≥ 16.524 and
Ang_c < 0.778 SECURE

10 Vb_s ≥ 12.256 and Ang_c > 0.499 and Pg_s ≥ 16.524 and
Ang_c ≥ 0.778 INSECURE

 

Figure 5. CSC-OPF module GUI.
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3. Simulation and Results

The proposed analysis approach was tested on an IEEE-39 bus test network [11]
for which implemented analysis tool developed in MATLAB. The system performance
indices for IEEE-39 were calculated as given in Figure 6, in which OPI indicates operational
performance impact indices, TAI indicates terrorist attack impact indices, AWI indicates
the adverse weather impact indices, and TVI represents total vulnerability indices of the
respective line outage obtained via fuzzy inference evaluation of three initially calculated
indices for which the formulations are already defined in [34]. According to these rankings,
the TSO analyst can choose the best-fitting vulnerability scenario that they would like to
analyze depending on the specific vulnerability type. If they have no specific vulnerability
interest they can choose the traditional analysis type, which is OPI-based analysis, or
can choose all vulnerabilities included in a broader and possibilistic sense, which is TVI-
based analysis.

 

Figure 6. Performance indices distribution for IEEE-39 test network.

From the performance indices ranking, the total vulnerability ranking of 10 of the most
critical lines is obtained. The contingency evaluation results for the IEEE-39 bus test system
is obtained from the decision support module. The user interface is given in Figure 7 and
the summary of the results is given in Table 3. This module enables the user to monitor
two consecutive line outage contingencies at the same time.

3.1. Contingency Ranking and Stability Evaluation

In order to analyze higher N-k, where k ≥ 3 the user can define these contingencies in
the base case scenario definition, i.e., for analyzing k = 5, the base case conditions should
be set to N-3 system conditions.

For the IEEE-39 test network, the selected operational performance indices-based
contingencies, the obtained important PIs, and the loss of load (LoL) variations are given in
Figure 8. It is observed that the IEEE-39 bus test system stability deteriorates after the N-4
contingency level. At this point, the specific contingency case must be benchmarked in a
time domain analysis software to validate the critical contingency detection approach.
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Figure 7. Decision support module GUI.

Table 3. Worst contingencies for IEEE-39 based on TVI ranking.

Order Line ID From–to Bus
DT

Evaluation
Vulnerability

Type
Isolated Bus

Number

1 27 16–19 Insecure OPI 4

2 32 19–20 Insecure OPI 2

3 44 26–29 Secure TAI -

4 34 20–34 Insecure TAI 1

5 46 28–29 Insecure OPI -

6 4 2–25 Insecure AWI -

7 2 1–39 Secure TAI -

8 43 26–28 Secure AWI -

9 39 23–36 Insecure TAI 1

10 38 23–24 Secure TAI -

The foreseen cascading failure sequence was modeled in EMTP software [39] to
obtain the dynamic behavior of the system based on generator active power outputs and
rotational speeds. The connectivity diagram of the test model created within the developed
interface with the most critical contingencies indicated in accordance with the dominant
vulnerability types (OPI, AWI, TAI), as shown in Figure 9. For simulating the component
outages, disconnectors are added to the relevant branches.

In order to simulate the consecutive cascading failure behavior, each component
outage is assumed to occur at each 200 ms, respectively. The simulated behavior for the
transient system model is modeled in an EMTP environment. Throughout the simulation,
the active power output of the generators is given in Figure 10 and the rotational speed
variation of the generators are presented in Figure 11.
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Deterioration 

Zone  

Figure 8. Performance indicators with respect to N-k contingencies (k = 1 to 10).

 

Figure 9. IEEE-39 bus system connectivity diagram indicating most vulnerable points according to
OPI, AWI, and TAI indices.

As can be seen in Figure 9, the system stability starts to substantially deteriorate after
the fourth (N-4) contingency, which corresponds to the 0.8 to 1.2 s interval zone shown in
Figures 10 and 11. It is seen that after the sixth contingency, the severity related operational
performance (OPI_s) and the number of limit violation indices (#LV) begin to change
substantially. We can also observe slight changes in similar critical performance indicators,
such as the related contingency operational performance (OPI_c), loss of load (LoL), and the
number of isolated buses (#IB). It can be concluded that although the proposed algorithm is
based on a steady state analysis tool where operational scenarios are defined in accordance
with several N-k contingencies and load variations, by coupling it with decision tree
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evaluation using performance indices as predictive parameters, the proposed algorithm
predicts good results for the detection of instability. It is also worth noting that the critical
point where the generator angles start to deviate from original values (around t = 1.2 s),
as seen in Figure 11, coincides with the N-6 contingency case shown in Figure 9 where
deterioration of stability is clear.

 

Figure 10. Active power variation of generators during foreseen cascaded failures.

 

Stability Deterioration 

Zone  

Figure 11. Generator rotational speed deviations during cascading failure.

3.2. Secure System State Transfer

For the N-k contingency analysis implemented according to the total vulnerability
ranking, it was found that six contingencies resulted in an insecure state, and four of those
also resulted in a bus isolated from the system. The line loadings and bus voltage deviations,
being the most vulnerable cases, create a basis for improved constraints for the CSC-OPF
problem. The genetic algorithm search aims to minimize the fitness objective applied
to solve this corrective security-constrained OPF problem function, defined in Equation
(1). Generator active power outputs are considered as main variables for optimization,
which are represented as real numbers in the search space but are limited by the minimum
and maximum limits of generators’ active power. For candidate selection, the roulette
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selection type was used and scattered crossover and adaptive mutation were applied to
the candidates that formed the search space. The GA performance is very dependent on
the predefined crossover (Pc) and mutation (Pm) probabilities. The GA performance for
various crossover and mutation probabilities was tested for Pc = 0.6 to 0.9 and Pm = 0.001 to
0.01 and the ideal results, which have a faster convergence behavior, were obtained for the
following algorithm parameters; Ngen: 50, Nsize: 50, Pc: 0.8, and Pm: 0.01. As the system
size is relatively small, it is observed that the proposed GA fitness function (defined in
Equation (1)) reaches an almost optimum solution after the 30th generation. The mean and
best possible solution candidates reached the same fitness value, as it can be seen from
Figure 12.

 
Figure 12. Convergence of VB-OPF algorithm for IEEE-39 bus test system.

As a numeric example, after the N-k contingency is selected, which includes outage of
most vulnerable line (line-27/connecting buses 16 and 19), the CSC-OPF module calculates
the new settings for generators as given in Table 4.

Table 4. New operational set points for generators after most credible contingency.

Gen-ID Pset Pinit Pmin Pmax

1 667.48 250 0 1040

2 414.06 677.87 0 646

3 375.82 650 0 725

4 594.78 632 0 652

5 655.75 650 0 687

6 400.3 560 0 580

7 285.46 540 0 564

8 653.54 830 0 865

9 1040.9 1000 0 1100

Accordingly, the cost comparison of the systems when secure system transfer condi-
tions are applied or not is shown in Figure 13. It is observed that by transferring the system
to the proposed secure operating point using the CSC-OPF algorithm, although generation
costs are slightly increased by avoiding the unserved energy (load shed) cost, the overall
system operational cost is decreased by 20.4% for this specific contingency case.
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Figure 13. Cost comparison of SST operation with base (not applied) case in IEEE-39 network for the
applied contingency scenario.

4. Results and Conclusions

In this study, a new preventive control approach is presented which implements critical
contingency selection using a practical vulnerability search analysis and a decision tree-
based stability evaluation module with a multi-variant parameter knowledge base. Using
non-operational vulnerability indices, the proposed decision support system is expected to
assist PSOs in making critical decisions for transferring the power system configuration to
be resilient against the possible and probable contingencies which may lead to cascaded
failures. By using the proposed methodology, the cascading failure withstand level of
the system is expected to improve by transferring the system to a more secure operating
point. In this study, it is also shown that although generator operational costs are slightly
increased, the unserved energy costs due to load shedding can be alleviated, and as a result,
more than 20% of the total system operation cost can be reduced in the specific contingency
case. Furthermore, the validity of the stability deterioration detection approach was shown
with the benchmark made using a commercial PSA software tool. Using this approach,
we proposed a method that anticipates system stability during consecutive failures using
the results obtained from steady state AC-OPF analysis, combined with decision trees,
using presented performance indices iteratively. By implementing the proposed approach,
users can understand several equipment outage scenarios based on vulnerability rankings,
visualize the impacts of resulting outages, and estimate the operational cost of systems
where a secure system transfer is considered or not.

The main contributions of this paper are as follows: (1) it introduces an approach
for critical contingency selection considering operational and non-operational vulnera-
bilities jointly; (2) it studies a decision tree-based power system stability evaluation with
a multi-parameter knowledge base where a corrective security-constrained and genetic
algorithm-based OPF algorithm is used; and (3) it provides a contingency evaluation tool
for system operators to quantify the impacts due to specific component outages arising
from several vulnerabilities.

With the help of such knowledge-based decision support tools providing direct con-
solidated information from internal and external vulnerabilities, the load dispatch center’s
resilience capability is expected to be improved and PSOs will be capable of testing their
disaster scenarios and understand the impacts of possible corrective maneuvers beforehand.
In future work, the proposed algorithm will be tested on a more realistic network model
with daily and seasonal load variations imposed.
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Nomenclature

Indices
l line index
i bus index
g generator index
Constants
nline total number of lines
nbus total number of buses
ngen total number of generators
N formulation parameter (i.e., 2)
wP overloading weight factor
wb bus voltage weight factor
wg generator active/reactive power weight factor
wang angle weight factor weight factor
wVb bus voltage deviation weight factor
wLoL loss of load weight factor
wLoG loss of generation weight factor
wVb,ct bus voltage violation weight factor
wPLoss active power loss change weight factor
Pl-max max active power of lth line
Pg,max max. active power of ith generator
Qg,max max. reactive power of ith generator
ΔPshed amount of load shed
Variables
Pl active power of lth line
Vi voltage level of ith bus
Vbc base case voltage of ith bus
Vmin minimum voltage of ith bus
Vmax maximum voltage of ith bus
Qg reactive power of ith generator
Pg active power of ith generator
ΔVb total bus voltage deviation in p.u
ΔVb-ct number of bus voltage limit violation
islbus total islanded bus number
PL,0 base case power loss
PL;k kth contingency case power loss
PIP active power performance index
PIV voltage performance index
PIPg generator active power performance index
PIQg generator reactive power performance index
PIAng load angle performance index
PILoL percentage of load shed p. index
PILoG percentage of lost generation p. index
PIIB isolated bus number performance index
OPIctg contingency based operational p.index
OPIsev severity based operational p.index
ΔVavg average voltage drop
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Abstract: In the pilot provinces of China’s electricity spot market, power generation companies
usually adopt the separate bidding mode, which leads to a low willingness of demand-side response
and poor flexibility in the interaction mechanism between supply and demand. Based on the analysis
of the demand response mechanism of the power day-ahead market with the participation of power
sales companies, this paper abstracted the game process of the “power grid-sales company-users” tri-
partite competition in the electricity market environment into a two-layer (purchase layer/sales layer)
game model and proposed a master–slave game equilibrium optimization strategy for the day-ahead
power market under the two-layer game. The multi-objective multi-universe optimization algorithm
was used to find the Pareto optimal solution of the game model, a comprehensive evaluation was
constructed, and the optimal strategy of the demand response was determined considering the peak
cutting and valley filling quantity of the power grid, the profit of the electricity retailers, the cost of
the consumers, and the comfort degree. Examples are given to simulate the day-ahead electricity
market participated in by the electricity retailers, analyze and compare the benefits of each market
entity participating in the demand response, and verify the effectiveness of the proposed model.

Keywords: power demand response; master–slave game; demand response strategy; multi-objective
multi-universe optimization

1. Introduction

The new round of reform in the power sector has promoted the diversified develop-
ment of market players, and the power demand-side response system has been gradually
improved [1]. The electricity retailer has upgraded its revenue model from relying solely
on price differentials to offering load integration and diversified comprehensive energy
services. By balancing the varying demands of user groups and participating in demand-
side response programs, the company not only actively cooperates with the peak-shaving
and valley-filling measures of the power system but also increases its revenue. As the
electricity market reform continues to deepen and the establishment of the electricity spot
market gradually improves, the implementation model of demand response in the power
sector is shifting from the “demand-side bidding + fixed compensation price” model to a
market-oriented “demand-side bidding + maximum price limit” model [2,3]. The ability
to optimize resource allocation by fully considering the demand side is crucial [4]. In this
context, exploring the supply–demand interaction between the “grid–user–retailer” triad
under market competition mechanisms and studying demand-side response strategies
have become a pressing research topic.

Demand response subsidy pricing is an incentive measure established by grid com-
panies to encourage consumers to reduce electricity consumption during peak periods,
thereby reducing the burden on the power grid. Currently, there have been significant
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developments in the field of research related to demand-side resource prices [5] and the for-
mulation of incentive mechanisms [6]. The traditional optimization theory system, which
relies on single-agent decision-making, is unable to effectively address the challenges in
actual power demand response management.Some artificial intelligence technology [7] and
game theory methods [8] are applied to solve the power demand side response strategy [9].
Among them, there are two main types of applications for game theory: (1) The goal
of studying demand-side electricity consumption behavior based on demand response
optimized equipment is to discover the best strategy for arranging the power consumption
of each device. Reference [10] presents a multi-layer game model that involves power
companies, multiple home power management centers, and multiple devices within a
household. This paper also proposed a response mechanism for managing household
power load in a smart grid environment; (2) Investigate the game between the electric-
ity demand side and the electricity supply company [11,12]. In reference [13], a game
between electricity consumers and the power grid to determine the optimal price set by
the grid, and users adjusting their optimal power consumption based on the price. Refer-
ence [14] thoroughly investigated decision-making behavior in power demand response
management from the perspective of multi-population evolutionary game theory. At the
same time, considering the master–slave game [15] very suitable for analyzing sequential
decision-making problems in competitive environments [16], the basic theory of the modern
engineering game has found extensive application in the domain of power system control
and decision-making. Reference [17] tackles the issue of demand response subsidy pricing
set by power grid companies. The research established a master–slave game model to illus-
trate the interaction between grid operators and multiple stakeholders. In reference [18],
a master–slave game model was constructed with the aim of maximizing the interests of
both users and load aggregator businesses. The optimal compensation pricing strategy for
the load aggregator was obtained by solving the model, and the elasticity of user electricity
consumption was analyzed to optimize user response. In the future, the demand response
market will become more and more perfect, and the demand response model needs to
consider the game of more market players.

In this paper, the response mechanism of the power market under the participation of
retail electricity companies was analyzed, considering a more complete range of demand
response participants in the market. With the goals of peak shaving and valley filling on
the grid side, maximizing the profit of retail electricity companies and minimizing the
electricity cost and ensuring the electricity comfort of users, the game process of “power
grid-sales e-commerce-user” in the competitive environment of the power market was
abstracted into a two-layer (power purchase layer/power sales layer) master–slave game
model. After analyzing and solving the model, we proposed a new solution by introducing
the multi-objective multiverse optimizer (MOMVO) algorithm [19]. This method converts
the objective functions and constraints in the model into multiple fitness functions and seeks
the Pareto front of the model. Finally, in the interactive game, by continuously interacting
the respective benefit information between each subject, the Nash equilibrium solution
that satisfies its own benefits is obtained, that is, the distribution of electricity and subsidy
prices in which each market entity participates in demand response. By simulating the
electricity market in which electricity sales companies participate, the benefits of demand
response from various market entities were analyzed and compared, and the validity of
the proposed model was confirmed.

2. Demand Response Revenue Model for Individual Market Players

In the event of power shortage (surplus) in the real-time balancing market, the power
grid initiates a demand response mechanism for peak shaving (valley filling). Retail
electricity companies participate in the demand response by purchasing electricity based
on the electricity usage patterns of their customers, and then selling the electricity to them.
This helps balance the demand and supply of electricity in the market. Upon receiving the
incentive notification from the retail electricity company to reduce the load or the signal of
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rising electricity prices, the electricity users change their inherent electricity consumption
patterns [20]. To guarantee the stability of the electricity network and regulate the increase
of electricity costs, it is imperative to respond to power supply by reducing or shifting the
electricity load during a specific time period. In response to the demand response programs
issued by the grid, decisions are made by the demand side with the aim of maximizing the
benefits of participation.

2.1. Demand Response Revenue Model for Grid

The benefits of the grid release of the peak-shaving demand response mainly include
reduced power generation costs and avoidable transmission and distribution capacity costs;
costs mainly include reduced electricity sales gains and compensatory costs for publishing
demand responses.

(1) Reduced power generation costs:

Cf (Q) = aQ2 + bQ + c, (1)

ΔCf (Q) = Cf (Q)− Cf (Q′), (2)

where a, b, c is the cost factor of power generation. Generally, a > 0 and 2a represent the
slope of the marginal cost price curve, b is the starting marginal cost of the unit, c is the loss
when the unit does not contribute, Q is the amount of electricity generated before demand
response, Q′ is the amount of power generated after demand response, and ΔCf (Q) is the
reduced power generation cost of the grid company.

(2) It can avoid transmission and distribution capacity costs.
The avoidable transmission and distribution capacity cost can be addressed through

the avoidable transmission and distribution capacity per unit cost cg and the actual ΔQ of
avoided transmission and distribution capacity, as shown in Equation (3).

Ccon = cg · ΔQ. (3)

Considering transmission and distribution losses, user participation in demand re-
sponse does not directly correspond to load reduction on the grid side. The actual avoided
transmission and distribution capacity ΔQ can be calculated as follows:

ΔQ =
1

1− α
. (4)

Among them, Qt stands for the total response of users during the time interval t, and α
denotes the coefficient of transmission and distribution losses in the grid.

(3) Publish demand response subsidy fees.
To incentivize retail electricity companies to participate in demand response, the grid

provides them with a compensation price. The compensation cost Cr,g can be calculated
as follows:

Cr,g =
T

∑
t=1

∑
k∈N

rt
kqt

k, k = 1, 2, . . . , N, t = 1, 2, . . . , T. (5)

Here, T represents the set of time periods for demand response, N denotes the set
of sales companies, rt

k is the subsidy unit price that the power grid provides to electricity
retailer k(k = 1, 2, . . . , N) at period t(t = 1, 2, . . . T), and qt

k refers to the response quantity
of electricity retailer k during time period t.

(4) Reduced income from electricity sales.

Bs,g =
T

∑
t=1

∑
k∈N

qt
kλt, k = 1, 2, . . . , N, t = 1, 2, . . . , T. (6)
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Among them, Bs, g denotes the reduction in electricity sales revenue for the power
grid, qt

k is the response quantity of the electricity retailer k at time t, and λt stands for the
spot electricity price in the market at time t.

Equation (7) depicts the revenue function of the power grid when it engages in
demand response.

UG = Ccon + ΔCf − Cr,g − Bs,g. (7)

2.2. Demand Response Revenue Model for Electricity Retailers

The cost of participating in pre-day peak shaving response of the grid is mainly
comprised of reduced electricity sales revenue and allowance fees issued to users, while
the income mainly consists of the response subsidies obtained.

(1) Demand response subsidies obtained.
The electricity retailer k participates in the day-ahead peak load reduction demand

response program and receives subsidy payments, denoted by Br,k, as shown in Equation (8).
Here, rt

k is the subsidy unit price received by electricity retailer k during time period t,
and qt

k is the response amount of electricity sales company k during time period t.

Br,k =
T

∑
t=1

rt
kqt

k, k ∈ N, t = 1, 2, . . . , T. (8)

(2) Reduced power purchase costs.
The electricity retailer k participates in demand response and lowers the cost of

procuring electricity from the grid, denoted by Cg,k.

Cg,k =
T

∑
t=1

qt
kλt

k, k ∈ N, t = 1, 2, . . . , T. (9)

(3) Reduced electricity sales revenue.
This paper considered the signed time-of-use electricity pricing contract between the

electricity sales company and users, where the electricity sales company determines the
time-of-use periods and prices for the 24 h in a day in advance. The reduced electricity
sales revenue Rs,k for the electricity sales company k is shown in Equation (10).

Rs,k =
T

∑
t=1

∑
i∈Mk

q̃t
i λ̃

t
k, k ∈ N, i ∈ Mk, t = 1, 2, . . . , T. (10)

Among them, λ̃t
k is the live electricity rate of the electricity retailer k corresponding

to the user in the t period, Mk represents the collection of users under the electricity sales
company k, and q̃t

i is the response volume of the user i(i = 1, 2, . . . , Mk) during the t period.
(4) Published user response subsidy fees.
The subsidy price published by the electricity retailer to the user i during the t period

is recorded as r̃t
i , then the response subsidy fee Dr,k issued by electricity retailer k to user is

shown in Formula (11).

Dr,k =
T

∑
t=1

∑
i∈Mk

q̃t
i r̃

t
i , k ∈ N, i ∈ Mk, t = 1, 2, . . . , T. (11)

(5) Penalty fees.
When the actual response amount of the users under the electricity retailer k is lower

than 95% of the declared response amount or higher than 105% of the declared response
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amount by the electricity retailer, the penalty fee Fω,k will be as shown in Formula (12),
where ωk is the penalty price of the electricity retailer k.

Fω,k =

⎧⎪⎪⎨⎪⎪⎩
(qt

k · 95%− ∑
i∈Mk

q̃t
i) ·ωk, ∑

i∈Mk

q̃t
i < qt

k · 95%,

( ∑
i∈Mk

q̃t
i − qt

k · 105%) ·ωk, ∑
i∈Mk

q̃t
i > qt

k · 105%,
k ∈ N, i ∈ Mk, t = 1, 2, . . . T. (12)

The income of the electricity sales company k participating in the demand response
US,k is as in Equation (13):

US,k = Br,k + Cg,k − Rs,k − Dr,k − Fω,k, k ∈ N. (13)

2.3. User Demand Response Revenue Model

(1) Response costs.
The cost of user response refers to the losses incurred by users reducing electricity

consumption. In this paper, the user response cost C̃q,i is expressed as a quadratic function,
as shown in Equation (14).

C̃q,i = βi(qi)
2 + γqi, i ∈ M (14)

qi =
T

∑
t=1

q̃t
i , i ∈ M, t = 1, 2, . . . , T, (15)

where βi and γi are the user i response cost factors, both constants greater than 0, and the
response amount of the user is recorded as qi.

(2) Response subsidy fees received by users.
The subsidy price that user i receives during the t session is r̃t

i , and the response
subsidy fee that user i receives is B̃dr,i.

B̃dr,i =
T

∑
t=1

r̃t
i q̃

t
i , i ∈ M, t = 1, 2, . . . , T. (16)

(3) Reduced power purchase costs.
In peak periods, users have the option to engage in demand response by either

decreasing their consumption or shifting their usage, meaning that the demand response
quantity of users includes both load reduction and load transfer.

Among them, the load transfer quantity for demand response scheduling by the
user is mainly based on the demand elasticity theory. According to the demand principle
of economics, the elasticity coefficient of electricity price may be characterized as the
proportionate alteration in load demand resulting from the proportionate alteration in
electricity price over a certain period, and the price elasticity coefficients are represented
by Equation (17). ⎧⎪⎨⎪⎩et1,t2 =

ΔLt1 /L0
t1

ΔPt2 /P0
t2

et1,t2 ≤ 0, t1 = t2; et1,t2 ≥ 0, t1 �= t2.

(17)

Among them, L0
t1

, ΔLt1 are the initial electricity load at the user’s t1 moment and
the load change before and after demand response, respectively. P0

t2
, ΔPt2 are the initial

electricity price at t2 and the price change before and after demand response, respectively.
When t1 = t2, et1,t2 is called the self-elastic response coefficient, the increase in electricity
price will cause a decrease in the user’s electricity demand, and its value is negative; when
t1 �= t2, then et1,t2 is called the cross-elasticity coefficient, and the increase in the price at
t2 will cause users to transfer the load to the t1 period, where the electricity price is lower,
with a positive value.
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According to the time-of-use electricity price contract signed between the selling com-
pany and the user, this paper considered that the user’s transferable electricity occurs in the
two periods of the highest and lowest real-time electricity prices. As a result of the varying
response characteristics of different users towards electricity prices, the corresponding
elasticity coefficients [21] are also different, so the corresponding elasticity coefficient is
also different, and the elastic coefficient matrix of user i is:

Ei =

(
e f f

i e f g
i

eg f
i egg

i

)
. (18)

Among them, the superscripts f and g, respectively, correspond to peak and valley
periods, and the elements in the matrix correspond to the self-elasticity coefficient and the
cross-elasticity coefficient of each time period. By deducing price-based demand response,
the demand quantity of each user and the total load demand of each time period can
be obtained.

Li = L0
i +

(
L f ,0

i 0
0 Lg,0

i

)
Ei

(
ΔPg f

i /P f ,0
i

ΔP f g
i /Pg,0

i

)
. (19)

Among them, L0
i , Li represent the power consumption before and after load transfer

when user i participates in demand response, respectively. L f ,0
i , Lg,0

i indicate the electricity
consumption during the peak and trough periods before user i participates in demand
response, respectively; P f ,0

i , Pg,0
i indicate that user i participates in the power purchase price

during the peak and trough periods before responding, respectively; ΔP f g
i indicates the

electricity purchase price differential during the user’s peak-valley period; ΔPg f
i represents

the electricity purchase price differential between the user’s trough and peak hours.
The reduced cost of power purchase for user i is denoted as G̃k,i and is expressed

as follows:

G̃k,i =
T

∑
t=1

λ̃t
kq̃t

i + ΔP f g
i ΔLi, k ∈ N, i ∈ M, (20)

where λ̃t
k represents the electricity price of the electricity retailer k corresponding to the user

during time period t, and ΔLi represents the load transfer quantity of user i participating
in the demand response.

In summary, the demand response benefit Ũk,i of user i is:

Ũk,i = −C̃k,i + B̃dr,i + G̃k,i, k ∈ N, i ∈ M. (21)

One of the constraints is that the response quantity q̃t
i of user i during time period t

cannot exceed the maximum response capacity ht
i of any user during the same period, while

it must also be higher than the minimum response quantity dt
i . Therefore, the response

quantity must satisfy the condition: dt
i ≤ q̃t

i ≤ ht
i .

3. Master–Slave Game Model and Solution of Demand-Side Response

3.1. Master–Slave Game Model

In 1952, Stackel-berg proposed the concept of the leader–follower game, where the
leader has a strategic advantage and occupies a dominant or advantageous position, while
the follower makes decisions following the leader. In real life, there are many specific exam-
ples of leader–follower games, such as the game between central and local governments,
between a company and their subsidiaries, etc.

This paper considered the competition relationship between the three parties of “power
grid–electricity retailer–user” and constructs a two-layer master–slave game model, as de-
picted in Figure 1. The higher-level demand response model involves the grid, which acts
as a leader in the game. The grid publishes demand responses and takes into account
constraints based on market electricity prices and electricity sales. The subsidy unit price
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of each electricity sales company is set with the aim of maximizing the grid’s own income.
Each electricity retailer in the lower-level model acts as a follower. After receiving the
demand response information of the grid, they optimize their internal response volume
and subsidy price to the user with the aim of maximizing their own revenue. The grid then
adjusts the subsidy price according to the response strategy of the electricity retailer. This
process creates a leader–follower sequential game and constitutes a Stackelberg game rela-
tionship [22], as well as a non-cooperative game relationship between each electricity seller.

Figure 1. Tripartite demand response decision model of “power grid, electricity retailers and consumers”.

In the lower-level model, the electricity sales company plays the role of a leader,
publishes demand responses, combines its own power purchase constraints, and sets the
subsidy unit price of each user with the goal of maximizing its personal income. Each
user also acts as a follower. After receiving the demand response information from the
electricity retailer, they optimize the response volume and power purchase period in order
to maximize their own income. The electricity retailer then adjusts the subsidy price again
based on the user’s response strategy. This creates a leader–follower sequential game,
constituting a Stackelberg game relationship. Each user also constitutes a non-cooperative
game relationship in this model.

3.2. Game Model Solving

The game flow is as follows: The game model proposed earlier transforms the demand-
side electricity purchasing decision problem into a multi-objective optimization prob-
lem, enabling more comprehensive and scientific purchasing decisions. The MOMVO
algorithm [23] is a global search optimization algorithm with strong convergence speed,
fast convergence rate, and good robustness, and it has been widely applied in many fields.
In this paper, the game model was combined with the MOMVO algorithm by converting
the objective functions and constraints in the master–slave game model into multiple fitness
functions, and using the MOMVO algorithm to solve it. This method not only improves
the efficiency of solving game models but also provides a new method for addressing
optimization problems with multiple objectives.

The MOMVO algorithm utilizes the multiverse theory [24], which regards each optimal
solution as a universe, to find all optimal solutions by simulating the interaction and
variation of universes. The algorithm includes steps such as population initialization,
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individual evaluation, individual selection, individual evolution, and determining stopping
conditions, and ultimately outputs all the found optimal solutions. This algorithm boasts
several benefits, including potent global search capability, swift convergence speed and
exceptional robustness, and has found extensive application across various domains.

The MVO algorithm is based on the multiverse theory’s three main concepts: white
hole, black hole, and wormhole. It establishes a mathematical model for optimization with
candidate solutions defined as universes and their fitness measured by expansion rates.
Each iteration uses black holes as candidate solutions, selecting better universes as white
holes via roulette wheel selection. Black and white holes exchange their contents while
some black holes can use wormholes to search for the best universes. The algorithm’s
internal loop structure’s logical flow is illustrated in Figure 2.

Figure 2. The algorithm’s internal loop structure’s logical flow.

In Figure 2, black holes update dimensions using two mechanisms.
(1) Based on sorted normalized expansion rates, white hole indices are selected using

the roulette wheel selection principle and black holes exchange dimensional information
with the selected white hole.

(2) When Rand2 < WEP, black holes travel through wormholes and update their
dimensions using TDR parameters in the optimal universe neighborhood. The iteration
Formula (22) is used, with j representing the specific dimension of the optimized problem.

Xi
j =

{
BestXj − TDR(ubj − lbj) · rand + lbj, Rand3 ≥ 0.5

BestXj + TDR(ubj − lbj) · rand + lbj, Rand3 < 0.5
(22)

TDR = 1− (
1

Len
)

1
6 (23)

WEP = WEPmin +
1en
Len

· (WEPmax −WEPmin). (24)

In Formulas (22)–(24), len and Len represent the current and maximum iterations, ub
and lb represent the boundaries of the problem, BestX represents the position of the optimal
universe, and WEP and TDR are important parameters of the Multiverse Optimization Al-
gorithm for the probability of wormhole existence and the travel distance rate. Formula (23)
indicates that the TDR parameter of the Multiverse Optimization Algorithm is a concave
decreasing function during the iteration, decreasing rapidly at first and gradually slowing
down, while the WEP parameter increases linearly.
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MOMVO is the multi-objective version of MVO, designed to store the best non-
dominant solutions. To select the best solutions from the archive, a tunnel is established
between solutions using the leader selection mechanism. In this approach, the crowding
distance between each solution in the archive is initially selected, and the number of
solutions in its neighborhood is used as a measure of coverage or diversity. MOMVO
uses roulette wheel selection to improve the distribution of solutions across all objectives,
favoring solutions with fewer individuals in the archive. The following equation is used to
achieve this improvement.

Pr = h/Nm. (25)

Using a constant parameter h greater than 1 and kept constant, the equation favors
solutions near the i-th solution while reducing the fitness of hypercubes with more particles
as a form of fitness sharing. This equation provides high probability solutions for regions
with fewer solutions, improving other areas and attracting solutions to these regions with
fewer individuals in the archive. It ultimately increases the coverage of the obtained Pareto
optimal front.

Archives can only accommodate a limited number of non-dominated solutions and can
become full during the optimization process. Therefore, a mechanism is needed to remove
unnecessary solutions from the archive. An unnecessary solution is one that is surrounded
by many solutions and thus requires cleanup to save space. The inverse Equation (26) is
used to discard unwanted solutions from the archive and provide high probability for the
MOMVO algorithm.

P′r = Nm/h. (26)

To quantify convergence, this paper selected the generational distance (GD) [25]
and inverted generational distance (IGD) [26] proposed by Veldhuizen in 1998. These
performance metrics serve to quantify the distribution of Pareto optimal solutions obtained.
The corresponding mathematical equations for these performance measures are as follows:

GD =

√
∑no

i1=1 si
2
1

no
(27)

IGD =

√
∑nt

i2=1(s
′
i2)

2

nt
, (28)

where no, nt indicate the count of Pareto optimal solutions, and si1, si
′
2 represent the Pareto

optimal solution, and reference concentration is the most close to the true Pareto optimal
solutions of m Euclidean distance. Please note that the Euclidean distances are calculated
respectively in their target space.

In order to assist decision makers in selecting the optimal solution from the Pareto
frontier, this paper modified the weights of individual indicators using a comprehensive
evaluation index method and integrated them into a single objective function. The consid-
ered indicators included grid revenue, electricity retailer revenue, user revenue, peak load
(valley filling) reduction, user electricity consumption comfort, and participation response
satisfaction. The changes in indicator weights are related to the fairness of demand response
and the optimal strategy chosen by the decision maker.

The electricity consumption comfort level u of users represents the sum of the standard
deviations of the response volume in which all users are involved in the demand response,
as in Equation (29). User satisfaction v represents the sum of the standard deviations of the
unit price of subsidies obtained by all users participating in demand response, as shown in
Equation (30), where M is a collection of all users, and i = 1, 2, ..., M.

u =
T

∑
t=1

∑
i∈M

√
(q̃t

i)− q̃
t
i)

2, t = 1, 2, ..., T, i ∈ M (29)
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v =
T

∑
t=1

∑
i∈M

√
(r̃t

i − r̃
t
i)

2, t = 1, 2, ..., T, i ∈ M. (30)

In the model, the weight coefficient matrix of each index is formulated as
l = (lUG , lUS , lUE , lQ, lu, lv), where lUG , lUS , lUE , lQ, lu, lv represent the weights of grid, elec-
tricity retailer, user revenue, peak load (valley filling) reduction, user electricity consump-
tion comfort, and participation response satisfaction, respectively. The process of de-
termining the indicator weights in this paper involved employing the CRITIC method,
as expounded in [27], which is an objective weighting method that is superior to entropy
weighting and standard deviation weighting methods. The CRITIC method takes into ac-
count the conflict and contrast intensity among indicators, and can simultaneously consider
the size and correlation of indicator variability, using the inherent properties of the data for
scientific evaluation.

4. Example Analysis

The reform of China’s electricity spot market is in its early stages, with limited marke-
tization and trading volume, making it difficult to obtain real-time electricity price data
due to the need for mature market mechanisms and trading platforms for accurate price de-
termination and real-time data acquisition. Therefore, this paper used real-time electricity
price data from established electricity markets, such as PJM, which can be more practical
and reliable. This paper selected data from one day in the PJM market to verify and analyze
the model, which has a total of 24 time periods. In the power grid’s demand response im-
plementation phase, there could be multiple electricity retailers who are interested in taking
part in the demand response program. This paper considered one power grid company,
two electricity retailers, and three users participating in the demand response released by
the electricity retailers. It was assumed that the total maximum response capacity of the
users can meet the power grid’s maximum response demand.

4.1. Parameter Settings

The user’s time-of-use pricing schedule was set in intervals as shown in Table 1,
while the utility company’s time-of-use pricing is presented in Table 2. The differentiated
elasticity coefficient for users was also set simultaneously, as shown in Table 3, while the
response cost coefficient for different users is presented in Table 4.

Table 1. Time-of-use price contract time segment of users.

Type Period of Time

Valley period 1, 2, 3, 4, 5, 6, 23, 24
Normal period 7, 8, 13, 14, 15, 16, 17, 18

Peak period 9, 10, 11, 12, 19, 20, 21, 22

Table 2. Time-of-use price of electricity retailers.

Valley Period Normal Period Peak Period

electricity retailers A ($/MWh) 28.26 34.42 38.33
electricity retailers B ($/MWh) 26.21 33.65 39.21

The cost-per-unit of avoiding transmission and distribution capacity in the power grid
was set at 2 $/MW, while the transmission and distribution loss coefficient was α = 0.04,
and the cost coefficient for power generation was a = 0.06, b = 20, and c = 5. The originally
planned power output capacity for the day was Q = 6000 MW·h, and Figure 3 illustrates
the live electricity rate prediction value. The grid plans to release a peak-shaving demand
response project during the high-load peak period, which lasts for two hours (19:00–21:00).
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Table 3. Customers differentiation elasticity.

Type of Load Coefficient of Self-Elasticity
Cross Elastic Coefficient

Peak-Normal Peak-Valley Normal-Valley

user1 −0.05 0.02 0.04 0.02
user2 −0.12 0.02 0.03 0.11
user3 −0.38 0.03 0.23 0.03
user4 −0.56 0.02 0.04 0.02
user5 −0.14 0.15 0.03 0.18
user6 −0.23 0.03 0.08 0.06

Table 4. Response cost coefficient of different consumers (unit: $(MW·h)−1).

User Response Cost Factor β Response Cost Factor γ

user1 0.2 60
user2 0.2 62
user3 0.2 58
user4 0.2 58
user5 0.2 60
user6 0.2 56

Figure 3. Real-time electricity price forecast value of power grid.

4.2. Scene Settings

This paper proposed a master–slave game model and used Python for simulation
programming to obtain the equilibrium solution of the game between the power grid, retail
electricity companies, and users. Four scenarios were set up for comparative analysis to
verify the effectiveness of the optimization strategy, with different algorithms used to solve
the game model’s optimal solution while considering the impact of price elasticity on user
demand response.

• Scenario 1 did not consider price elasticity on user demand response and used the
MOMOV algorithm to solve the game model’s optimal solution.

• Scenario 2 considered price elasticity and used the MOMOV algorithm.
• Scenario 3 considered price elasticity and used the MOPSO algorithm to solve the

game model’s optimal solution.
• Scenario 4 considered price elasticity and used the NSGA-II algorithm to solve the

game model’s optimal solution.

4.3. Comparative Analysis

When using the MOMOV algorithm for solving, Len was set to 100, while WEP
linearly increased from 0.2 to 1 and TDR decreased concavely from 0.6 to 0. According to
Scenario 1, the model converged in the 16th iteration. The optimal response of the retail
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electricity companies showed a convergence trend as the iteration increased, as shown in
Figure 4. Table 5 shows the optimal response of the retail electricity companies and their
corresponding subsidy price. Figure 5 shows the optimal response and subsidy price of
users during the 20:00–21:00 period. It can be seen that user 4 has the highest response and
subsidy price at 27.16 MW and 18.53 USD/MW, respectively, while user 2 has the lowest
response and subsidy price at 18.85 MW and 13.37 USD/MW, respectively. When the user
response is high, a corresponding high subsidy price can be obtained to stimulate users to
increase their response.

Figure 4. Convergence process of the optimal response quantity of the electricity retailers in Scenario 1.

Table 5. The optimal response quantity and subsidy unit price of electricity retailers.

Electricity Retailers Period
Response Amount

($/MW)
Subsidy Unit Price

($/MW·h)

electricity retailers A 19:00–20:00 48.044 24.64
20:00–21:00 49.068 25.07

electricity retailers B 19:00–20:00 51.417 27.09
20:00–21:00 51.057 26.35

Figure 5. The optimal response quantity and subsidy unit price of users during 20:00–21:00.
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In Scenario 2, considering the elasticity of users, the optimal response of the power
company converged in the 18th iteration as shown in Figure 6. The optimal response of
Retail Electricity Company A was 48.04 MW, and the optimal response of Retail Elec-
tricity Company B was 50.87 MW. At this time, the power grid’s revenue was USD
3315.33 and the revenues of the two retail electricity companies were USD 2324.60 and
USD 2420.37, respectively.

Figure 6. Convergence process of the optimal response quantity of the electricity retailers in Scenario 2.

Figure 7 shows the comparison of load before and after demand response by electricity
users. It is evident from the figure that there is a significant decrease in the load during
peak hours and an increase in electricity consumption during off-peak hours. Among all
users, user 6 had the highest decrease in load during the 19:00–20:00 period, reaching
15.97%, while user 1 had the highest increase in electricity consumption, reaching 6.09%.
By participating in demand response, users reduce their electricity costs and have a more
stable load curve, reducing the losses caused by the extreme imbalance of power generation
in the power grid while considering the price elasticity of demand response. User 4 had the
highest price elasticity of demand response, resulting in the highest electricity consumption
transfer, which was 1.13%. Through participation in demand response, users can reduce
their power purchase costs while also making their load curve smoother, thereby reducing
the losses caused by extreme power generation imbalance in the power grid.

In both Scenario 1 and Scenario 2, the MOMOV algorithm was used, but Scenario 2
took into account the elasticity coefficients of the users. The results of the two scenarios are
shown in Table 6. The table shows that, in Scenario 2, the total user response increased by
2.89% and the power grid’s benefits increased by 2.39%. It is evident that, in the process of
maximizing its own benefits, the power grid company may sacrifice user benefits, which
reduces the enthusiasm of users to participate in response. However, when considering
the elasticity coefficients of users, the transfer of load reduces the user’s response cost and
increases their response enthusiasm, while optimizing the regulation of the power grid.

Table 6. Demand response in different scenarios.

Scenario
Response Cost Factor

Grid Revenue ($)
Total Response (MW)

Load Transfer
Amount (MW)

Scenario 1 3267.31 193.06 0
Scenario 2 3345.33 198.64 13.36
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Figure 7. Load change before and after users participate in demand response.

In Scenario 2, when adjusting the profit weight lUG of the power grid while ensuring
that other weight proportions remain unchanged, the changes in the profits of the power
grid and electricity retailers are shown in Figure 8. When the profit weight lUG of the power
grid increased from 0.1 to 0.4 under optimal decision-making, the profit of the power grid
increased by 12.46%, while the profits of electricity retailer A and B decreased by 8.71% and
7.02%, respectively. In the game, as the profit weight of the power grid increased and the
response subsidies received by electricity retailers decreased, their profits decreased.

With all other parameter values being equal, the results of solving Scenarios 2, 3, and 4
were compared. In other words, the effectiveness of the MOMOV, MOPSO, and NSGA-II
algorithms for solving the game model was compared when taking into account the elas-
ticity coefficients of users. The model was solved using each algorithm, independently
run 20 times. The average and standard deviation of the IGD indicator were calculated,
as shown in Table 7. It can be seen that the MOMOV algorithm performed the best in solv-
ing the model, with the smallest IGD indicator and standard deviation, indicating that this
algorithm is more stable and effective than the other two algorithms. Therefore, the experi-
mental findings serve as a testament to the efficacy of the MOMOV algorithm in addressing
the decision variable contribution target analysis method for this particular model.
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Figure 8. Response income with the participation of power grid and electricity retailers with the
change of income weight of power grid.

Table 7. Results of the multi-objective algorithms (using GD, IGD) on the model.

MOPSO NSGA-II MOMOV

GD IGD GD IGD GD IGD

4.18 ×10−3 1.32 ×10−2 3.27 ×10−3 2.12 ×10−2 1.60 ×10−4 4.10 ×10−3

5. Conclusions

This paper addressed the demand response of the grid and proposed a game-theoretic
model among grid, electricity retailers, and multiple users employing the master–slave
game approach. Through the analysis and solution of the model, game equilibrium was
achieved, and the corresponding strategy for power grid companies to set demand response
subsidy prices was obtained. The simulation results of the example showed that the
demand response game model constructed can achieve established goals, and the use of
MOMOV for solving the model was superior to other optimization algorithms, which to
some extent verified the rationality of the article. The subsidy price formulation strategy
proposed in this paper not only considers user participation in demand response and
reducing direct response subsidies, but also considers that users adjust their own electricity
consumption under the influence of the price elasticity coefficient, and shift peak electricity
consumption to valley hours. While users gain benefits, it has contributed positively to the
process of reducing peak demand and filling low demand periods for the power system
and effectively utilizing funds to improve the overall revenue of the grid in a competitive
market environment. This has positive implications, while also providing a new train of
thought for future demand response subsidized prices.
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Abstract: In today’s human society, diesel generators (DGs) are widely applied in the human energy
and electricity supply system due to its technical, operational, and economic advantages. This paper
proposes an intelligent nonlinear H2/H∞ robust controller based on the chaos particle swarm gravity
search optimization algorithm (CPSOGSA), which controls the speed and excitation of a DG. In
this method, firstly, establish the nonlinear mathematical model of the DG, and then design the
nonlinear H2/H∞ robust controller based on this. The direct feedback linearization and the H2/H∞

robust control theory are combined and applied. Based on the design of the integrated controller for
DG speed and excitation, the system’s performance requirements are transformed into a standard
robust H2/H∞ control problem. The parameters of the proposed solution controller are optimized by
using the proposed CPSOGSA. The introduction of CPSOGSA completes the design of an intelligent
nonlinear H2/H∞ robust controller for DG. The simulation is implemented in MATLAB/Simulink,
and the results are compared with the PID control method. The obtained results prove that the
proposed method can effectively improve the dynamic accuracy of the system and the ability to
suppress disturbances and improve the stability of the system.

Keywords: diesel generator; speed and excitation control; robust control; intelligent optimization

1. Introduction

The diesel generator (DG) is a prominent energy and power equipment extensively
employed within the human industrial system [1]. Its versatility is especially crucial in
regions characterized by weak grids and high costs associated with long-distance power
transmission. Furthermore, in specific power supply scenarios such as military emergency
power supply and disaster relief power supply, the reliance on traditional large power
grids for providing adequate and timely power becomes impractical [2–4]. The wide range
of applications of diesel generators is shown in Figure 1. In such contexts, DGs and their
associated systems prove to be highly effective and reliable alternatives. However, to ensure
the optimal performance and operational stability of DG systems, it is essential to develop
advanced control strategies that can effectively regulate and optimize their operation.

The system consisting of DGs and the various types of loads connected can be con-
sidered a micro-grid (MG) [5]. The MG is an effective way to accelerate renewable energy
development and solve the shortcomings of large grids [6]. The complementation of photo-
voltaic panels, wind turbines, and DGs in MG is one of the development trends of power
generation and distribution in the future power system [7]. With the continuous improve-
ment and perfection of DG technology, more and more people will also benefit from it,
especially far away from the large grid. Therefore, the DG research work has progressive
significance for the energy supply of human society.
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Processes 2023, 11, 1867

Figure 1. Widely used energy power device—diesel generator.

In many MGs, the DG is typically configured as the primary power source to ensure
the safe and stable operation of the MG system [8,9]. Considering that DGs often contribute
significantly to the overall capacity of most MGs, their control performance plays a critical
role in determining the stability of the entire MG [10]. As a result, research focused on DG
control is of fundamental importance. However, based on the current state of research,
the comprehensive disturbance characteristics, such as voltage and frequency, specific
to distributed MGs are rarely considered in the conventional DG control studies [11,12].
To address this gap, it is crucial to develop advanced control strategies that account for
the intricate dynamics and disturbance characteristics associated with distributed MGs.
By considering factors such as fluctuating loads, intermittent renewable energy sources,
and varying grid conditions, the control of DGs can be significantly improved to ensure the
optimal performance, stability, and resilience of the entire MG system.

The speed control system, comprising the diesel engine (DE) and the governor, plays a
crucial role in determining the frequency of the synchronous generator. The frequency stabil-
ity of the MG system relies heavily on the characteristics of the DE governor system [13,14].
However, when there are sudden changes in the load within the MG system, the power
flow and output power of each generator also experience abrupt variations, disrupting the
power balance between the generator and the prime mover. This leads to the occurrence of
unbalanced torque and relative motion between the rotors of the generators [15]. The re-
sulting frequency fluctuations not only impact the system’s users but also detrimentally
affect the overall operation of the MG system. Consequently, it becomes necessary to adjust
the prime mover’s frequency [16,17]. While much of the existing research has focused
on optimizing the speed controller, there are limitations to the conventional approaches.
For instance, Valenzuela et al. [18] proposed a conventional PI speed controller with re-
duced bandwidth to suppress excitation at the resonant frequency, but this approach leads
to slow dynamic performance, which is undesirable. Mahmoud et al. [19] analyzed opti-
mal tuning methods for the PI/PID controller to enhance system performance. However,
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this technique proves ineffective when the inertia of the driving machine is comparable
to that of the load device [20]. In addition to these conventional approaches, advanced
control strategies, such as sliding mode controller [21], model predictive control [22], fuzzy
logic [23], neural networks [24,25], and optimization algorithms [26], have been proposed
for speed controller optimization. These solutions exhibit improved dynamic properties
and robustness against parameter changes. However, these works have not adequately
considered the effects of the excitation regulation process. Moreover, in extreme cases, these
methods may not be applicable to DG systems. In light of these limitations, it is essential
to explore alternative control strategies that address the challenges associated with speed
control in DG systems.

The balance between the mechanical power of the prime mover and the electromag-
netic power of the generator is crucial to ensure stable operation. Failure to achieve this
balance can result in rotor oscillations, electromagnetic transient processes, and dynamic
excitation regulation caused by voltage and current fluctuations at the generator termi-
nal [27,28]. Since the majority of electrical equipment in DG systems comprises inductive
loads, the load current has a demagnetizing effect on the synchronous generator. Changes
in current magnitude and power factor directly impact the terminal voltage, necessitating
the use of an excitation control device for the synchronous generator [29]. Furthermore,
to enhance power supply reliability and achieve cost-effective electricity generation, the
parallel operation of multiple generator sets is often employed in certain systems under
different working conditions. To maintain stability within the parallel system, the allocation
of reactive power between the generators must be properly managed, a task regulated
by excitation control mechanisms [30,31]. In the context of excitation control research,
Patel et al. [32] proposed an alternative method based on command filtered backstepping
principles to control the terminal voltage and stabilize the DG through the excitation system.
In addition to the aforementioned approach, researchers have explored the integration of
various advanced control techniques into excitation control. Examples include the decen-
tralized improved cooperative excitation controller [33], the excitation controller based on
linear matrix inequality (LMI) [34], robust control strategies [35,36], and model predictive
control [37], all of which aim to improve system performance. However, it is worth noting
that some controllers developed using these methods rely on linear approximations and
bounded operating ranges. Consequently, their performance may degrade significantly in
the presence of large disturbances [38].

The dynamic process of DGs in the system includes both the electromagnetic dy-
namic process and dynamic mechanical process, and the two are related to each other [39].
The comprehensive control of speed and excitation can be used as an effective measure to
improve the transient stability of the MG system [40]. However, most of the existing DG
strategies only consider one of these methods while ignoring the dual control functions
of voltage regulation and prime mover speed regulation. In the above studies, stable
islanded MGs based on nonlinear control techniques for speed regulation and excitation
robust controllers for DGs have been studied [41]. However, the speed regulation and
robust excitation controller they designed is not intelligent; that is, the user manually
selects the parameters of the robust controller, and no optimization is used to optimize the
adjustable parameters.

This paper proposes a robust control method for DG speed and excitation based on the
intelligent CPSOGSA, which is used in island MG with multiple load types. The CPSOGSA
optimizes the parameters of the robust controller, and the CPSOGSA is introduced for the
robust control of DG speed and excitation. The simulation results show that the method
effectively suppressed oscillations under severe disturbances and uncertain conditions.
The main innovations of this paper can be divided into the following categories:

- Based on the theory of direct feedback linearization, a nonlinear speed and excitation
robust controller of a DG is designed;
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- The intelligent CPSOGSA is applied to optimize the dynamic output function parame-
ters of the robust controller, thus introducing the CPSOGSA for this problem solving
multi-objective mixed H2/H∞ robust controller;

- The proposed method effectively suppresses frequency and voltage oscillations under
various load disturbances and uncertainties;

- Excellent damping efficiency, especially low overshoot, steady-state error, and set-
tling time.

This paper is organized as follows: In Section 2, the isolated MG structure supplied
by DG studied in this paper is introduced, and the dynamic mathematical model of the
DG is established in detail, respectively. Then, in Section 3, a speed and excitation robust
controller is designed for the MG system’s primary power source-DG. Section 4 presents
the CPSOGSA and its application to robust controller optimization problems. Simulation
studies are conducted in Section 5 to demonstrate the advantages of the new method.
Finally, Section 6 concludes this paper.

2. Modeling of Diesel Generator and Its Loads

This section briefly introduces the nonlinear mathematical model of DG, which mainly
consists of two parts: speed regulation and the excitation system of DG.

2.1. Modeling of Speed Control Part

As illustrated in Figure 2, the diesel engine in the DG serves as a power machine
that converts the heat energy from diesel fuel into the mechanical energy required by the
generator [42]. However, it is important to note that the main driving output torque of
the diesel engine, denoted as M1, is a pulsating torque [43]. This pulsating torque can be
mathematically decomposed into a Fourier series, represented by the following equation:

M1 = Mp +
∞

∑
f=1

M0
f sin( f ω0t + ϕ f ) (1)

where M1 is the DE pulsating torque; Mp is the average torque of one cycle; M0
f is the f th

harmonic torque amplitude; ω0 is the harmonic torque angular velocity; and ϕ f is the f th
harmonic torque initial phase angle.

Figure 2. Principle diagram of DE speed regulation system.

As shown in Figure 3, a flywheel with a significant moment of inertia is installed on
the main shaft of the diesel to keep the output torque of the diesel within the allowable
range , which can make the flywheel rotation unevenness between (0.0033, 0.0067) [44].
During operation, the enormous flywheel torque ensures that the output torque of the
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diesel is uniform. Therefore, the output torque’s unevenness can be ignored in the diesel’s
regular operation. In other words, the first constant in Equation (1) can be retained, and the
rest of the harmonic torque composed of amplitude, phase, and frequency can be ignored,
and Equation (1) is derived

M1 = Mp (2)

Figure 3. Flywheel of diesel.

The driving torque and rotating speed characteristics of DE are smooth curves, ap-
proximating several linear segments [45]. Divide the driving torque and rotating speed
characteristics of the diesel into m sections; then, each section can be written as

M1j = kjnd + bj (3)

where nd is the DE rotational speed, and the constant value of kj and bj is determined by
the positions of different segments (j = 1, 2, . . . , m).

It can be seen from the adjustment characteristics of the diesel that the relationship
between the main driving torque M1 of the DE and the output throttle displacement L
of the actuator presents a specific linear relationship [46]. At the same time, the driving
torque of the diesel has a certain lag, so the adjustment characteristic of the diesel can be
expressed as

M1 =
Me

1
Le − L0

(L(t− Td)− L0) (4)

where Me
1 is the torque at rated oil supply; Le is the rated stroke of the DE actuator; L0 is

the no-load stroke of the DE actuator; and Td is the DE torque lag time.
Through the above analysis and derivation, the rotating speed characteristic and

adjustment characteristic of the integrated the DE can be obtained as the expression of the
driving torque M1:

M1 = kjnd + bj +
Me

1
Le − L0

(L(t− Td)− L0) (5)

When the DE is running at the rated speed, the segment described in Equation (5) can
be described as

M1 = k1nd + b1 +
Me

1
Le − L0

(L(t− Td)− L0) (6)

Define d1 = b1 − (Me
1L0)/(Le − L0); then, Equation (6) can be written as

M1 = k1nd + d1 +
Me

1
Le − L0

L(t− Td) (7)
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The rotational speed, the number of cylinders, and the number of strokes of the diesel
determine the torque lag time Td of the diesel [47]. Generally, the following equation can
be used to estimate the value range

15
nd

< Td <
15
nd

+
60τ

ndls
(8)

where τ is the DE stroke coefficient and ls is the number of DE cylinders.
The diesel parameters studied in this paper are the value of rated speed nd = 1500 r/min,

the number of cylinders is 16, and the stroke coefficient τ = 2. According to Equation (8),
the value range of Td can be calculated as 0.01s < Td < 0.015. The speed transition time
of the diesel is 2 s, and Td is very small compared with it and can be ignored. Therefore,
Equation (7) can become

M1 = k1nd + d1 +
Me

1
Le − L0

L (9)

where L is the throttle actuator displacement.
The relationship between the rotational speed of the diesel nd and the angular velocity

of the crank shaft ωg is

nd =
60ωg

2π
(10)

where ωg is the angular velocity of the crankshaft shaft.
Equation (9) can be written as

M1 =
60k1ωg

2π
+ d1 +

Me
1

Le − L0
L (11)

The dynamic motion equation of the main shaft of the DG set can be expressed as

ω̇g =
1
J
(M1 −M2 −Md) (12)

where J is the DE rotational moment of inertia; ωg is the DE spindle angular velocity;
M1 is the DE output shaft torque; M2 is the DE load torque; and Md is the generator
damping torque.

The damping torque Md is generated by the damping winding of the synchronous
generator, and its characteristic is that it is proportional to the electrical angular speed of
the generator rotor, which can be calculated by Equation (13).

Md = Dpωg (13)

where D is the damping factor and p is the number of synchronous generator pole pairs.
Substituting Equations (11) and (13) into Equation (12), we obtain

Jω̇g + Dpωg =
60k1ωg

2π
+ d1 +

Me
1

Le − L0
L−M2 (14)

General variables are marked per unit value in the research and analysis of electric
power systems. In order to unify the form, Equation (14) can be standardized as per the
unit value. This paper converts the mechanical angular speed into electrical angular speed
and then standardizes the power, torque, and angular speed to study the speed response of
the diesel. This paper defines the rated apparent power SB of the DG as the reference value
of power and defines ω0 = 100π as the reference value of the angular speed. Therefore,
in standardized form, Equation (14) can be written as

Jω2
g0

SB
ω̇ =

60k1ω2
g0 − 2πDpω2

g0

2πSB
ω +

d1ωg0

SB
+

aωg0

SB
L−M2 (15)
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where ωg0 is 100π/p; a =
Me

1
Le−L0

.
Ignoring the no-load torque and the winding loss, M2 is equal to the output torque

of the synchronous generator. In the stability analysis or control system design, for the
convenience of calculation, it is considered that the angular speed ω does not change much
during the transient process and is approximately equal to the synchronous speed, that is,
ω ≈ 1 . Therefore, Equation (15) can be derived as

Jω2
g0

SB
ω̇ =

60k1ω2
g0 − 2πDpω2

g0

2πSB
ω +

d1ωg0

SB
+

aωg0

SB
L− Pe (16)

The output power Pe of the salient-pole synchronous generator can be described as

Pe =
E′qU
X′d

sin δ +
U2

2
X′d − Xq

X′dXq
sin(2δ) (17)

where E′q is the q-axis transient potential; U is the DG terminal voltage; and X is the
generator winding reactance.

The relationship between the generator rotor angle δ and the electrical angular velocity
ω can be described as

δ̇ = (ω− 1)ω0 (18)

where ω is the nominal value, δ and t are the actual values, and ω0 = 100π.
From Equations (16)–(18), the mathematical model of the electrical transient process

of DGs is ⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

δ̇ =(ω− 1)ω0

ω̇ =
Tb
Ta

ω +
1
Ta

c1 +
c2

Ta
L−

1
Ta

E′qU
X′d

sin δ− 1
Ta

U2

2
X′d − Xq

X′dXq
sin(2δ)

(19)

in the above, the definitions of Ta, Tb, c1, c2, and a are as follows:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Ta =
Jω2

g0

SB

Tb =
60k1ω2

g0 − 2πDpω2
g0

2πSB

c1 =
d1ωg0

SB

c2 =
aωg0

SB

a =
Me

1
Le − L0

2.2. Modeling of Excitation Control Part

During the operation of DGs, excitation control is the most basic and indispensable.
The synchronous generator is the control object of the excitation control system [46]. Study-
ing the dynamic characteristics of the excitation system is inseparable from the analysis of
the dynamic characteristics of the synchronous generator. The mathematical model of the
electromagnetic transient process of the DG includes the stator voltage balance equation of
the generator and the transient electromagnetic equation of each winding of the rotor [48].
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The standard form of the transient electromagnetic equation of the synchronous generator
can be described as⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Ė′q =
1

Td0
Ef d − 1

Td0
E′q −

Xd − X′d
Td0

Ė′′q =
1

Td0

X′′d − Xl

X′d − Xl
Ef d +

(
1

T′′d0
− X′′d − Xl

X′d − X1

1
Td0

)
E′q

− 1
T′′d0

E′′q −
(

X′d − X′′d
T′′d0

+
X′′d − Xl

X′d − Xl

Xd − X′d
Td0

Id

)
Ė′′d = − 1

T′′q0
E′′d +

Xq − X′′q
T′′q0

Iq

Ud = −RId + ωX′′q Iq + ωE′′d
Uq = −RIq −ωX′′d Id + ωE′′q

U =
√

U2
d + U2

q

(20)

where U is the stator winding terminal voltage; Ud and Uq are the d-axis and q-axis
components of the stator winding terminal voltage; R is the stator winding resistance;
X is the winding reactance; I is the winding current; T is the winding time constant; E′′d
is the d-axis subtransitory potential; E′q is the q-axis transient potential; E′′q is the q-axis
subtransitory potential; and Ed f is the excitation winding voltage.

By combining Equations (19) and (20), a nonlinear mathematical model of the DG is
obtained. This model reflects the interaction and mutual influence of speed and voltage
and more accurately describes the change law of speed and voltage.

3. Design of Nonliear H2/H∞ Synthetic Controller

3.1. Multi-Objective State-Feedback Theory

The control system shown in Figure 4 defines the closed-loop transfer function T∞(s)
from disturbance w to H∞ control performance output vector z∞, and the closed-loop
transfer function T2(s) from disturbance w to H2 control performance output vector z2.
The control goal is to design a state feedback control law u = Kx to stabilize the closed-loop
system progressively. In addition, it needs to:

- Keep the RMS gain (H∞ norm) of T∞(s) below a certain specified value γ0 > 0;
- Maintain the H2 norm (LQG cost) of T2(s) below a certain specified value υ0 > 0;
- Minimized the form of H2/H∞ trade-off standard αT2(s) + βT∞(s);
- Place the closed-loop pole in the designated area of the open left half-plane.

The mixed H2/H∞ standard considers both the interference suppression aspect (RMS
gain from w to z∞) and the LQG aspect (H2 norm from w to z2). In addition, the closed-loop
pole can be forced into a specific part of the stable half-plane to obtain a well-damped transient
response. Such control problems are called H2/H∞ control design problems [48,49].

The linear system shown in Figure 4 can be expressed as:⎧⎪⎨⎪⎩
ẋ = Ax + B1w + B2u

z∞ = C1x + D11w + D12u

z2 = C2x + D21w + D22u

(21)

where the first term in Equation (21) is a dynamic linear state-space differential equation
and the second and third terms are its dynamic performance evaluation signals.
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Figure 4. State-feedback control.

The closed-loop system formed after adding the controller Kx can be described in the
form of state-space as ⎧⎪⎨⎪⎩

ẋ = Acl x + B1w

z∞ = Ccl1x + D11w

z2 = Ccl2x + D21w

(22)

where Acl = A + B2K; Ccl1 = C1 + D12K; Ccl2 = C2 + D22K.
Taken separately, the two design goals have the following LMI formulation:
The H∞ performance: the closed-loop RMS gain from w to z∞ does not exceed γ if

and only if there exists a symmetric matrix X∞ such that⎧⎪⎪⎪⎨⎪⎪⎪⎩
⎡⎣ AclX∞ + X∞ AT

cl B1 X∞CT
cl1

BT
1 −γI DT

11
Ccl1X∞ D11 −γI

⎤⎦ < 0

X∞ > 0

(23)

The H2 performance: the closed-loop H2 norm of T2(s) does not exceed υ if there exist
two symmetric matrices X2 and Q such that⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

[
AclX2 + X2 AT

cl B1
BT

1 −I

]
< 0[

Q Ccl2X2
X2CT

cl2 X2

]
> 0

Trace(Q) < υ2

(24)

The mixed H2/H∞ performance: the pole of the closed-loop system is located in
the left half-open complex plane, and the performance index α‖T(s)∞‖2

∞ + β‖T2(s)‖2
2

is minimized.
To solve the mixed objective, the two sets of conditions add up to a non-convex

optimization problem with variables Q, K, X∞, and X2. In order to facilitate the processing
of this problem in the LMI framework, we seek a single Lyapunov matrix X := X∞ = X2
to force the solution of the two goals. With the change of variable Y := KX, this leads to
the multi-objective state feedback synthesis problem, which the following sub-optimal LMI
formula can express:
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Minimize αγ2 + βTrace(Q) over Y , X, Q, and γ2 satisfying:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎡⎣ AX + X AT + B2Y + YT BT
2 B1 XCT

1 + YT DT
12

BT
1 −γI DT

11
C1X + D12Y D11 −γI

⎤⎦ < 0

[
Q C2X + D22Y

XCT
2 + YT DT

22 X

]
< 0

Trace(Q) < υ2
0

γ0 < γ2
0

(25)

Denoting the optimal solution by (X∗, Y∗, Q∗, γ∗), the corresponding state-feedback
gain is given by:

K∗ = Y∗(X∗)−1 (26)

this gain guarantees the worst-case performances:⎧⎨⎩‖T(s)∞‖∞ ≤ γ∗

‖T(s)2‖2 ≤
√

Trace(Q∗)
(27)

The solution of the mixed H2/H∞ controller is usually configured with α = 0.5 and
β = 0.5 to obtain [46]. The robust controller obtained by this method can improve and
optimize the control performance of the related system.

3.2. Design of Speed Controller

The schematic diagram of the DG integrated control system based on the nonlinear
H2/H∞ integrated controller is shown in Figure 5. The DG integrated control system
comprises a diesel, generator, nonlinear H2/H∞ integrated controller, actuator, fuel supply
mechanism, and exciter. The nonlinear H2/H∞ integrated controller consists of two parts:
one part is the nonlinear H2/H∞ speed controller, and the other is the nonlinear H2/H∞
voltage controller. The nonlinear H2/H∞ integrated controller should consider the coupling
effect of speed and voltage, comprehensively control the speed and voltage, and control the
mutual influence between the two to a minimum. Further, it should improve the stability
of the frequency and voltage of the independent MG system.

Figure 5. Principle diagram of diesel-generator set synthetic control system.

The differential equation expression of the actuator is:

L̇ = − 1
T1

L +
K1

T1
u1 (28)

where T1 is the actuator time constant and K1 is the actuator gain.
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The expression of the differential equation of the exciter is

Ė f d = − 1
T2

Ef d +
K2

T2
u2 (29)

where T2 is the exciter time constant and K2 is the exciter gain.
By combining Equations (19) and (28), we can obtain the nonlinear mathematical

model of the DG’s speed control system:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

δ̇ =(ω− 1)ω0

L̇ =− 1
T1

L +
K1

T1
u1

ω̇ =
Tb
Ta

ω +
1
Ta

c1 +
c2

Ta
L− 1

Ta

E′qU
X′d

sin δ−

1
Ta

U2

2
X′d − Xq

X′dXq
sin(2δ)

(30)

Equation (30) has apparent nonlinear terms. In order to be able to apply the above
mixed H2/H∞ control theory, this paper uses the direct feedback linearization method to lin-
earize the nonlinear mathematical model of the DG speed system described in Equation (30)
to obtain its linear model and then obtain the corresponding nonlinear speed control law.

Three variables (X1, X2, and X3) are defined in this paper, which can be expressed as:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

X1 =δ

X2 =(ω− 1)ω0

X3 =
Tb
Ta

ω +
1
Ta

c1 +
c2

Ta
L− 1

Ta

E′qU
X′d

sin δ

1
Ta

U2

2
X′d − Xq

X′dXq
sin(2δ)

(31)

According to the definitions of X1, X2 and X3, the nonlinear differential equations
described by Equation (30) can be rewritten as:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Ẋ1 =X2

Ẋ2 =ω0X3 + d1W

Ẋ3 =
Tb
Ta

X3 +
c2K1

TaT1
u1 − c2

TaT1
L−

E′qUω0

TaX′d
cos δ(ω− 1)−

U2ω0
(
X′d − Xq

)
TaX′dXd

cos(2δ)(ω− 1)

(32)

where d1W is the disturbance signal set when the mixed H2/H∞ control method is adopted,
including equivalent disturbances caused by disturbance torque and modelling errors.

For speed control, this paper defines virtual control variables V as:

V =
c2K1

TaT1
u1 − c2

TaT1
L− E′qUω0

TaX′d
cos δ(ω− 1)−

U2ω0(X′d − Xq)

TaX′dXq
cos(2δ)(ω− 1)

(33)
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By introducing virtual control variables V, Equation (30) is described by linear state-
space differential equations as:

Ẋ = AsX + B1sW + B2sV (34)

where X, As, B1s and B2s are defined as follows:

X =

⎡⎣ X1
X2
X3

⎤⎦; As =

⎡⎢⎢⎣
0 1 0
0 0 ω0

0 0
Tb
Ta

⎤⎥⎥⎦;

B1s =

⎡⎣ 0
d1
0

⎤⎦; B2s =

⎡⎣ 0
0
1

⎤⎦.

Add the dynamic performance evaluation signal described by Equation (35) to this system{
Z∞s = C1sX + D11sW + D12sV

Z2s = C2sX + D21sW + D22sV
(35)

where

C1s =

⎡⎣ q11 0 0
0 q12 0
0 0 q13

⎤⎦; D12s =

⎡⎣ 0
0
r1

⎤⎦;

C2s =

⎡⎣ q21 0 0
0 q22 0
0 0 q23

⎤⎦; D22s =

⎡⎣ 0
0
r2

⎤⎦;

D11s = D21s =

⎡⎣ 0
0
0

⎤⎦.

C1s, C2s, D11s, D12s, D21s, and D22s are weighting matrices, qij > 0 (i = 1, 2; j = 1, 2, 3)
and ri > 0 (i = 1, 2) are weighting coefficients. A controller that meets the optimal
performance requirements can be obtained by selecting different weighting coefficients.
The performance requirements include the independent power system stability, frequency
adjustment accuracy, and low energy consumption of the speed control system.

From Equations (34) and (35), the augmented controlled object based on the mixed
H2/H∞ control theory can be obtained as

Ps =

⎡⎣ As B1s B2s
C1s D11s D12s
C2s D21s D22s

⎤⎦ (36)

Bring the augmented controlled object Ps into the framework shown in Figure 4 and
meet the design requirements of the multi-objective H2/H∞ state-feedback controller at
the same time, and then the H2/H∞ state feedback controller can be obtained as:

V =FsX

=
[

f1s f2s f3s
]⎡⎣ X1

X2
X3

⎤⎦
= f1sX1 + f2sX2 + f3sX3

(37)
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From Equations (33) and (37), the speed control law u1 can be solved as:

u1 =
1

K1
L +

TaT1

c2K1
FsX +

E′qUω0T1

c2K1X′d
cos δ(ω− 1)

+
U2ω0T1(X′d − Xq)

c2K1X′dXq
cos(2δ)(ω− 1)

(38)

Substituting X1, X2, and X3 into Equation (38), the DE nonlinear H2/H∞ speed control
law in the usable form shown in Equation (39) can be obtained.

u1 =
1

K1
L +

TaT1

c2K1
f1sδ +

TaT1

c2K1
f2s(ω− 1)ω0+

TbT1

c2K1
f3sω− T1

c2K1

E′qU
X′d

f3s sin δ−

T1

c2K1

U2

2
X′d − Xq

X′dXq
f3s sin(2δ) +

T1

c2K1
f3sc1+

T1

K1
f3sL +

E′qUω0T1

c2K1X′d
cos δ(ω− 1)+

U2ω0T1(X′d − Xq)

c2K1X′dXq
cos(2δ)(ω− 1)

(39)

3.3. Design of Excitation Control Controller

By combining Equations (20) and (29) of the first three terms, one can obtain the
nonlinear mathematical model of the synchronous generator voltage regulation system,
which is shown in Equation (40).⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Ė f d = − 1
T2

Ef d +
K2

T2
u2

Ė′q =
1

Td0
Ef d − 1

Td0
E′q −

Xd − X′d
Td

Id

δ̇ = (ω− 1)ω0

ω̇ =
Tb

Taω0
ω +

1
Taω0

c1 +
c2

Taω0
L−

1
Taω0

E′qU
X′d

sin δ− 1
Taω0

U2

2
X′d − Xq

X′dXq
sin(2δ)

(40)

Since the damper winding of the synchronous generator has a weak influence on
the excitation control, the fourth and fifth terms of Equation (20) can be ignored when
designing the voltage controller. Regarding the electromagnetic power Pe as an external
disturbance, Equation (40) becomes⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Ė f d =− 1
T2

Ef d +
K2

T2
u2

Ė′q =
1

Td0
Ef d − 1

Td0
E′q −

Xd − X′d
Td0

Id

δ̇ =ω− 1

ω̇ =
Tb

Taω0
ω +

1
Taω0

c1 +
c2

Taω0
L− 1

Taω0
Pe

(41)

Since E′q is not easy to measure, it is not conducive to designing a state feedback
controller. Therefore, the voltage error ΔU is selected as the state variable, so this paper
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converts Eq′ in Equation (41) into ΔU by a constant c3. According to the relationship
between variable data:

U = E′q − c3δ (42)

Through the relationship between U and the voltage U0 at the stator winding end of
the generator, it can be derived:

E′q = U0 + ΔU + c3δ (43)

According to the relationship described in Equation (43), the state-space differential
equation expressed by Equation (41) can be rewritten as⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Ė f d =− 1
T2

Ef d +
K2

T2
u2

ΔU̇ =
1

Td0
Ef d − 1

Td0
ΔU − 1

Td0
c3δ−

c3ω + (c3 − 1
Td0

)− Xd − X′d
Td0

Id

δ̇ =ω− 1

ω̇ =
Tb

Taω0
ω +

1
Taω0

c1 +
c2

Taω0
L− 1

Taω0
Pe

(44)

Equation (44) is written as a linear state-space differential equation in the form

Ẋ′ = AeX′ + B1eW ′ + B2eu2 (45)

where

X′(t) =

⎡⎢⎢⎣
Ef d
Δ U

δ
ω

⎤⎥⎥⎦; W ′ =

⎡⎢⎢⎣
Id
L
Pe
1

⎤⎥⎥⎦; B2e =

⎡⎢⎢⎢⎢⎣
K2

T2
0
0
0

⎤⎥⎥⎥⎥⎦;

Ae =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

− 1
T2

0 0 0

1
Td0

− 1
Td0

− c3

Td0
−c3

0 0 0 1

0 0 0
Tb

Taω0

⎤⎥⎥⎥⎥⎥⎥⎥⎦
;

B1e =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 0

Xd − X′d 0 0 c3 − 1
Td0

−Td0
0

0 0 −1

0
c2

Taω0
− 1

Taω0

c1

Taω0

⎤⎥⎥⎥⎥⎥⎥⎥⎦
.

Similarly, the dynamic performance evaluation signal of the system described in
Equation (45) is defined as{

Z∞e = C1eX′ + D11eW ′ + D12eu2
Z2e = C2eX′ + D21eW ′ + D22eu2

(46)
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where

C1e =

⎡⎢⎢⎣
q14 0 0 0
0 q15 0 0
0 0 q16 0
0 0 0 q17

⎤⎥⎥⎦; D12e =

⎡⎢⎢⎣
r3
r4
r5
r6

⎤⎥⎥⎦;

C2e =

⎡⎢⎢⎣
q24 0 0 0
0 q25 0 0
0 0 q26 0
0 0 0 q27

⎤⎥⎥⎦; D22e =

⎡⎢⎢⎣
r7
r8
r9
r10

⎤⎥⎥⎦;

D11e = D21e =

⎡⎢⎢⎣
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

⎤⎥⎥⎦.

C1e, C2e, D11e, D12e, D21e, and D22e are weighting matrices, qij > 0 (i = 1, 2; j = 4, 5, 6, 7),
and ri > 0(i = 3, 4, . . . , 10) are weighting coefficients. The voltage controller that meets the
optimal performance is solved by combining different weighting coefficients. The perfor-
mance includes the system stability, voltage regulation accuracy, and low energy loss of the
excitation system.

From Equations (45) and (46), the augmented controlled object Pe used to solve the
mixed H2/H∞ robust controller can be obtained, which can be expressed as:

Pe =

⎡⎣ Ae B1e B2e
C1e D11e D12e
C2e D21e D22e

⎤⎦ (47)

Similarly, the augmented controlled object Pe is brought into the solution framework
shown in Figure 4, and the voltage H2/H∞ state feedback controller of the DG is obtained
to satisfy the LMI. The nonlinear H2/H∞ voltage control law of the DG is

u2 =FeX′

=
[

f1e f2e f3e f4e
]⎡⎢⎢⎣

Ef d
ΔU

δ
ω

⎤⎥⎥⎦
= f1eEf d + f2eΔU + f3eδ + f4eω

(48)

Combining the Equations (39) and (48) derived above, the DG’s nonlinear robust
H2/H∞ integrated controller is obtained.⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

u1 =
1

K1
L +

TaT1

c2K1
f1sδ +

TaT1

c2K1
f2s(ω− 1)ω0+

TbT1

c2K1
f3sω− T1

c2K1

E′qU
X′d

f3s sin δ−

T1

c2K1

U2

2
X′d − Xq

X′dXq
f3s sin(2δ) +

T1

c2K1
f3sc1+

T1

K1
f3sL +

E′qUω0T1

c2K1X′d
cos δ(ω− 1)+

U2ω0T1(X′d − Xq)

c2K1X′dXq
cos(2δ)(ω− 1)

u2 = f1eEf d + f2eΔU + f3eδ + f4eω

(49)

54



Processes 2023, 11, 1867

It can be found from Equation (49) that the designed nonlinear control law considers
the coupling effect of the DG’s speed and voltage and comprehensively controls the two,
which can improve the dynamic accuracy of the DG’s speed and voltage. Further, it can
improve the stability of the MG system connected to the DG.

4. Artificial Hybrid PSOGSA with Chaotic Maps Approach and Its Application to
Multi-Objective H2/H∞ Robust Problem

4.1. The Proposed CPSOGSA Algorithm

The artificial intelligence CPSOGSA algorithm is a hybrid particle swarm optimization
and gravitational search algorithm combined with chaotic mapping [50]. Moreover, the CP-
SOGSA is superior and more robust than other methods (such as MSA, GWO, WOA, and
so on) [51]. Therefore, this paper also adopts CPSOGSA to optimize the robust controller.
This subsection provides the necessary description of the algorithm.

4.1.1. Particle Swarm Optimization

The PSO consists of three crucial operators, which are the inertia weight vector wp,
the personal particle best (pbest), and the global particle best (gbest). The inertia weight
gives diversification (exploration) capability, and <pbest, gbest> provides intensification
(exploitation) power to PSO, respectively [52]. The velocity vi(k) and position pi(k) of each
particle in the PSO algorithm are updated as follows:⎧⎪⎨⎪⎩

vi(k + 1) = wpvi(k) + c1 × rand× (pbesti − pi(k))
+ c2 × rand× (gbesti − pi(k))
pi(k + 1) = pi(k) + vi(k + 1)

(50)

where c1 and c2 are the acceleration coefficient and rand is a uniform random variable
between O and 1.

4.1.2. Gravitational Search Algorithm

GSA is an optimization algorithm inspired by Newton’s theories of gravity and motion.
The operation steps of GSA are briefly summarized as follows [53].

Positions of N agents constituting the initialization population Pi in GSA are listed in
Equation (51). The best and worst fitness values are computed for each iteration. The best
and worst fitness values are defined as in Equation (52) for the problem.

Pi =
(

p1
1, . . . , pd

i , . . . , pn
i

)
, i = 1, 2, . . . , N (51)

where pd
i is the ith agent of the dth dimensions.

best(k) = min fiti(k) i ∈ {1, 2, . . . , N}
worst(k) = max fiti(k) i ∈ {1, 2, . . . , N} (52)

where fiti(k) denotes the fitness value of the ith individual.
The gravitational constant G(k) for each iteration and inertial masses are calculated as

follows: ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

G(k) = G0e(−α k
K )

Mai = Mpi = Mii = Mi i = 1, 2, 3, . . . , N

mi(k) =
fiti(k)−worst(k)

best(k)−worst(k)

Mi(k) =
mi(k)

∑N
j=1 mj(k)

(53)

where G0 and α are the initial value of gravitational constant and the specified constant; k
and K are the index and the total number of iterations; Mai is the active mass at kth iteration
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for the ith agent; Mpi is the passive mass at kth iteration for the ith agent; Mii is the the
inertial mass at kth iteration for the ith agent; and Mi is the mass at kth iteration for the
ith agent.

The force Fd
ij(k) acting on the ith mass from the jth mass, the total force Fd

i (k), and the

acceleration value σd
i (k) at iteration k are calculated as follows:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

Fd
ij(k) = G(k)

Mpi(k)×Maj(k)
Rij(k) + ε

(
pd

j (k)− pd
i (k)

)
Fd

i (k) = ∑
j∈(k)best,j �=i

randjFd
ij(k)

σd
i (k) =

Fd
i (k)

Mii(k)

(54)

where Rij is the euclidean distance between the ith mass and the jth mass.
The velocity Vd

i (k) and position pd
i (k) of the ith agent at the dth dimension of the next

iteration are updated as follows:{
Vd

i (k + 1) = rand×Vd
i (k) + σd

i (k)

pd
i (k + 1) = pd

i (k) + Vd
i (k + 1)

(55)

4.1.3. Modified Hybrid Particle Swarm Optimization and Gravitational Search Algorithm
with Chaotic Maps

The hybrid PSOGSA combines the advantages of PSO and GSA algorithms. The algo-
rithm can be explained a follows:⎧⎪⎨⎪⎩

Vi(k + 1) = wp ×Vi(k) + c′1 × rand× σi(k)

+ c′2 × rand× (gbest− pi(k))
pi(k + 1) = pi(k) + Vi(k + 1)

(56)

When the chaotic map is used in the optimization algorithm, the optimization al-
gorithm can quickly converge to the optimal solution and get rid of the optimal local
solution [54]. Therefore, the one-dimensional and irreversible chaotic mapping method
with this advantage is applied to the PSOGSA optimization algorithm so that the per-
formance of PSOGSA can be further improved. The chaotic map equation gives these
characteristics of the chaotic map. In [55], ten chaotic mapping methods are given to
improve the performance of the hybrid PSOGSA algorithm, and the change curve of the
chaotic map with the number of iterations is shown in Figure 6. From the figure, it can be
found that there is no random value in any chaotic map.

In the proposed CPSOGSA algorithm, the chaotic map method is used to improve the
local search ability of GSA. Equation (54) calculates the total force, while a random number
between 0 and 1 is used as a weight. In other words, this parameter will impact the local
search ability of the algorithm. If this situation is considered, using chaotic map methods
instead of the random number could increase the convergence ability of the PSOGSA
algorithm in an optimization process. Although each chaotic map follows the order in the
Table, Equation (57) is applied instead of using a random parameter for calculating the
total force in Equation (54). The application of chaotic map methods to the total force value
is shown in Equation (57). After the total force value is calculated, the acceleration value is
determined using Equation (53), while Equation (56) updates the velocities and positions
of all agents in the population. In summary, the flowchart of the proposed CPSOGSA is
shown in Figure 7.

Fd
i (k) = ∑

j∈kbest,j �=i
C(k)Fd

ij(k) (57)

where C(k) is the chaotic sequence constant for the kth iteration.
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In this paper, the Tent chaos mapping is used to calculate the value of C(k) in the
algorithm, and its computational mathematical expression is shown as follows:

C(k + 1) =

{
2C(k) C(k) < 0.5
2(1− C(k)) else

(58)

Figure 6. Curves of chaotic maps.

4.2. Applying CPSOGSA to Multi-Objective Robust H2/H∞ Problem

In subsection 3.2, the dynamic performance evaluation function and its weighting
matrix for solving the robust controller of DG speed are proposed. The value of the
weighting coefficient in these weighting matrices dramatically influences the performance
of the speed controller. Therefore, these parameters need to be sufficient, and there are
ten weighting coefficients for solving the speed robust controller, including the values
of qij > 0(i = 1, 2; j = 1, 2, 3), ri(i = 1, 2). This paper uses the CPSOGSA algorithm to
optimize and adjust these parameters. In optimizing the speed controller, the objective
optimization function of CPSOGSA is OF1. The function described by Equation (59) is used

57



Processes 2023, 11, 1867

to calculate the fitness value passed in the optimization process, aiming to minimize the
absolute value of the change in the absolute value of the DG speed during this period.

OF1 =
∫
|Δω|2dt (59)

where Δω is the speed deviation of DG.

Figure 7. The flowchart of proposed CPSOGSA.

Similarly, CPSOGSA is used to adjust the dynamic performance evaluation function
of the DG excitation controller proposed in subsection 3.3 and the weighting coefficients in
the weighting matrix. For the solution of the excitation controller, the weighting coefficients
include qij(i = 1, 2; j = 4, 5, 6, 7), ri(i = 3, 4, . . . , 10). In the optimization process, the objec-
tive optimization function of CPSOGSA is OF2. The function described by Equation (60)
is used to calculate the fitness value of the excitation controller during the optimization
process, aiming to minimize the absolute value of the DG voltage in time.

OF2 =
∫
|ΔU|2dt (60)

where ΔU is the voltage deviation of DG.
In conclusion, these parameters need to be adequately tuned. The number of param-

eters to be adjusted is 16. These parameters are optimally adjusted using the CPSOGSA
algorithm, whose overall optimal objective function is considered to be Equation (61) as the
weighted sum of OF1 and OF2 given by Equations (59) and (59). Therefore, the optimization
objective can be described as

OF = min{OF1 + OF2} (61)

5. Numerical Study

The MG system composed of DG is shown in Figure 8. Among them, the rated power
of the DE is 1250 kW, the rated speed is 1500 r/min, the rated torque is 11.9 kNm, and the
moment of inertia is 71.82, while the rated voltage of the generator is 380 V, the rated
current is 2310 A, the power factor is 0.8, and the rated frequency is 50 Hz. In addition,
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there are static and dynamic loads in this MG. The static load is mainly composed of electric
heaters and lighting equipment, which accounts for a small proportion of the total loads;
the dynamic loads refers to PMSM and driving devices, such as washing machines, water
pumps, and fans, which account for a large proportion of the total load. Some parameters
are also used for simulation, as shown in Table 1.

Figure 8. Diesel generator and its microgrid Simulink model.

Table 1. Relevant parameters for simulation.

Ta Tb c1 c2 Xd X′
d

1.136 −0.492 1.515 −0.215 2.053 0.213
Xq T1 R Td0 K1 d1

1.003 0.050 0.011 2.200 0.200 0.1

5.1. Simulation Parameters

The selection of the relevant coefficients in the weighting function is a difficult point
in the multi-objective H2/H∞ control and must be selected through repeated trials. Af-
ter each trial selection, use the LMI toolbox to find the state feedback coefficient, substitute
it into the simulation model, and then conduct the characteristic test to obtain the best
comprehensive performance index. Simulations are carried out in MATLAB/Simulink
and its programming environment interface. The parameters generated by the CPSOGSA
algorithm are brought into the weighting function, and the state feedback control matrix
Fs of the speed regulation part of the DG and the state feedback control matrix Fe of the
excitation control part are calculated by the LMI and sent to Simulink. Simulink then itera-
tively evaluates the performance of the DG based on the adjusted parameters. In general,
the flowchart of Figure 9 can be thought of as an optimization process. The number of
iterative optimizations in this paper is 100.

As shown in Figure 10, under the optimization objective described in Equation (61),
the fitness value (OF value) curve changes in different algorithm iterations 100 times .
The optimization range of each parameter is [1, 1e − 3]. It is not difficult to find from
the figure that the CPSOGSA algorithm only needs about ten iterations to complete the
optimization. On the contrary, the traditional algorithms are insufficient in terms of
convergence and optimization efficiency. For example, the particle swarm algorithm PSO
needs nearly 80 generations to converge, while the gravitational search algorithm falls into
the local optimum at the beginning, and after introducing the chaotic sequence, GSA can
avoid falling into the local optimum.
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Figure 9. The flowchart of optimization process.

Figure 10. Iterative graph of the optimization process.
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For the design of the speed control part of the nonlinear integrated controller based
on the mixed H2/H∞ control theory, after the optimization of the CPSOGSA optimization
algorithm, the weighting matrixs in Equation (35) are

C1s = C2s

⎡⎣ 0.4788 0 0
0 0.0015 0
0 0 0.1105

⎤⎦
D12s = D22s

⎡⎣ 0
0

0.0011

⎤⎦
Combining these matrices and using the linear matrix inequality toolbox in MAT-

LAB, find the feedback coefficients in Equation (37) as f1s = −1.9188, f2s = −1.8738,
and f3s = 35.604.

Similarly, for the weighting matrix in Equation (46), these matrices are

C1e = C2e =

⎡⎢⎢⎣
0.7817 0 0 0

0 3.824× 103 0 0
0 0 0.0256 0
0 0 0 0.1270

⎤⎥⎥⎦

D12e = D22e =

⎡⎢⎢⎣
0.1038
0.1143
0.1043
0.1417

⎤⎥⎥⎦
Using the LMI toolbox in Matlab, obtain the coefficients of state-feedback controller in

Equation (48): f1e = −2.227, f2e = −7.516× 103, f3e− 8.328× 10−4, and f4e = −9.495× 10−5.

5.2. Simulation Results

In the MATLAB/SIMULINK environment, we conduct simulation experiments on
a DG system equipped with a mixed H2/H∞ robust integrated controller to verify the
effectiveness of the controller described by Equation (49). The simulation parameters
relevant to our study are presented in Table 1. During the comparative simulations, we
employe specific parameter values for the PID speed controller: Kp = 16.1313, Ki = 13.4692,
and Kd = 0. Similarly, the PID excitation controller is configured with the following
parameters: Kp = 50, Ki = 10, and Kd = 0. The PID parameters for the speed control section
are determined through optimization using the CPSOGSA algorithm, taking into account
the desired system performance and stability. On the other hand, the parameters for the
excitation control section are chosen based on prior research findings and practical expertise.
By employing this combined approach, we aim to achieve an optimal balance between the
speed control and excitation control of the DG system. The CPSOGSA optimization process
effectively adjusts the PID parameters for the speed control section, ensuring an improved
system response and improved system performance. Meanwhile, the predefined values for
the excitation control parameters provide a solid foundation based on previous knowledge
in the field.

Firstly, the comparison simulation experiment of DG no-load starting characteristics
is carried out. When no load is connected, the DG start-up process is controlled by the
controller and PID controller proposed in this paper, respectively. The simulation results
are shown in Figures 11 and 12. It can be seen from the speed curve diagram in Figure 11
that from 0 to the establishment of the speed of 1 p.u, the proposed controller is about 3 s
faster than the PID controller. From the voltage change curve in Figure 12, it can be seen
that from 0 to 1 p.u of the machine terminal voltage, our controller is 10 s faster than the
PID controller and has better start-up performance. It should be noted that the dead zone
of the actuator is not limited in the simulation in this paper. Therefore, the speed of the
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DG described in the simulation results reaches the rated value extremely fast under the
proposed controller action.

Figure 11. Variation curve of speed at no-load start-up.

Figure 12. Variation curve of voltage at no-load start-up.

Then, the computer simulation of the designed system with sudden static loads is
carried out. Figures 13 and 14 show the dynamic characteristic curves of the speed and
voltage of the system after sudden static loads, and the two variables are per unit value.
Among them, the blue curve represents the action result of the intelligent nonlinear H2/H∞
integrated controller, and the red curve represents the action result of the conventional
PID controller.
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Figure 13. Speed response of system on suddenly increasing static load.

Figure 14. Voltage dynamic response of system on suddenly static load.

From the simulation results, the dynamic performance of the proposed controller
is excellent. The dynamic regulation rate is minimal, the stabilization time is about 2 s,
the dynamic voltage regulation rate is only about 0.05, and the stabilization time is 4 s.
Then, when the conventional PID controller is applied, the dynamic regulation rate of the
system is significant, and the stabilization time takes 5 s. The dynamic regulation rate of
the system exceeds 0.15, and the stabilization takes a long time. It can be seen through
computer simulation that after using the proposed controller, the rate and voltage rate are
both decreased, and the stabilization time is shortened.

Finally, a simulation is performed that introduces a simulation of dynamic loads such
as PMSM in the system. The dynamic loads greatly influences the grid voltage, especially
when the grid is unloaded. The simulation runs for 55 s to connect to a PMSM with a size
of 90 kW. The simulation results are shown in Figures 15 and 16. From the situation of the
speed change in Figure 15, when the controller proposed in this paper is used, the system
shows very little oscillation, while when the PID controller is used, the number of speed
oscillations of the system exceeds five times. Figure 16 shows the response process of the
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terminal voltage under this working condition, and the controller proposed in this paper
also shows better performance.

Figure 15. Speed response of system on suddenly increasing dynamic load.

Figure 16. Voltage dynamic response of system on suddenly dynamic load.

In this paper, the intelligent nonlinear integrated controller effectively improves the
dynamic accuracy of speed control and excitation control. The improvement of dynamic
accuracy weakens the mutual influence and interaction between speed and voltage and
solves the comprehensive control problem of speed and voltage. The method improves the
stability of the MG system.

6. Conclusions

This paper firstly establishes a nonlinear dynamic model for a diesel generator (DG)
and designs speed and excitation controllers for the DG. In the design process, we adopt the
direct feedback linearization method and the multi-objective robust control theory. How-
ever, there are certain difficulties in determining the weighting parameters. To address this
issue, we introduce the artificial intelligence CPSOGSA optimization algorithm to optimize
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the relevant weighting parameters that affect the controller performance. To validate the
effectiveness of the proposed controller in improving a microgrid (MG) system powered
by a DG, we create an MG model driven by a DG in Simulink and conduct corresponding
simulation experiments. The simulation results demonstrate that compared to the tradi-
tional PID controller, the proposed controller effectively enhances the system’s dynamic
accuracy and disturbance suppression capability, thereby reducing fluctuations during
load transients and operational condition changes. As a result, the stability of the MG
system supplied by the DG is significantly improved. In summary, the nonlinear dynamic
model and optimized controller proposed in this article exhibit excellent performance in
an MG system driven by a DG, exerting positive effects on system stability and response
characteristics. These research findings provide valuable references and guidance for the
further optimization and enhancement of the application of DGs in MG systems.
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Abstract: The control of the boiler-turbine unit is important for its sustainable and robust operation in
power plants, which faces great challenges due to the control unit’s serious nonlinearity, unmeasurable
states, variable constraints, and unknown time-varying lumped disturbances. To address the above
issues, this paper proposes a receding Galerkin optimal controller with a high-order sliding mode
disturbance observer in a composite scheme, in which a high-order sliding mode disturbance observer
is first employed to estimate the lumped disturbances based on a deviation form of the mathematical
model of the boiler-turbine unit. Subsequently, under the hypothesis of state constraint, a receding
Galerkin optimal controller is designed to compensate the lumped disturbances by embedding their
estimates into the mathematically based predictive model at each sampling time instant. With the
help of an interpolation polynomial, Gauss integration, and nonlinear solvers, an optimal control law
is then obtained based on a Galerkin optimization algorithm. Consequently, disturbance rejection,
target tracking, and constraint handling performance of a controlled closed-loop system are improved.
Some simulation cases are conducted on a mathematical boiler-turbine unit model to demonstrate the
effectiveness of the proposed method, which is supported by the quantitative result analysis, such as
tracking and disturbance rejection performance indexes.

Keywords: Galerkin optimal control; boiler-turbine unit; high-order sliding mode disturbance
observer

1. Introduction

The boiler-turbine unit is the core of a thermal power plant as it produces the motive
power to drive the generator. Thus, it is imperative to maintain safe and stable operation of
the boiler-turbine unit. The research on boiler-turbine control methods is directly relevant
to sustainability as it enables the optimization of power plant energy systems, leading
to improved energy efficiency, sustainable operation, and reduced environmental impact.
The control goal of the boiler-turbine unit is to meet the load demand of the electric
power grid while also maintaining stable operation parameters [1]. Thereafter, control
methods usually contribute to a more sustainable approach to power generation and
daily automation operations. However, in practice, the boiler-turbine units are multi-
input, multi-output (MIMO) nonlinear systems with multiple physical constraints and
unmeasurable disturbances simultaneously. Moreover, the boiler-turbine units are now
required to run over large-scale loads to adapt renewable energy power generation [2].
These all bring great challenges to the design of controllers for the boiler-turbine units with
proper control performance.

Among the existing advanced controller methods applied for boiler-turbine units, the
proportional-integral-differential (PID) [3] is extensively applied because of its robustness
and ease of tuning. However, the control performance of PID is not satisfactory under
a large-scale tracking scenario. To deal with the problem, some other advanced control
approaches have been investigated in tracking conditions in recent years, including nonlinear
control [4,5], gain scheduling control [6], adaptive control [7], robust control [8], and so on.
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The emphasis on robust control shifts to enhancing the robustness index of the control system
with plant uncertainties and external disturbances. In [9–11], fault-tolerant control methods
can enhance the control system’s tolerance by adaptively adjusting the control parameters
through the information of fault diagnosis systems. Nevertheless, these control methods
can’t deal with the variable constraints directly. This obstacle leads to the investigation
of several optimal controllers by minimizing a pre-defined performance index [12–17], in
which model predictive control (MPC) is the prevailing one owing to its powerful abilities
in addressing multiple variables, physical constraints, and tracking conditions.

Most of the aforementioned optimal controllers were designed based on either the
black-box nonlinear model identified from the running data of the unit or linear models
obtained by linearizing the unit’s mathematical model. Thus, the nonlinearity contained in
the information is discarded and not fully explored. Recently, more attention has been paid
to designing optimal controllers based on the unit’s mathematical model directly, and the
pseudospectral (PS) method is an efficient one to solve the state- and control-constrained
nonlinear optimal control problem (OCP) [18,19]. The main idea of the PS method is to
transform the optimal control problem (OCP) into a nonlinear programming problem
(NLP) [20], then use the NLP solver to solve out the optimal control sequence. In order to
reduce the discretization error and obtain more accurate solutions, the Galerkin optimal
control method [21,22] was proposed, in which the weak integral formulation is introduced
to discretize the differential equations.

Considering the given merits, an adaptively receding Galerkin optimal controller (AR-
GOC) was proposed for a boiler-turbine unit with some unmeasured states and variable
constraints in our previous work [23]. In the ARGOC, a state observer is first designed to
estimate the key unmeasured state. Then, a receding Galerkin optimal controller is con-
structed by sufficiently taking information estimated and measured at each sampling time
into account and borrowing the basic idea of receding optimization and feedback correction
strategies from MPC. Thereafter, an independent model is embedded into the receding
Galerkin controller structure to estimate and thus eliminate the constant disturbances in
the output channels.

Nevertheless, the ARGOC fails when confronted with time-varying and state channel
disturbances (i.e., lumped disturbances), which are more common in the boiler-turbine
units than constant disturbances at the output channel. Under these circumstances, it
is imperative to design a receding Galerkin optimal-based controller to deal with time-
varying lumped disturbances. There are some difficulties in designing such a controller.
The first is how to estimate the lumped disturbances in the presence of the unmeasurable
state variable, fluid density, in the drum of the unit. In recent years, the disturbance
observer (DO) [24–26] and the extended state observer (ESO) [27–29] have been proven to
be efficient in estimating lumped disturbances in control systems. The main advantage
of DO and ESO is that the disturbance observer can estimate the lumped disturbances
without distinguishing whether they are external or internal. The time-varying disturbance
reduction in the state channel is more focused on in this paper. Further, the disturbance
observer convergence rate and accuracy, as well as the observer structure described above,
still have improvement space.

The second difficulty lies in how to compensate the disturbance estimation into the
receding Gakerkin optimal-based controller in an active manner. There are several dis-
turbance compensation mechanisms in the optimal control field. In [30,31], a real-time
updated equilibrium according to the disturbances and set-points is calculated first to
transfer the aim of disturbance rejection and set-point tracking to the updated equilibrium.
In [32], a disturbance model is added to the predictive model to compress the adverse effect
of lumped disturbances. These disturbance rejection methods are not compensated by the
disturbance observer in the manner of a model-predictive-based optimization process.

Motivated by the above statements, we aim to propose a receding Galerkin optimal
control with a high-order sliding mode disturbance observer for a nonlinear boiler-turbine
unit in a composite manner. The composite controller comprises a Galerkin optimal
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control-based feedback control part and a DO-based feedforward control part. The main
contributions of the composite controller are summarized as follows:

(1) A high-order sliding mode disturbance observer is designed to estimate the lumped
disturbances based on the derived deviation form of the mathematical model of the
boiler-turbine unit, which aims at the MIMO system and additionally addresses the
observer gain tuning of the unit.

(2) The estimates of the lumped disturbances are integrated into the predictive model
and then feedforward compensated in the Galerkin optimal control-based feedback
channel. As will be anticipated, the proposed composite controller exhibits superior
time-varying lumped disturbance rejection and target tracking performance for a
boiler-turbine unit.

The rest of the paper is organized as follows: The mathematical model of a disturbed
boiler-turbine unit and problem statement are given in Section 2. Section 3 presents the
methodology of the proposed composite controller. Simulation studies are carried out
in Section 4 to verify the superiority of our proposed controller in time-varying lumped
disturbance rejection and set-point tracking. The last section concludes this paper.

2. Disturbed Boiler-Turbine Unit and Problem Statement

In this paper, a 160 MW oil-fired drum-type boiler-turbine unit is considered 1, whose
flow diagram is summarized in Figure 1. The mathematical model of this unit has been
established in the form of⎧⎨⎩

.
x1 = f1(x, u) := −a1u2x1.125

1 + a2u1 − a3u3 + d1(t),.
x2 = f2(x, u) := (b1u2 − b2)x1.125

1 − x2 + d2(t),.
x3 = f3(x, u) := (c1u3 − (c2u2 − c3)x1)/c4 + d3(t),⎧⎨⎩
y1 = x1,
y2 = x2,
y3 = h(x, u) := 0.05(0.13073x3 + 100αcs + (qe/9− 67.975)),

(1)

where the state variables x1, x2 and x3 signify drum pressure (kg/cm2), electrical output
(MW), and fluid density in the drum (kg/cm3), respectively. The outputs are the drum
steam pressure (y1), electrical output (y2), and drum water level (y3). The controllable
inputs u1, u2, and u3 are the valve positions for fuel, steam, and feedwater flow, respectively.
All the valve positions are normalized into [0, 1]. The coefficient αcs and evaporation rate
of steam qe (kg/s) are defined as

αcs =
(1− 0.001538x3)(0.8x1 − 25.6)

x3(1.0394− 0.0012304x1)
(2)

qe = (0.854u2 − 0.147)x1 + 45.59u1 − 2.514u3 − 2.096 (3)

di(t), i = 1, 2, 3 are unknown uncertainties or disturbances; referring to 33, parame-
ters ai, bi, ci do not have the physical meaning as the previous parameter, which is to be
identified by the operating data, as shown in Table 1.

Table 1. Model Parameters of Boiler–Turbine Unit.

a1 = 0.0018 b1 = 0.073 c1 = 141
a2 = 0.9 b2 = 0.016 c2 = 1.1

a3 = 0.15 b3 = 0.1 c3 = 0.19
c4 = 85
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Figure 1. Structure of a 160 MW boiler-turbine unit in a thermal power plant.

Table 2 gives some typical operating points of the boiler-turbine unit in the absence of
disturbances. The main control task is to regulate the outputs of the unit to track large-scale
setpoints or references.

Table 2. Typical Operating Points of Boiler–Turbine Unit.

#1 #2 #3 #4 #5 #6 #7

x1d 75.6 86.4 97.2 108 118.8 129.6 135.4
x2d 15.27 36.65 50.52 66.65 85.06 105.8 127
x3d 299.6 324.4 385.2 428 470.8 513.6 556.4
u1d 0.156 0.209 0.271 0.34 0.418 0.505 0.600
u2d 0.483 0.552 0.621 0.69 0.759 0.828 0.897
u3d 0.183 0.256 0.34 0.433 0.543 0.663 0.793
y3d −0.97 −0.65 −0.32 0 0.32 0.64 0.98

In order to implement the receding Galerkin optimal controller, all the states should
be known in advance. However, the state variable x3, that is the fluid density in the drum,
cannot be measured directly. In this case, we adopt the available y3 to design the controller
instead. To simplify the controller design, the last three terms in y3 can be viewed as a
disturbance term, w(t), that is

w(t) := 0.05(100αcs + qe/9− 67.975). (4)

Therefore, the first derivative of y3 is

.
y3 = c0

.
x3 +

.
w(t) = c0[c1u3 − (c2u2 − c3)x1]/c4 + c0d3(t) +

.
w(t), (5)

where constant c0 = 0.00654.
It is observable from (1) that there is a rate of change constraint on the control inputs,

which is expected to be introduced into the system dynamics for improving control per-
formance. Define v1 =

.
u1/c1, v2 =

.
u2/c2, v3 =

.
u3/c3 with expansion coefficients c1, c2,
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c3. Then, by given the setpoints/references yid and their first derivatives
.
yid and defining

outputs errors zi = yi − yid, i = 1, 2, 3, dynamics are retrofitted as

.
z1 = −a1u2(z1 + y1d)

1.125 + a2u1 − a3u3 − .
y1d + d1,

.
z2 = (b1u2 − b2)(z1 + y1d)

1.125 − b3(z2 + y2d)− .
y2d + d2,

.
z3 = c0[c1u3 − (c2u2 − c3)(z1 + y1d)]/c4 − .

y3d + d3,
.
u1 = c1v1,
.
u2 = c2v2,
.
u3 = c3v3.

(6)

where the lumped disturbances are

di(t) :=

{
di(t) i = 1, 2,
c0d3(t) +

.
w(t) i = 3,

(7)

which satisfies the following assumption.

Assumption 1. The lumped disturbances di satisfy
∣∣∣d(j)

i

∣∣∣ ≤ ςi, where j = 1, 2, . . . , L with a
positive integer L ≤ 3 and positive constants ςi, i = 1, 2, 3.

Correspondingly, for safety consideration, model (1) should satisfy the following
constraints [1, 5], which are restated as

70 ≤ x1 ≤ 150, 10 ≤ x2 ≤ 190, 0 ≤ u1, u2, u3 ≤ 1,
|v1| ≤ 0.007/c1, |v2| ≤ 0.02/c2, |v3| ≤ 0.05/c3,
h(x, u)− 1 ≤ 0, h(x, u) + 1 ≥ 0.

(8)

Dynamics (6)–(8) are utilized to design the composite controller, to which we turn next.

3. Main Results: Method

This section includes a concise and precise description of the proposed method design,
their interpretation, as well as results that can be drawn.

3.1. High-Order Sliding Mode Disturbance Observer Design

A high-order sliding mode disturbance observer developed in [33–36] is normally
used for the single-input-single-output (SISO) n-th order differential dynamics, while in
this research it has tentatively been employed for the MIMO system (6) to estimate the
unknown lumped disturbances as

.
ξ

i
0 = vi

0 + fi
(
z, u, yid,

.
yid

)
,

vi
0 = −λi

0L
1

L+1
i

∣∣ξ i
0 − zi

∣∣ 1
L+1 sign

(
ξ i

0 − zi
)
+ ξ i

1,
.
ξ

i
1 = vi

1,

vi
1 = −λi

1L
1
L
i

∣∣ξ i
1 − vi

0

∣∣ L−1
L sign

(
ξ i

1 − vi
0
)
+ ξ i

2,
...
.
ξ

i
l = vi

l ,

vi
l = −λi

l L
1

L+1−l
i

∣∣∣ξ i
l − vi

l−1

∣∣∣ L−l
L+1−l sign

(
ξ i

l − vi
l−1

)
+ ξ i

l ,
...
.
ξ

i
L = vi

L,
vi

L = −λi
LLisign

(
ξ i

L − vi
L−1

)
,

(9)
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where Li, λi
l , i = 1, 2, 3, l = 0, 1, . . . , L are observer coefficients and sign (·) is a sign

function. Accordingly, ξ i
0, ξ i

1, ξ i
2, . . . , ξ i

L are, respectively, the estimates ẑi, d̂i,
.̂
di, . . . d̂(L−1)

i .

Define observer errors as ei
0 = ξ i

0 − zi, ei
l = ξ i

l − d(l−1)
i , l = 1, 2, 3, with d0

i = di and

d(l−1)
i the (l-1)th derivative of di. The observer error dynamics can be derived from (6) and

(9) as
.
ei

0 = −λi
0L1/4

i

∣∣ei
0

∣∣3/4sign
(
ei

0
)
+ ei

1,
.
ei

1 = −λi
1L1/3

i

∣∣∣ei
1 −

.
ei

0

∣∣∣2/3
sign

(
ei

1 −
.
ei

0

)
+ ei

2,
.
ei

2 = −λi
2L1/2

i

∣∣∣ei
2 −

.
ei

1

∣∣∣1/2
sign

(
ei

2 −
.
ei

1

)
+ ei

3,
.
ei

3 ∈ −λi
3Lisign

(
ei

3 −
.
ei

2

)
+ [−ςi, ςi].

(10)

It can be concluded from 34–36 that the observer error is finite-time stable. That is,
there exists a finite time t∗, such that ei

0 ≡ 0, ei
1 ≡ 0, ei

2 ≡ 0, ei
3 ≡ 0 when t > t∗.

Remark: The nature of HOSM is a differentiator that uses known information from
system (6) to mathematically reconstruct an unknown disturbance. HOSM is the pre-
liminary part for the whole composite controller design, which has significance for the
reduction of disturbances caused by model uncertainties and coupling terms in (6). With
this foreshadowing, the estimate information of all disturbances is embedded into the
model (9) and restored as the nominal one for the rolling optimization process to calculate
the control law.

3.2. Galerkin Optimal Control Design

The optimal control problem based on mathematical model (6) can be described as
follows: determine the state-control function pair, t → (z, u) ∈ RNz × RNu to minimize the
following cost function

min
z,u,v

JBT =
∫ t f

t0

[
zTPz + vTQv

]
dt

s.t. (9), (10),
(11)

where z = [z1, z2, z3]
T, v = [v1, v2, v3]

T, P = diag{p1, p2, p3}, Q = diag{q1, q2, q3}.
To solve the optimal control problem (11), a Galerkin optimal method is first de-

signed to transform (11) into a nonlinear programming problem (NLP), which can then
be computed by several sequential quadratic programming (SQP) software packages such
as SNOPT [37] with high computational efficiency. To be specific, the Galerkin optimal
method is performed in the following four steps: approximating state and control vari-
ables, discretizing the system dynamics and variable constraints, and integrating the cost
function via interpolation polynomial [38,39] and Gauss integration [23] on a series of
Legendre-Gauss-Lobatto (LGL) nodes. The LGL nodes are calculated as the roots of

ξ(τ) =
(

1− τ2
) .

LN(τ), (12)

where LN(τ) is the Nth order Legendre polynomial defined by

LN(τ) :=
(−1)N

2N N!
dN

dτN

(
1− τ2

)N
. (13)

Totally, thereare(N +1)LGLnodesin τ-spaceas{τi}N
i=0 (τ0 = −1 < τ1 < τ2 < · · · < τN = 1).

By converting the real-time domain t∈[ t0, tf ] into a closed interval τ∈[−1,1] according to

τ =
2t− (t f + t0)

t f − t0
, (14)
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one can get corresponding point {ti}N
i=0,

(
t0 = tN0 < tN1 < tN2 < · · · < tNN = t f

)
in

the real-time domain.
With the help of LGL nodes, the Galerkin method approximates the state and control

variables by the Nth-order Lagrange interpolation polynomial defined on LGL nodes
as follows:

z(τ) ≈
N

∑
j=0

φN
j (τ) · zNj , (15)

u(τ) ≈
N

∑
j=0

φN
j (τ) · uNj , (16)

where zNj and uNj are the state and control variables at the LGL nodes τj. φN
j (τ) is the N-th

order Lagrange interpolation basis function defined by φN
j (τ) = ∏N

i=0.i �=j
τ−τi
τj−τi

.
Using (15) and (16), the differential equation can be approximated using the following

integral formulation

∫ 1

−1
ψi(τ)

(
.
z(τ)− t f − t0

2
f (z(τ), u(τ))

)
dτ = 0 (17)

with test functions ψi(τ). Equation (17) can be further rewritten as (18) when ψi(τ) is
denoted as the basis function φN

j (τ),

N

∑
j=0

∫ 1

−1
φN

i (τ)
.
φ

N
j (τ)dτ︸ ︷︷ ︸

Dij

· zNj − t f − t0

2

∫ 1

−1
φN

i (τ) f (z(τ), u(τ))dτ︸ ︷︷ ︸
Δi

= 0. (18)

For simplicity, the Dij and Δi can be approximated as

Dij ≈
N

∑
k=0

φN
i (τk)

.
φ

N
j (τk)ωk ≈

.
φ

N
j (τi)ωi = Aijωi (19)

Δi ≈
t f − t0

2
f (z(τi), u(τi))ωi (20)

where Aij is the Legendre differentiation matrix calculated by

Aij =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
LN(τi)

LN(τj)
1

τi−τj
, i �= j,

−N(N+1)
4 , i = j = 0,

N(N+1)
4 , i = j = N,

0, i = j ∈ [1, · · · , N − 1].

(21)

ωi, i = 0, 1, . . . , N, are the quadrature weights, and the LGL version of quadrature
weights is utilized in the present paper, which is calculated as

ωi =
2

N(N + 1)[LN(τi)]
, i = 0, 1, . . . , N. (22)

With the Dij in (19) and Δi in (20), the dynamics (18) can thus be finally simplified as

N
∑

j=0
Dij · zj

k − Δki = 0, i = 0, 1, · · · , N, k = 1, 2, 3,

N
∑

j=0
Dij · uj

k − Δ(k+3)i = 0, i = 0, 1, · · · , N, k = 1, 2, 3,
(23)
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where

Δ1i =
t f−t0

2

(
−a1ui

2(z
i
1 + y1d)

1.125
+ a2ui

1 − a3ui
3 −

.
y1d + ξ1

0

)
wi,

Δ2i =
t f−t0

2

((
b1ui

2 − b2
)
(zi

1 + y1d)
1.125 − b3

(
zi

2 + y2d
)− .

y2d + ξ2
0

)
wi,

Δ3i =
t f−t0

2
(
c0
[
c1ui

3 −
(
c2ui

2 − c3
)
(zi

1 + y1d)
]
/c4 − .

y3d + ξ3
0
)
wi,

Δ4i =
t f−t0

2
(
c1vi

1
)
wi,

Δ5i =
t f−t0

2
(
c2vi

2
)
wi,

Δ6i =
t f−t0

2
(
c3vi

3
)
wi.

The variable constraints (10) can be discretized as

−10 ≤ zi
1 ≤ 10, −10 ≤ zi

2 ≤ 10, −1 ≤ zi
3 ≤ 1, i = 0, 1, · · · , N

0 ≤ ∣∣ui
1

∣∣ ≤ 1, 0 ≤ ∣∣ui
2

∣∣ ≤ 1, 0 ≤ ∣∣ui
3

∣∣ ≤ 1, i = 0, 1, · · · , N∣∣vi
1

∣∣ ≤ 0.007/c1,
∣∣vi

2

∣∣ ≤ 0.02/c2,
∣∣vi

3

∣∣ ≤ 0.05/c3, i = 0, 1, · · · , N
(24)

In a relatively easy way, the cost function (11) is approximated according to the
Gauss–Lobatto integration rule as follows:

J =
∫ t f

t0

[
zTPz + vTQv

]
dt

≈ t f−t0
2

N
∑

j=0

[
p1

(
z

Nj
1

)2
+ p2

(
z

Nj
2

)2
+ p3

(
z

Nj
3

)2
+ q1

(
v

Nj
1

)2
+ q2

(
v

Nj
2

)2
+ q3

(
v

Nj
3

)2
]

wj.
(25)

Therefore, the continuous optimal control problem (13) can be constructed as

J =
t f−t0

2

N
∑

j=0

[
p1

(
zj

1

)2
+ p2

(
zj

2

)2
+ p3

(
zj

3

)2
+ q1

(
vj

1

)2
+ q2

(
vj

2

)2
+ q3

(
vj

3

)2
]

wj,

s.t.

∥∥∥∥∥ N
∑

j=0
Dij · zj

k − Δki

∥∥∥∥∥
∞

≤ δN , i = 0, 1, · · · , N, k = 1, 2, 3,∥∥∥∥∥ N
∑

j=0
Dij · uj

k − Δ(k+3)i

∥∥∥∥∥
∞

≤ δN , i = 0, 1, · · · , N, k = 1, 2, 3.

−10 ≤ zi
1 ≤ 10, −10 ≤ zi

2 ≤ 10, −1 ≤ zi
3 ≤ 1, i = 0, 1, · · · , N

0 ≤ ∣∣ui
1

∣∣ ≤ 1, 0 ≤ ∣∣ui
2

∣∣ ≤ 1, 0 ≤ ∣∣ui
3

∣∣ ≤ 1, i = 0, 1, · · · , N∣∣vi
1

∣∣ ≤ 0.007/c1,
∣∣vi

2

∣∣ ≤ 0.02/c2,
∣∣vi

3

∣∣ ≤ 0.05/c3, i = 0, 1, · · · , N,

(26)

where δN is a constant tolerance used to guarantee the feasibility of the NLP (26).

3.3. Receding Galerkin Optimal Control Design with High-Order Sliding Mode Disturbance
Observer

It is evident that the Galerkin method interpreted in Section 3.2 is only feasible for the
stabilization problem rather than the tracking problem. To deal with the tracking problem,
the useful information at each sampling instant should be taken into account, including the
information of states, outputs, and references. To address this problem, a receding version
of Galerkin’s optimal control strategy with a high-order sliding mode disturbance observer
in a composite way is proposed by borrowing the basic idea from model predictive control
(MPC) and is explained as follows:

(i). At current time instant tk, the lumped disturbances of system (9) are estimated by the
high-order sliding mode disturbance observer (11) as ξ1

0, ξ2
0, ξ3

0.
(ii). Let the current state z(tk) and control u(tk) be the initial conditions, that is,

z0,k = z(tk), u0,k = u(tk). Then embed the obtained ξ1
0, ξ2

0, ξ3
0 into the nonlinear

mathematical model based-predictive model, the optimal discrete state and control

sequences
{

zj,k
}N

j=0
and

{
uj,k

}N

j=0
can be acquired by minimizing JBT in (29) through
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the Galerkin optimal control method over the prediction horizon [t0, tf]: = [tk, tk + ΔT],

min
{xj,k ,uj,k ,vj,k }

JBT = ΔT
2

N
∑

j=0

[
(zj,k )TP(zj,k ) + (vj,k )TQvj,k

]
wj,

s.t.

∥∥∥∥∥ N
∑

j=0
Di,jzj,k − Δi

∥∥∥∥∥
∞

≤ δN ,

‖z0,k − z(tk)‖∞ ≤ δN ,
‖u0,k − u(tk)‖∞ ≤ δN ,

(27)

−10 ≤ zi
1 ≤ 10, −10 ≤ zi

2 ≤ 10, −1 ≤ zi
3 ≤ 1, i = 0, 1, · · · , N

0 ≤ ∣∣ui
1

∣∣ ≤ 1, 0 ≤ ∣∣ui
2

∣∣ ≤ 1, 0 ≤ ∣∣ui
3

∣∣ ≤ 1, i = 0, 1, · · · , N∣∣vi
1

∣∣ ≤ 0.007/c1,
∣∣vi

2

∣∣ ≤ 0.02/c2,
∣∣vi

3

∣∣ ≤ 0.05/c3, i = 0, 1, · · · , N,

where ΔT is the length of horizon. Dij and Δi are shown in (19) and in (20). To solve
the discrete nonlinear programming problem (29), a nonlinear programming solver
such as SNOPT is usually used 39.

(iii). Apply the optimal control law u1,k on the unit and repeat the above operations in
steps (i) and (ii) at the coming time instant tk+1. It is worth mentioning that the u1,k is a
composite control law which contains the compensation of the lumped disturbances.

To sum up, the scheme of the proposed composite control method can be illustrated
in Figure 2.

Figure 2. Block diagram of the receding Galerkin optimal controller with high-order sliding mode
disturbance observer.

4. Simulations

In this section, some simulation cases are conducted to validate the performance of
the proposed composite controller for the oil-fired drum-type boiler-turbine unit (1). For
implementation purposes, a nonlinear programming solver SNOPT is adopted. Addition-
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ally, some controller parameters should be preset such as disturbance observer parameters
(λi

l , Li) and controller parameters (N, c, P, Q).

4.1. Parameters Assignment

As remarked in 1 and 35, the faster the convergence of disturbance observer should be,
the larger λi

l and Li are usually required. In fact, if the disturbance observer converges too
fast, it will lead to the violation of the constraints imposed on control inputs. With these
in mind, we select λi

0 = 1.5, λi
1 = 0.1, λi

2 = λi
3 = 0.01, Li = 2, i = 1, 2, 3. Moreover, we

choose N = 20, P = diag{1, 1, 2000}, Q = diag{2, 1, 2}, c = [0.001, 0.001, 0.001] according to 23.

4.2. Case 1: Wide-Range Load Tracking without Lumped Disturbances

In this case, we intend to validate the tracking performance of the proposed composite
controller without lumped disturbances. The change process of the working condition
point is as in Table 3:

Table 3. The change process of the working condition point.

Time Period (s) 0–400 400–1000 1000–1400 1400–2400 2400–2700 2700–3200 3200–3500

Working condition #2 #2 to #6 #6 #6 to #1 #1 #1 to #3 #3

From Table 3, the whole simulation time period is 3500 s, and the lumped disturbances
are set to zero. With the initial conditions z1(0) = 5, z2(0) = 10, z3(0) = 0.1, and the parameters
assignment as Section 4.1. Implementing the composite controller on the unit (1) resulted
in simulation results Figures 3 and 4, respectively.

Figure 3. Outputs of the unit in the case of tracking large-scale load references.
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Figure 4. Control inputs of the unit in the case of tracking large-scale load references.

Figure 3 shows the output responses under control inputs in Figure 4. The x-axis is
the time with its unit in seconds. It can be observed that the outputs yi can track large-scale
references yid rapidly without deviation. Meanwhile, Figure 4 illustrates that all the control
inputs ui strictly meet the constraints.

4.3. Case 2: Wide-Range Load Tracking with Lumped Disturbances

In Case 1, the boiler-turbine unit is just regulated to track large-scale references without
lumped disturbances. In this case, we aim to run the unit to track large-scale references in
the presence of lumped disturbances di(t) defined by

d1 := −0.0002(z1 + y1d)
9/8u2 − 0.1u1 + 0.02u3,

d2 := (0.01u2 + 0.004)(z1 + y1d)
9/8 − 0.01(z2 + y2d) + 0.2 sin(0.01πt),

d3 := 0.001u3 −
(
2× 10−5u2 + 5× 10−6)(z1 + y1d).

(28)

The whole simulation time period is 3500 s, and the lumped disturbances (28) occur at
the 400th second and vanish at the 3200th second. The initial conditions and parameter
assignments are the same as those in Case 1. Figures 5–7 illustrate the estimates of lumped
disturbances defined in (28), the response curves of the outputs yi, and the control inputs ui.

It can be seen in Figure 5 that the lumped disturbances can be estimated by the high-
order sliding mode disturbance observer (11) with high accuracy. Based on this, Figure 6
exhibits that the outputs yi can track large-scale references yid rapidly in most cases, except
for the period when drastic disturbances begin to happen or vanish. Meanwhile, it can be
seen that the nominal performance can be reserved when the lumped disturbances vanish at
the 2300th second. Furthermore, Figure 7 shows that the control inputs ui change drastically
due to the large-scale changes of references and the drastic lumped disturbances during
time period (400, 3200), but the control inputs can be guaranteed inside the boundary [0, 1].
These all illustrate the excellent disturbance rejection and set-point tracking performance
of the proposed composite control method.
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Figure 5. Estimates of lumped disturbances.

Figure 6. Output trajectories in presence of lumped disturbances.
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Figure 7. Control inputs curves.

4.4. Case 3: Control Performance Comparison under Wide-Range Load Tracking Conditions

To further verify the control performance of our proposed composite controller, a state
feedback controller developed in 1 is carried out as the comparative method by considering
its anti-disturbance ability.

The whole simulation time period is 3500 s. The lumped disturbances, initial con-
ditions, and parameters assignment are set the same as those of Case 2. Corresponding
simulation results are drawn in Figures 8 and 9.

Figure 8. Control outputs in presence of lumped disturbances.
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Figure 9. Control inputs in presence of lumped disturbances.

Figure 8 shows the output responses and Figure 9 gives the corresponding control in-
puts. Among them, yid, yig(uig) and yiz(uiz) are setpoints, the outputs (inputs) produced by
the proposed composite controller, and the outputs (inputs) produced by the comparative
controller.

It can be noted from Figures 8 and 9 that the outputs of the two controllers can
track the setpoints well with similar control inputs curves when the load changes over
a wide range, indicating that the two control methods have similar disturbance rejection
capability and can be adapted to large range load tracking scenarios. Moreover, for more
clear comparisons, the following four-time frame are selected: (1) 1~100 s: the tracking
process is of the set value under the initial deviation condition. (2) 390 s-480 s: the lumped
disturbances occur and load starts to rise. (3) 990~1080 s: the lumped disturbances and
the load begins to decline. (4) 3190~3280 s: the lumped disturbances disappear and the
load begins to stabilize. The corresponding outputs and control inputs are illustrated in
Figures 10–15.

Figure 10. The comparison results of y1 between the two controllers.
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Figure 11. The comparison results of y2 between the two controllers.

Figure 12. The comparison results of y3 between the two controllers.

Figure 13. The comparison results of u1 between the two controllers.
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Figure 14. The comparison results of u2 between the two controllers.

Figure 15. The comparison results of u3 between the two controllers.

It can be concluded from Table 4 and Figures 10–15 that (i) the tracking rate of the
comparative controller (yiz) is faster than that of the proposed composite controller (yig),
which means the rate of change of uiz is higher than that of uig; (ii) When the deviation
of initial condition setting is large, the initial stage of u3z will be less than zero, which
does not meet the constraint. However, the situation will not occur on the u3g produced
by the proposed composite controller due to the consideration of constraint during op-
timization; and (iii) the rate of change of the control input obtained by the comparative
method is significantly higher than that of the proposed composite controller when the
lumped disturbances occur, and the load starts to rise. This is due to the fact that the
constraints of the input and output rates are taken into account in the controller design of
the proposed control method while the constraints on control inputs are guaranteed by
selecting reasonable state feedback controller’s parameters of the comparative method. As
a result, it is difficult to meet all constraints under the condition of severe disturbances
of the comparative method. The IAE value of y3go at all time frames are larger than the
proposed method, because the disturbance rejection ability is weaker than the proposed
one. Overall, the proposed method has a lower IAE index in each time frame compared
with the other two methods.
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Table 4. Quantitative integral absolute error (IAE) indexes of the simulation outputs.

(IAEy1
,IAEy2

,IAEy3
) Time Frame (1) Time Frame (2) Time Frame (3) Time Frame (4)

Proposed method (61.098, 63.04, 8.73) (0.376, 26.6, 0.00105) (0.0346,0.0472,0.000258) (0.466, 29.64, 0.0027)
Galerkin control (171.77, 72.39, 0.472) (181.15, 219.023, 5.38) (138.84, 165.61, 6.97) (97.867, 39.399, 4.63)

State feedback control (90.676, 60.343, 8.053) (22.1, 25.217, 0.866) (21.73, 6.45, 0.689) (19.738, 25.095, 0.631)

According to the above comparison results, both controllers can fast-track the large-
scale load. But the method proposed in [1] will result in control inputs that do not meet
the constraints if the parameters are not selected properly or the disturbances are too
severe. On the contrary, the presented receding Galerkin optimal controller with high-order
sliding mode disturbance observer integrates the advantages of the high-order sliding
mode disturbance observer and the receding Galerkin optimal control method, making it
superior in constraint satisfaction, disturbance rejection, and large-scale load tracking.

5. Conclusions

In this paper, a receding Galerkin optimal controller with a high-order sliding mode
disturbance observer is proposed to improve the control performance of a boiler-turbine
unit. The presented controller can be directly designed based on the nonlinear mathe-
matical unit model. More precisely, a high-order sliding mode disturbance observer is
first employed to estimate the lumped disturbances and unmeasurable deviation states.
Next, the estimate of the lumped disturbances is feedforward compensated in the receding
optimization process. Then, based on the traditional Galerkin optimal control method,
the idea of receding optimization is proposed to deal with lumped disturbances, variable
constraints, and large-scale load tracking at the same time. Simulation results have shown
that the proposed controller can regulate the boiler-turbine unit to track large-scale load
set-points and meet the variable constraints in the presence of various types of unknown
disturbances.

6. Annexe

All the necessary variables of controlled boiler–turbine unit by proposed method are
listed in Table 5 for the easy of query.

Table 5. Variable of Controlled Boiler–Turbine Unit.

Variable a1~a3 b1~b3 c1~c4 αcs

Name identified parameter identified parameter identified parameter coefficient
x1 x2 x3 y1

drum pressure electrical output fluid density in the drum drum steam pressure
y2 y3 u1 u2

electrical output drum water level valve positions for fuel valve positions for steam
u3 qe di(t), i = 1, 2, 3 x1d ∼ x3d

valve positions for
feedwater flow evaporation rate of steam unknown disturbances setpoint signal for state

u1d ∼ u3d y3d w(t) d1(t) ∼ d3(t)
setpoint signal for input setpoint signal for output disturbance term lumped disturbance

v1 ∼ v3 z1 ∼ z3 ξ i
0 ∼ ξ i

L JBT
virtual control law states/outputs error HOSMO estimate cost function

LN(τ) zNj uNj

Nth order Legendre
polynomial

state variables at the LGL
nodes

control variables at the
LGL nodes
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Abstract: A similarity criterion suitable for studying the vibration characteristics of converter trans-
formers is proposed based on comprehensive consideration of geometric dimensions, electric field,
magnetic field, force field, sound field, and coupling field interface interactions. By comparing the
magnetic field, stress, displacement, sound field distribution, and vibration characteristics of the scale
model of the converter transformer with the initial model, the reliability of the similarity criterion
was determined. Based on the vibration similarity criterion of the converter transformer, a prototype
of the proportional model was designed and manufactured, and vibration signals under no-load
and load conditions were tested. These signals correspond to the vibration signals of the iron core
and winding in the finite element model, respectively. Through comparative analysis, the reliability
of the prototype and the vibration similarity model of the converter transformer has been proven,
which can provide an accurate and effective laboratory research platform for in-depth research on the
vibration and noise of the converter transformer and equipment protection.

Keywords: vibration; similarity model; converter transformer; finite element; prototype preparation

1. Introduction

In recent years, with the acceleration of human economic and social development,
energy and environmental issues have become more severe, and the imbalance between
electricity load and energy base has become increasingly serious. The rapid development of
high-voltage direct current transmission technology has made great contributions to solving
this problem [1–7]. Converter transformers, which withstand mixed AC and DC voltages
during operation, are key equipment in DC transmission systems. The harmonic and DC
components they bear during operation are also higher than ordinary power transformers,
and the risks of core saturation and resonance effects are higher, resulting in more serious
vibration and noise problems [8–12]. Researchers have been committed to studying the
generation mechanism and vibration suppression of converter transformer vibration, but
they are still troubled by its variable testing environment, numerous electric/magnetic
field analyses, and complex vibration propagation processes. The mechanism of internal
vibration generation and propagation in converter transformers still needs further research,
and the effectiveness of vibration suppression is limited. The safety and reliability of
converter stations need to be further improved [13–16].

The large volume and expensive price of converter transformers make it impractical
to conduct in-depth and effective vibration research on them in laboratory environments.
Establishing a large-scale experimental vibration platform for power equipment is an
effective method to solve these problems. It can not only increase the feasibility of exper-
imental mechanism research, but also reduce the computational time and burden of the
experiment. However, the consistency between the operation and vibration characteris-
tics of the equipment after proportional deceleration and the actual operating equipment
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is currently a challenging issue [17,18]. The similarity model method based on similarity
theory can effectively solve the problems of economy and timeliness of the test, and can
be used to verify new technologies, design, and manufacturing difficulties that have
not been considered in the process of testing, and predict the performance indicators
of the entire system [19,20]. From the above, it can be seen that, based on the principle
of similarity, reducing the equipment volume proportionally is a feasible solution to
solve the problem of difficulty in conducting internal vibration characteristics research
on large-capacity converter transformers. However, currently, most proportional model
designs for power devices consider only geometric dimensions and a small number of
electrical parameters with similar derivation, and lack consideration of electromagnetic
and mechanical parameters of vibration [21]. For the moment, there is no similarity
theory proposed to study the vibration characteristics of converter transformers, nor
any related research on designing and compiling scale models of converter transform-
ers based on similarity methods. How to derive the similarity criteria for converter
transformers comprehensively and reasonably and how to modify them in practical
applications need to be discussed in detail.

The deep application of finite element technology provides a convenient and ef-
fective research platform for the analysis and research of large-scale power equipment
involving complex internal structures and multi-physical field interface effects. Refer-
ence [22] analyzed the monopole ionization field in DC wires through full multi-grid
measurements. Reference [23] constructed a generator power prediction model based on
the finite element method and compared the results with neural network algorithms,
proving the effectiveness of the model. Reference [24] established a two-dimensional
physical model of the transformer and quantitatively analyzed the direction and magni-
tude of the force on the transformer winding under low load and overload. Reference [25]
established a finite element model of a three-phase five-column converter transformer,
applied different DC components to the model, studied the changes in magnetic flux
and force of the converter transformer under different DC components, and quantified
its loss characteristics.

From the above research, it can be seen that the application of finite element technology
in the coupling field effect of transformers has become very mature. However, the finite
element model of the converter transformer used in current research is too idealized in the
modeling process, without refining and distinguishing between the core lamination struc-
ture and the winding form. This integrated core and winding structure can quickly obtain
uniformly distributed magnetic field morphology and calculation results for vibration char-
acteristics, meeting the operational requirements of composite ideal transformers. However,
electromagnetic and vibration calculation results that require details and consider coupling
boundary effects cannot be convincing [17,26,27]. Considering the significant differences
in structure and nonlinear characteristics between the actual operation of the converter
transformer and the ideal transformer, especially when calculating the internal structure
coupling field interface interaction and nonlinear force loss under different external ex-
citation conditions, using the ideal converter transformer model can cause unacceptable
calculation errors [28,29]. Therefore, when using the finite element method for coupling
calculation of the field interface of the converter transformer, the design cannot be blindly
simplified [30].

Firstly, based on the similarity principle, the similarity criteria of the electromagnetic
field and structural mechanics were derived. Secondly, based on the structure and op-
erating parameters of a single-phase dual-winding current transformer in operation, the
contribution of the oil tank structure, the lamination form of the iron core, the entanglement
and winding form of the winding, and the force characteristics of the pad between the
winding cakes were fully considered. Furthermore, in order to verify the reliability of the
similarity criterion, a similarity model of the converter transformer was established based
on the physical model of the converter transformer mentioned above. A comprehensive
comparison was made between the electromagnetic field, mode of vibration, force, and
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displacement distribution characteristics of the scale model and the initial model of the
converter transformer. Finally, a proportional prototype of a converter transformer with a
similarity coefficient of 1:5 was designed and prepared based on the similarity criterion.
The basic experimental items and vibration characteristics were analyzed, further verifying
the reliability and engineering practicality of the similarity criterion.

2. Similarity Principle

2.1. Geometric Similarity

Based on the principle of similarity, the full size of the converter transformer should
be proportionally reduced, that is, the overall geometric length l of length, width, height,
and radius should be changed to l′ = kl. So, the corresponding overall geometric area S
becomes S′ = k2S, and the overall volume V becomes V′ = k3V.

2.2. Similarity of Structural Mechanics

The quality and volume of the model have a significant impact on the overall modal
distribution of the model, which can easily alter the original resonance effect of the model,
thereby affecting the final vibration distribution characteristics of the model. Therefore, it is
necessary to discuss the structural parameters such as the natural frequency of the model.
For mass M, due to the material density of scale models ρ, the model volume remains
unchanged and decreases to three times the original k3, so M′ becomes:

M′ = k3M (1)

For the stiffness coefficient K, it shall meet the following requirements before and
after similarity:

K′ = kK (2)

So. the natural frequency ω0
′ of scale models becomes:

ω0
′ =

√
kK

k3M
=

1
k

√
K
M

(3)

2.3. Similarity of Electromagnetic Field

Supposing that the current density J′ of the scale model of the converter transformer is
equal to the current density J of the initial model, to ensure the controllability of excitation
and the controllability of reducing winding losses:

J′ = I′

S′ =
I
S
= J (4)

The sectional area of similar winding S′ = k2S, then the current strain of similar
winding is:

I′ = k2 I (5)

The integral form of Ampere’s law is:∮
Bdl = μ0NI (6)

where B is the magnetic flux density, N is the number of turns, and μ0 is the vacuum permeability.
The magnetic flux density is one of the main indexes considered in the design of the

converter transformer core, which should be selected in the linear area of the B-H curve,
and the magnitude of the magnetic flux density affects the working characteristics and
vibration characteristics of the core. Based on the operation characteristics of the converter
transformer, the core material generally works between 1.5–1.8 T. As the amplitude of
I decreases after the model is reduced, in order to reach the linear working area of the
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hysteresis loop more easily, the number of coil turns is increased from N to k−1N, and the
magnetic flux density obtained after similarity should be:

B′ = B (7)

It is worth emphasizing that through the electromagnetic field similarity criterion, the
working current density and magnetic field intensity of the scale model are consistent with
the prototype, which can effectively ensure the similarity of the working characteristics of
the converter transformer before and after scaling.

The same winding material is used before and after the similarity, so the winding
conductivity remains unchanged, but at the same time, the length of the winding decreases
to k times, and the cross-sectional area of the winding decreases to k2 times. Therefore:

R′ = 1
σ
· l′

S′ =
1
σ
· kl

k2S
=

R
k

(8)

Based on Ohm’s circuit law, the proportional model has the following voltage:

U′ = I′R′ = kU (9)

Assuming that the operating frequency of the power supply is unchanged before and
after the similarity, we can judge whether the similar process between the above parameters
is balanced by the relationship between the main magnetic flux and the operating voltage
when the converter transformer works normally:

U = 4.44 f NBS (10)

According to Formulas (4)–(9), U′ = kU, N′ = k−1N, B′ = B, S′ = k2S, and f ′ = f are
brought into Formula (10). The equation is balanced on both sides of the equals sign, and
the similarity criterion is correct.

2.4. Similarity of Solid Mechanics

According to the principle of the vibration mechanics model, the winding is regarded
as an elastic mass. The gasket and insulation structure together are equivalent to the spring
damping element, that is, the winding is equivalent to the rigid body structure with mass m,
the gasket between windings is equivalent to the spring element K, and the insulation block
and compression structure are equivalent to the spring KB and KH respectively. Assuming
that the damping coefficient between windings is C, the governing equation of winding
vibration can be obtained as follows [31]:

M
d2z
dt2 + C′ dz

dt
+ K′z = F + Mg (11)

where M is the mass matrix, C′ is the damping matrix, K′ is the elastic matrix, z is the
displacement, g is the acceleration of gravity.

The force acting on a moving charge in a magnetic field is called the Lorentz force,
which is the force exerted by the magnetic field on the moving charge in the wire. The
Ampere force is the macroscopic manifestation of the Lorentz force, which is the force acting
on the charged wire in the magnetic field. When alternating current is applied, a leakage
of magnetic field that varies with the power frequency is generated around the winding.
The moving charge in the winding is subjected to the action of the alternating magnetic
field. During the positive and negative half cycles of the power supply, they are subjected
to opposing forces, resulting in two vibrations occurring within one power frequency.
The leakage flux through the winding is divided into axial and radial components. The
axial leakage flux interacts with the winding current to generate radial electromagnetic
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force Fx, and the radial leakage flux interacts with the winding current to generate axial
electromagnetic force Fz, which can be expressed as:

Fx = iBx · 2πr (12)

Fz = iBz · 2πr (13)

After similarity, the winding radius r = kr, magnetic flux density B′ = B, and winding
current i′ = k2i. Therefore, we obtain the electromagnetic force Fl

′ = k4Fl on the winding of
the converter transformer after similarity.

The vibration model of silicon steel sheet under alternating magnetic field is as follows:

D0

(
∂4v
∂x4 + 2

∂4v
∂x2∂y2 +

∂4v
∂y4

)
=

ω sin 2ωt
Δlx

∫
v

1
2

Eλ3
ZdV (14)

where D0 is the bending stiffness of silicon steel sheet, ν is the Poisson’s ratio of the
material, x and y are the transverse and longitudinal dimensions of two-dimensional silicon
steel sheet, respectively, ω is angular frequency, t is the time, lx is the elongation, E is
the elastic modulus of the material, λZ is the axial magnetostriction coefficient, V is the
volume element.

Nowadays, the gaps between silicon steel sheets in the iron cores used in converter
transformers are becoming smaller and smaller, and the stacking method is more advanced.
The Maxwell stress between silicon steel sheets can be ignored, so the main contribution of
iron core vibration is the magnetostrictive effect of ferromagnetic materials under alternat-
ing electric fields. The magnetostrictive force caused by the magnetostrictive effect in both
parallel and vertical directions can be expressed as:

Fc = Fcmaxsin2ωt = 0.5∇(H2τ∂
∂μ

∂τ
) (15)

where Fc is the magnetostrictive force and Fcmax is the amplitude of the electromagnetic
force caused by magnetostriction. Therefore, the force magnitude Fc

′ on the iron core
changes to Fc

′ = kFc.

3. Finite Element Physical Model and Its Similarity Process

3.1. Finite Element Model of Electric-Magnetic-Force Multi-Field Coupling for
Converter Transformer

According to a 500 kV converter transformer in operation (ZZDFPZ-415000/500-800),
a three-dimensional physical model of the converter transformer with multi-field coupling
was established using the finite element simulation platform, as shown in Figure 1. The
model was simplified according to the design drawings and was designed as a single-phase
double winding structure with two main columns and two side columns. Fixture replace-
ment can be neglected with fixed constraints, but the winding entanglement structure,
distribution form of winding pads, and iron core lamination form that have a significant im-
pact on the vibration characteristics of the model cannot be omitted. The material property
parameters of the model are listed in Table 1.

Table 1. The material property parameters of the model.

Name Iron Core Winding Spacer Insulating Oil

Density (kg/m3) 7870 8940 1117 895
Young’s modulus (GPa) 6 12.6 1 -

Poisson’s ratio 0.45 0.34 0.38 -
Conductivity (S/m) 1.12 × 107 5.99 × 107 1 1
Relative permittivity 1 1 1 -
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Figure 1. Finite element model of multi-field coupling for converter transformer.

Considering the time cost, the computational complexity and convergence speed of
the model are optimized, and some details are simplified without affecting the vibration
characteristics. The core material is the main contribution to the nonlinearity of the con-
verter transformer. It is necessary to define the values of B and H at each location based on
the B-H curve of the silicon steel sheet to ensure the reliability of the model. The B-H curve
used for the definition is shown in Figure 2.

 
Figure 2. Determination of B-H curve of silicon steel sheet corresponding to reference converter transformer.

The design of the winding structure should consider not only the arrangement between
each turn of the winding and the position of the cushion blocks, but also the trajectory of
current flow in the winding cake, which is one of the main difficulties in finite element
modeling. The windings of the high-voltage transformers currently in operation are mostly
wound continuously, as shown in Figure 3. By using the field–circuit coupling method, as
shown in Figure 4, the specified conduction path of excitation is set according to the node
order to achieve a winding mode of entangled–continuous–entangled.
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Figure 3. Entangled winding-wire turn arrangement.

Figure 4. Field–circuit coupling method.

The current flow sequence of the winding is shown in Figure 5. The overall appearance
structure of the winding is shown in Figure 6, and the geometric parameters of each part of
the winding are listed in Table 2.

Figure 5. Current sequence of entangled winding.

Figure 6. Single-phase winding model.
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Table 2. Geometry parameters of initial model and scale model.

Parameters Initial Model Similitude Model

Yoke length (m) 6.72 1.344
Core height (m) 3.6 0.72

Winding wire cake height (m) 1.764 0.353
Winding radius at grid side (m) 0.664 0.133

Radius of valve side winding (m) 0.468 0.094

In order to save time and computational resources, the physical model of the converter
transformer was divided into 1/2 models along the longitudinal section. The 1/2 model was
meshed, and the winding, iron core, and pad were subjected to ultra-fine free tetrahedral
structural dissection. Other areas were subjected to plane triangle and sweep operations.

3.2. Vibration Scale Model of Converter Transformer

Based on the similarity criterion, a 1/5 scale model of the converter transformer was
established, and the geometric parameters are shown in Table 2. The magnetic flux density
distribution, stress distribution and vibration characteristics of the converter transformer
model and its scale model were calculated, and the calculation results are compared and
analyzed.

4. Analysis and Discussion on Simulation Results of Finite Element Scale Model of
Converter Transformer

4.1. Similarity of Modal Shapes

Mode of vibration was the first structural characteristic to be verified after the converter
transformer geometry transformation. In order to improve the universality of modal
analysis, in addition to the initial model and 1/5 similarity model, a 1/2 similarity model
was also established and analyzed, and the first six natural frequency distributions of the
model core and winding under three geometric sizes were obtained, which are listed in
Tables 3 and 4, respectively. By comparing the modal shapes of the models with three
geometric sizes, it was found that the modal distributions of the windings and iron cores
under each size were roughly the same, and the natural frequency showed an inverse trend
to the similarity coefficient. The law follows the derivation of Formula (3). In order to
reduce the generation of resonance effects during operation, mode has become one of the
main parameters considered in the transformer design process. The natural frequencies of
the core and winding are both staggered from the power frequency, avoiding resonance,
indicating that the structural design of the model is relatively reasonable.

Table 3. Natural frequency distribution of the core.

Natural Frequency
Initial Model

(Hz)
1/2 Model

(Hz)
1/5 Model

(Hz)

First order 77.46 155.06 373.64
Second order 114.55 229.28 563.93
Third order 138.76 277.58 673.93

Fourth order 240.83 481.99 1203.96
Fifth order 271.62 548.29 1358.53
Sixth order 316.01 632.02 1593.26
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Table 4. Natural frequency distribution of the winding.

Natural Frequency
Initial Model

(Hz)
1/2 Model

(Hz)
1/5 Model

(Hz)

First order 77.53 155.22 387.62
Second order 88.78 196.67 428.94
Third order 115.64 229.58 573.14

Fourth order 138.79 277.58 693.93
Fifth order 168.62 337.24 842.95
Sixth order 240.78 481.57 1203.57

The winding and core modes of the initial model, the 1/5 model, and the 1/2 model
are shown in Figure 7a–c and Figure 7d–f, respectively. As the model scale decreases
proportionally, the modal distribution pattern of the model does not change much, and the
natural frequency changes of each size of model follow the load similarity criterion.

Figure 7. Modal distribution of iron core and winding: (a) original model winding; (b) 1/2 model
winding; (c) 1/5 model winding; (d) Original model iron core; (e) 1/2 model iron core; (f) 1/5 model
iron core.

4.2. Distribution Characteristics of Electromagnetic Fields in Similar Processes

The changes of the magnetic field intensity distribution of the core and winding in the
process of model similarity were calculated and compared, and are depicted in Figures 8
and 9. As depicted in Figure 8, the change of core magnetic flux density distribution in the
process of similarity can be ignored, and the amplitude of magnetic flux density basically
remained unchanged, which is consistent with the conclusion of the similarity criteria. The
leakage flux density distributions of the initial model and 1/5 scale model are shown in
Figure 9. Through comparison, it was found that the model did not change the spatial
distribution trend of the leakage flux in the similar process, and the amplitude variation
law of the leakage flux density of both models meets the proposed electromagnetic field
similarity criterion.
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Figure 8. Magnetic flux density distribution of (a) initial model and (b) scale model.

Figure 9. Leakage flux density of (a) initial model and (b) scale model.

4.3. Stress and Displacement Distribution Characteristics in Similar Processes

Figure 10 compares the stress distribution characteristics of the iron core during similar
processes. Comparing the two figures in Figure 10, it can be found that there is a difference
in stress amplitude between the initial model and the scale model, but the stress distribution
characteristics of the two are basically the same. Before and after similarity, the areas with
greater stress on the iron core are distributed in the middle of the main column. The four
points with the maximum force amplitude are distributed in the corner of the core window
near the winding, similar to the analysis of magnetic field distribution. The stress threshold
of the iron core in the scale model is roughly equal to the initial model, which is mainly
affected by the magnetostrictive force of the magnetic domain under alternating magnetic
fields. According to Formula (11), it is proportional to the square of the voltage. Since
the voltage remains constant during similar processes, the force on the solid iron core
remains unchanged. The distribution and amplitude change of the force on the core meet
the similarity criterion [32].

Figure 10. Stress distribution of (a) iron core of initial model and (b) scale model.

The converter transformer winding stress distribution is depicted in Figure 11. The
stress distribution of the winding in the similar model is basically the same as the initial
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model, and the direction of action of the stress points is also the same. The stress amplitude
of the winding in the scale model is about k3 times that of the initial model. The amplitude of
the numerical winding before and after the similarity keeps an appropriate corresponding
relationship in the order of magnitude.

Figure 11. Force distribution of winding of (a) initial model and (b) scale model.

Figures 12 and 13 depict the displacement distribution characteristics of the initial
model and the proportional model iron core and winding, respectively. Comparing the two
figures in Figure 12, it can be found that the displacement distribution characteristics and
deformation trend of the iron core do not change much during similar processes, and the
change trend of displacement amplitude is the same as that of stress. The main contribution
of core displacement comes from the magnetostrictive effect of the magnetic domains
inside the core under alternating magnetic fields, which is proportional to the square of the
voltage. During similar processes, this law remains unchanged.

Figure 12. Core displacement distribution of (a) initial model and (b) scale model.

Figure 13. Winding displacement distribution of (a) initial model and (b) scale model.

From Figure 13, it can be seen that the deformation trend of the windings in the initial
model and scale models is the same. The main contribution of winding displacement comes
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from the combined Lorentz force on electrons in an alternating magnetic field, and the
leakage flux density depends on the current, so its variation pattern is the same as that
of current in similar processes. Figure 13 shows a trend of outward stretching in both the
original and scale models, showing maximum values of winding shape variables in the
middle. The radial electromagnetic force of the winding exerts a stretching effect on it,
causing its deformation direction to expand outward.

A hemispherical air domain with a radius of 10 m was added to the converter trans-
former model before and after scaling, and a perfect matching layer with a thickness of 1 m
was set up to conduct frequency domain analysis of the sound field. As shown in Figure 14,
before scaling, the sound pressure distribution of the converter transformer was between
±64 Pa, and after scaling, the sound pressure distribution was between ±33 Pa. The sound
pressure frequencies were mainly 100, 200, and 300 Hz, and the 100 Hz component was
the largest. The sound pressure distribution shows that the lateral sound pressure value
is greater than the front and greater than the top. The maximum sound pressure levels
before and after scaling appear at 68 dB and 23.2 dB, respectively. The sound pressure
distribution shows attenuation outward along the center of the hemisphere, with the fastest
attenuation above, indicating that the sound pressure distribution characteristics before
and after scaling were normal.

Figure 14. (a) Initial model sound pressure distribution; (b) Sound pressure distribution of Scale
model; (c) Initial model sound pressure level distribution; (d) Scale model sound pressure level
distribution.

5. Preparation of Scale Prototype

According to the similarity criterion, a scale prototype of converter transformer with a
scale of 1:5 was designed and manufactured. The prototype was designed as single-phase
double winding, on load voltage regulation, with a rated voltage ratio of 100/30 kV. The
relevant design parameters are shown in Table 5.

Figure 15 shows the design drawing of the scale prototype converter transformer. The
iron core diameter is 204/208 mm, and the design type is two main columns and two side
columns. The six-step stacking method is adopted. The step amount is 9 mm, and the
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lamination form is 1, 3, 5, 2, 4, and 6. The casting structure is selected as the positioning
method, and the casting ring/locating nail is directly connected with the clamp.

Table 5. Design parameters of scale prototype.

Parameter Name/Value Parameter Name/Value

Model ZZD-800/100-30 Rated voltage ratio 100/30 kV
Impedance >2% Impedance deviation +2.5%

Temperature rise Winding hot spot 78 K Temperature rise Hot spot of iron core and
metal parts 80 K

Insulation level Valve side neutral point
LI60AC35 DC40 Insulation level Meshwork side LI60AC35

Load loss Pk ≤ 15 kW No load loss Po ≤ 2 kW Io ≤ 2%
Connection group Ii0 (YNY0) Noise level 55 dB (A)

 

Figure 15. Design drawing of scale prototype.

After the reduction of the converter transformer, considering the spatial distribution,
it is impractical to raise the number of winding turns to several. When designing the
converter transformer scale prototype, we tried to use another way to remove the part of the
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equivalent winding that had not increased. Because the magnetic field distribution is mainly
affected by the number of turns, namely Formulas (6) and (10), when other parameters
were fixed, we replaced the silicon steel sheet material (30QG120) to approximately replace
the effect of winding turns on B. The coil structure has been designed as a valve net, two-
column type, with column 1 winding to the right and column 2 winding to the left. The
inner diameter of the valve side coil is 260 mm, the outer diameter is 302 mm, the radial
dimension is 21 mm, and the reactance height is 320 mm. The inner diameter of the coil at
the grid side is 398 mm, the outer diameter is 454 mm, the radial size is 28 mm, and the
reactance height is 320 mm, all of which are divided into 12 grades. The preparation process
and physical images of the proportional prototype are shown in Figure 16a–c, and the
corresponding converter transformer of the prototype is shown in operation in Figure 16d.

 
Figure 16. Prototype preparation and vibration characteristics testing: (a) Winding preparation;
(b) Assembly of iron core winding; (c) Complete prototype appearance; (d) Refer to converter
transformer.

Since the angle correlation between the vibration signal loss and its transmission
time is stronger than that of the sensor, the measuring point was set as far as possible
perpendicular to the sound source (winding and iron core). In view of the position of the
low-voltage bushing above the oil tank and the distribution of iron core fasteners above
the oil tank, only two measuring points above the oil tank, namely point 10 and point
11, were selected. Figure 17 depicts the distribution of measuring points of the converter
transformer scale prototype.

 
Figure 17. Distribution of measuring points.

100



Processes 2023, 11, 1969

The vibration signals of each measuring point of the prototype were processed by
FFT, and the frequency domain diagrams of no-load and load vibration signals of each
measuring point were obtained, as shown in Figure 18a,b. The frequency domain signals
of the vibration acceleration at the corresponding points of the finite element proportional
model under no-load and load conditions were extracted and are shown in Figure 18c,d, in
order to compare and analyze the simulated and measured signals more intuitively.

Figure 18. Frequency domain diagram of vibration signal of prototype and simulation model:
(a) prototype no-load; (b) prototype load; (c) simulated no-load; (d) simulated load.

As shown in Figure 18, the vibration acceleration signal distribution of the finite
element scale model based on the similarity principle was basically the same as the ac-
tual prepared scale prototype. Both no-load and load conditions, regardless of the main
frequency or amplitude range, exhibited a certain degree of similarity. Among them, the
similarity between the average acceleration amplitude of each measuring point under
load and the simulation results exceeded 80%, and the similarity between the average
acceleration amplitude of each measuring point under no load and the simulation results
was close to 90%, proving that the standards proposed in this article are reliable for guiding
product design and preparation. At the same time, sound pressure testing was conducted
on the prototype of the scale prototype of the converter transformer, and the average sound
pressure level was 24 dB, which is basically consistent with the scale simulation model,
and proves that the criteria proposed in this paper are reliable for guiding the design and
preparation of products.

6. Conclusions

1. Different from the traditional geometric similarity criteria in previous studies, the
similarity criteria suitable for studying the vibration mechanism of converter transformers
were derived by comprehensively considering the electromagnetic field and structural
mechanics.

2. Considering the coupling effect of electric field, magnetic field, and solid mechanics,
and the contribution of the core lamination mode, entangled–continuous–entangled wind-
ing structure, and gasket on vibration characteristics, a finite element model of a converter
transformer was established.

3. The modal transformation laws of similar pre- and post-converter transformers were
derived and verified, providing theoretical support for the study of resonance avoidance
mechanisms based on scale models.

4. Based on the similarity criterion, a finite element similarity model of the converter
transformer was established, and the electromagnetic and vibration characteristics of the
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model during the similarity process were compared, verifying the reliability of the similarity
criterion.

5. The proportional model prototype of the converter transformer was designed
and prepared, and basic experimental projects and vibration characteristics analyses were
conducted on the prototype. The results were compared with simulation research to further
verify the reliability of the similarity criterion and provide a reference for the design of the
proportional model prototype of high-voltage power equipment.

6. This scale model can serve as an experimental platform for studying the vibration
mechanism of converter transformers, making it possible to analyze the vibration charac-
teristics of internal components of high-power equipment in a laboratory environment. At
the same time, more convenient testing and experimental scheme layout greatly saves time
and computational costs, and has great engineering application value.

The vibration similarity model for converter transformers proposed in this paper can
provide a reliable laboratory research platform for studying the mechanism and suppression
of vibration and noise in converter transformers, it can save a lot of time and computational
costs for conducting relevant vibration mechanism experiments, and has certain reference
value for experimental research on proportional models of other power equipment.
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Abstract: An accurate parameter extraction of the proton exchange membrane fuel cell (PEMFC)
is crucial for establishing a reliable cell model, which is also of great significance for subsequent
research on the PEMFC. However, because the parameter identification of the PEMFC is a nonlinear
optimization problem with multiple variables, peaks, and a strong coupling, it is difficult to solve
this problem using traditional numerical methods. Furthermore, because of insufficient current and
voltage data measured by the PEMFC, the precision rate of cell parameter extraction is also very low.
The study proposes a parameter extraction method using a generalized regression neural network
(GRNN) and meta-heuristic algorithms (MhAs). First of all, a GRNN is used to de-noise and predict
the data to solve the problems in the field of PEMFC, which include insufficient data and excessive
noise data of the measured data. After that, six typical algorithms are used to extract the parameters
of the PEMFC under three operating conditions, namely high temperature and low pressure (HTLP),
medium temperature and medium pressure (MTMP), and low temperature and high pressure (LTHP).
The last results demonstrate that the application of GRNN can prominently decrease the influence of
data noise on parameter identification, and after data prediction, it can greatly enhance the precision
rate and reliability of MhAs parameter identification, specifically, under HTLP conditions, the V-I
fitting accuracy achieved 99.39%, the fitting accuracy was 99.07% on MTMP, and the fitting accuracy
was 98.70%.

Keywords: PEMFC; GRNN; MhAs; parameter identification; data processing; HTLP; MTMP; LTHP

1. Introduction

With the rapid development of technology and continuous economic growth, the
demand for various fossil fuels and electricity is increasing day by day. The existing
problem is that the energy conversion efficiency of traditional fossil energy is relatively
low, and it causes huge environmental pollution, bringing the greenhouse effect, rising sea
levels, acid rain, and other thorny environmental problems [1,2]. In addition, the massive
development and utilization of traditional non-renewable energy will also cause the global
energy crisis [3]. In this context, countries around the world have begun to vigorously
develop clean energy and renewable energy. The proton exchange membrane fuel cell
(PEMFC) is widely used because of the advantages of high energy density, high power
generation efficiency, starting at a low temperature and a long working life [4,5].

With the widespread application of the PEMFC, precise modeling of batteries is crucial
for optimizing the control of cell systems and improving cell power generation efficiency.
Currently, there are many models for the PEMFC, including three-dimensional steady-state
models [6] and electrochemical steady-state models [7]. Among them, electrochemical
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stability models can predict the state of batteries very well, it is beneficial for the safe and
stable operation of the PEMFC and cell management. Accurate cell models rely on accurate
internal model parameters, so accurate parameter identification of PEMFC batteries is
a prerequisite for establishing accurate and reliable cell models. However, because the
PEMFC parameter identification is a nonlinear problem with multiple variables, multiple
peaks, a strong coupling, and limited V-I data measured by the cell, it is arduous to
use traditional numerical analysis methods for parameter identification, for example, the
least squares method, gradient descent method, and the identification results are not
ideal [8]. However, meta-heuristic algorithms (MhAs) are widely used in the field of
PEMFC parameter extraction due to their low initial value requirements and global search
ability, which can avoid falling into local optimum [9].

A study [10] proposed an identification method based on adaptive focusing particle
swarm optimization (AFPSO). Compared with particle swarm optimization (PSO), AFPSO
has a stronger global search capability and faster optimization speed. Final experimental
results also demonstrate that the obtained results have high fitting accuracy with the data
obtained from experimental testing, and can effectively identify the parameters of the
cell. In work [11], a PEMFC parameter estimation study based on an extended Kalman
filter (EKF) was proposed. By constructing a semi-mechanistic and semi-empirical PEMFC
model, based on the characteristics of the existing sensor signals in the model system, the
EKF was used to extract parameters of the cell model. Specifically, this method estimates
the parameters during PEMFC off-design operation, and it is more in line with the actual
application of batteries. Work [12] uses an extreme learning machine (ELM) to identify
cell parameters, where under the actual operating conditions, the measured current and
voltage data will inevitably have exception values, that is, noise data, which will affect the
identification accuracy of parameters in the model. Therefore, in this study, it is proposed
to use ELM to train the data, then perform noise reduction processing, then use algorithms
for parameter identification. The results obtained also prove that the data after noise
reduction processing is used for parameter extraction, and the identification accuracy is
significantly improved. In the literature [13], a PEMFC parameter identification study of
improved chicken swarm optimization (ICSO) was proposed. In this paper, the author
introduced a Tent mapping strategy to initialize the population, which can improve the
uniformity and ergodicity of the population. Secondly, set adaptive inertia weights on
the feeding speed of individual chickens, which can improve the optimization efficiency
of individual hens, and the Levy flight strategy were introduced to randomly update
the chicken position, greatly improving the algorithm’s global search ability. Finally, by
comparing the parameter identification results obtained by ICSO with those obtained by
other heuristic algorithms, it was proven that the ICSO algorithm has better parameter
identification accuracy and a stronger model generalization ability. Reference [14] proposed
an improved method based on a differential evolution algorithm, which is unique in
that it references a probability selection model, which assigns a selection probability for
every individual in the evolutionary population regarding their performance. In the
work, to verify the effectiveness of algorithm, standard test functions were also used for
testing. The experimental results showed that after the algorithm improvement, high
data fitting accuracy can be achieved, and the parameters of the cell can be identified
very accurately. In literature [15], a novel method based on the Levenberg Marquardt
backpropagation (LMBP) algorithm was proposed. The neural network was designed
based on the PEMFC model, and the LMBP algorithm was used for parameter identification.
The LMBP is a variant of the Newton method, which combines the steepest descent method
with the Gaussian Newton method and iteratively calculates using the Jacobian matrix,
greatly improving computational efficiency. The final experimental results in the study
also indicate that neural networks have higher fitting accuracy compared to heuristic
algorithms, and the speed of parameter identification research through LMBP is much
faster than that of heuristic algorithms. SOA is a swarm intelligence optimization algorithm
that simulates the random search behavior of human beings. The SOA algorithm optimizes
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the parameters of the PEMFC model, and then compares the results with those of other
algorithms, proving that the algorithm has good fitting accuracy, and it can significantly
improve and enhance the accuracy of the PEMFC model parameters [16]. In reference [17], a
PEMFC parameter identification method based on Bayesian regularization neural network
(BRNN) was proposed. BRNN is used to de-noise data and MhAs are used to identify
parameters, and the results are compared with other heuristic algorithms. The extraction
results of BRNN data de-noising are more accurate than the original data results, and the
results obtained are more stable with fewer outliers.

Overall, current research on PEMFC parameter identification mainly utilizes the
MhAs method [18–20], and most of the research focuses on algorithm improvement to
improve the accuracy and speed of parameter extraction. Only a few studies consider
the impact of the data itself on the identification results. However, the study proposes
MhAs based on a generalized regression neural network (GRNN) for PEMFC parameter
extraction, which trains the GRNN, predicting and de-noising the data, fully considering
the insufficient measured data and the impact of noise data on the final identification results,
and conducting parameter identification research on the PEMFC under three operating
conditions, namely high temperature and low pressure (HTLP), medium temperature and
medium pressure (MTMP), and low temperature and high pressure (LTHP) [17]. The last
results demonstrate that after data processing, its identification accuracy is higher and its
performance is better. This study provides a new approach to the identification of PEMFC
parameters, and its contributions and innovations can be summarized as follows:

1. Established the PEMFC model and conducted parameter identification research on
the model under three operating conditions;

2. Considering the influence of insufficient data volume and noise data, a GRNN was
used to de-noise and predict the measured V-I data, and the final results fully demon-
strate its excellent robustness when applied to PEMFC parameter extraction under
various operation conditions;

3. Based on the data processed by a GRNN, six typical heuristic algorithms were com-
pared for their effectiveness in PEMFC parameter identification. The results demon-
strate that after data processing, accuracy can be greatly improved.

The structure of the remaining part is as follows: Section 2 is the modeling of the
PEMFC, mainly introducing the internal chemical mechanism of PEMFC power generation
and its cell model, and then establishing an objective function for the model. Section 3
mainly displays the application of GRNN-MhAs in PEMFC parameter identification re-
search, which involves using a GRNN for data de-noising and prediction processing, and
then using MhAs for parameter identification. Section 4 mainly displays the parameter
identification results obtained by six algorithms under three working conditions. Section 5
is the discussion section. Section 6 provides some important conclusions obtained from this
research, as well as some prospects for future PEMFC parameter identification research.

2. PEMFC Modeling

Establishing the PEMFC model is beneficial to conduct in-depth research on the
parameter identification of a cell. This section mainly introduces the basic principles and
mathematical models of the mechanism of the PEMFC.

2.1. The Mechanism of the PEMFC

In principle, the PEMFC is equivalent to a reverse device for water electrolysis. A
typical PEMFC is composed of an anode, a cathode, and a proton exchange membrane. The
anode is the site of hydrogen fuel oxidation, the cathode is the site of oxidant reduction,
and both poles contain catalysts to accelerate electrode electrochemical reactions [21–23].

In addition, the electrochemical reaction mechanism of the PEMFC is shown in
Equations (1)–(3) [24].

Anode side:
H2 → 2H+ + 2e− (1)
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Cathode side:
1
2

O2 + 2H+ + 2e− → H2O (2)

Overall chemical reaction,

H2 +
1
2

O2 → H2O (3)

2.2. Mathematical Model of the PEMFC

The model introduced in this section is only one kind of cell model, namely the 0-D
model. Note that many other multi-dimensional models exist. Considering the impact of
some losses in electrochemical reactions on the output characteristics of the PEMFC, the
output voltage is as follows [25]:

Vest = Enernst −Vact −Vohm −Vcon (4)

where Vact, Vohm and Vcon, respectively, represent activation voltage loss (V), ohmic voltage
loss (V), and concentration voltage loss (V); Enernst is the thermodynamic electromotive
force (V); Enernst can be expressed as [26]:

Enernst =
ΔG
2F

+
ΔS
2F

(Tk − Tref) +
RT
2F

[
ln
(

PH2

)
+

1
2
(

PO2

)]
(5)

where ΔG and ΔS represent changes in free Gibbs energy and entropy, respectively, the
value of ΔG is 228,170 J/mol; F represents a constant (96,485.3383 C/mol); R is the universal
gas constant (8.314 J/(K·mol)); Tk and Tref, respectively, represent the actual temperature
and reference temperature; Tk has a value of 353.15 K under HTLP operating conditions,
333.15 K under MTMP operating conditions, and 313.15 K under operating conditions; PH2

and PO2 denote the partial pressure of hydrogen (atm) and oxygen (atm), which can be
expressed as [27]:

PH2 = 0.5× RHa × Psat
H2O ×

⎡⎢⎣
⎛⎝RHa × Psat

H2O

Pa
× exp (

1.635
(

icell
A

)
T1.334

k
)

⎞⎠−1

− 1

⎤⎥⎦ (6)

PO2 = RHc × Psat
H2O ×

⎡⎢⎣
⎛⎝RHa × Psat

H2O

Pc
× exp (

4.192
(

icell
A

)
T1.334

k
)

⎞⎠−1

− 1

⎤⎥⎦ (7)

where RHa and RHc are the relative humidity of the vapor, the values of RHa and RHc
are both 1 under HTLP operating conditions, 2 under MTMP operating conditions, and 3
under operating conditions; Pa and Pc the inlet pressure of the anode and cathode (atm),
respectively; icell is the output current (A); A is the effective activation area, the value of
ΔG is 50.6 cm2; Psat

H2O is the saturation pressure (atm), which is as follows:

log10

(
Psat

H2O

)
= 2.95× 10−2 × Tc − 9.19× 10−5 × T2

c + 1.44× 10−7 × T3
c − 2.18 (8)

Tc = Tk − 273.15 (9)

In addition, the activation voltage loss Vact can be expressed as:

Vact = ε1 + ε2Tk + ε3Tk ln
(
CO2

)
+ ε4Tk ln(icell) (10)
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where ε1, ε2, ε3, and ε4 are semi-empirical coefficients; CO2 denote the concentration of
oxygen catalyzed by the anode catalyst surface (mol/cm3), which is shown below:

CO2 =
PO2

5.08× 106 × e(
−498

Tk
)

(11)

In addition, the ohmic voltage Vohm loss is as follows [28]:

Vohm = icell(Rm + Rc) (12)

where Rm and Rc are the electron transfer resistance and proton exchange membrane
equivalent resistance (Ω), Rm can be expressed as:

Rm = ρm

(
l
A

)
(13)

where l is the thickness of the proton exchange membrane, the value of l is 178 μm; ρm
represents the resistivity (Ω·cm), which can be expressed as:

ρm =

181.6×
[

1 + 0.03×
(

icell
A

)
+ 0.062×

(
Tk
303

)2( icell
A

)2.5
]

[
λ− 0.643− 3×

(
icell
A

)]
exp

[
4.18×

(
Tk−303

Tk

)] (14)

where λ is the water content.
In addition, the concentration voltage Vcon loss can be expressed as:

Vcon = −b ln
(

ln
J

A× Jmax

)
(15)

where b is the parameter coefficient (V); J is the current density (A/cm2); Jmax is the
maximum current density, the value of Jmax is 1.5 A/cm2.

Finally, it is clear from Equations (4)–(15) that the PEMFC needs to identify seven
unknown parameters, namely ε1, ε2, ε3, ε4, λ, Rc, b.

2.3. Objective Function

This study utilizes RMSE to measure the accuracy of extraction results. It can effectively
reflect the accuracy of the calculated value, that is, the degree of deviation between the
calculated value and the actual value. Therefore, RMSE is defined as the objective function,
as follows:

RMSE(x) =

√
1
N ∑N

i=1[Vact(i)−Vest(i)]
2, x = [ε1, ε2, ε3, ε4, λ, Rc, b] (16)

where N is the quantity of data; Vact and Vest represent the measured voltage and
calculated voltage.

Furthermore, the constraints of key parameters are as follows:

s.t.

⎧⎪⎪⎨⎪⎪⎩
εi,min ≤ εi ≤ εi,max
λmin ≤ λ ≤ λmax

Rc,min ≤ Rc ≤ Rc,max
bmin ≤ b ≤ bmax

, ∀i ∈ {1, 2, 3, 4} (17)

3. GRNN-MhAs for PEMFC Parameter Extraction

3.1. Principle of GRNN

A GRNN is a special form of nonlinear regression feedforward neural network, belong-
ing to the branch of radial basis function (RBF). GRNN is based on non-parametric regres-
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sion and follows the principle of maximum probability to obtain the network output [29].
The GRNN model inherits the good nonlinear approximation function of RBF neural net-
work. The algorithm of the GRNN model has a fast convergence speed, a small amount
of calculation, and can be well handled in the face of fewer training samples. It has been
widely applied in structural analysis, control decision-making, system identification, and
other aspects, especially in dealing with a curve fitting.

As shown in Figure 1, the GRNN model consists of four function layers, namely the
input layer, pattern layer, summation layer, and output layer [29]. The network input
X = [x1, x2, . . . , xn]

T, and its output is Y = [y1, y2, . . . , yk]
T.

Figure 1. Structure diagram of the GRNN.

The GRNN adopts the idea of nonlinear regression analysis. Let x, y be random
variables, let X be the real observation value, g(x, y) be the joint probability density function,
and the regression of y for x is determined by the following Equation (18):

E(y|X) = y(X) =

∫ +∞
−∞ yg(X, y)dy∫ +∞
−∞ g(X, y)dy

(18)

The function g(x, y) can be obtained by nonparametric estimation of the observation
samples of x and y, as the Equations (19) and (20) show:

g(X, y) =
1

n(2π)
p+1

2 σp+1
∑n

i=1 exp[−d(X, xi)]∗ exp
[
−(y− yi)

2
]

(19)

d(X, xi) = ∑p
j=1

[ x0j − xij

σ

]2
(20)

where σ is called the smoothing factor. Bring Equations (19) and (20) into Equation (18),
and because

∫ +∞
−∞ xe−x2

dx = 0, simplifying Equation (18) can be shown as follows:

y(X) =
∑n

i=1 y exp
[
−(y− yi)

2
]

∑n
i=1 exp[−d(X, xi)]

(21)

109



Energies 2023, 16, 5290

Obviously, in Equation (21) above, when the input training samples are determined,
the training of neural networks is essential to determine the smoothness factor σ. The
process only requires adjusting the smoothness factor σ to change the transfer function.

Based on the above principles, the basic operation process of a GRNN is as follows [30]:
Step 1 Input Layer: The number of neurons is equal to the dimension m of the input

vector X = [x1, x2, . . . , xn]
T in the learning sample, and directly transfers the input variables

to the pattern layer.
Step 2 Model Layer: The number of neurons in the model layer is equal to the number

of learning samples n, and the neurons correspond to the learning samples one by one.
Assuming a function which is shown in the following formula:

D2
i = (X− Xi)

T ∗ (X− Xi) (22)

where D2
i represents the square of the Euclid distance between the input variable of the

i-th neuron and its learning sample X. In mode layer, Gaussian function is chosen as the
activation kernel function, and the transfer function can be expressed as:

pi = exp

[
− D2

i
2σ2

]
, i = 1, 2, . . . , n (23)

where σ is a smoothing parameter.
Step 3 Summation Layer: about the GRNN, two types of neurons are used for summa-

tion in the summation layer. Among them, the first type corresponds to the dimension k of
the output vector, with a total of k nodes. The connection weight between the i-th neuron
in the pattern layer and the j-th molecular summation neuron in the summation layer is the
j-th element of the output sample Yi, there is a transfer function as follows:

SNj = ∑n
i=1 yij pi, j = 1, 2, . . . , k (24)

The second type only has one neuron SD. Perform arithmetic summation on all
neurons in the pattern layer, and another transfer function is as follows:

SD = ∑n
i=1 pi (25)

Step 4 Output Layer: Each neuron divides the output of the summation layer, and the
output of the j-th neuron corresponds to the estimation result Ŷ(X) is as follows:

yj =
SNj

SD
, j = 1, 2, . . . , k (26)

In summary, in the training process of the GRNN, only the smoothing parameters
need to be adjusted σ to change the transfer function to obtain regression estimates.

3.2. Parameter Extraction Process

The conventional process for parameter identification of PEMFC based on a GRNN
and MhAs is mainly divided into three sectors: data collection, data preprocessing, and
optimization parameter extraction, and the specific process is shown in Figure 2.

The concrete process can be expressed as follows: collect actual cell voltage and current
data, and then the GRNN model is trained for data prediction and data noise reduction to
obtain the predicted data and de-noising data. Finally, six heuristic algorithms were used
to optimize and iterate the PEMFC data, and the final parameter identification results were
obtained. Note that this work uses RMSE to measure the size of error, and the steps are
shown in Figure 3.
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Figure 2. Schematic diagram of PEMFC parameter identification structure.

Figure 3. The extraction steps of GRNN-MhAs for the PEMFC.

4. Case Studies

In this part, a GRNN and six typical MhAs were used to extract the parameters of
the PEMFC model, respectively, moth fire optimization (MFO) [31], PSO [32], beetle an-
tennae search (BAS) [33], grey wolf optimization (GWO) [34], marine predator algorithm
(MPA) [35], and artificial ecosystem-based optimization (AEO). Then, the operating con-
ditions were set up according to the actual working conditions of the cell, namely HTLP,
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MTMP, and LTHP. Due to the phenomenon of noise and insufficient available data, a
GRNN was used to preprocess, de-noise and predict the 25 pairs of current and voltage
data extracted from the cell. Finally, 145 sets of data were predicted and used for parameter
identification research under multi-data. In this study, the parameters of PEMFC are shown
in Table 1.

Table 1. Model and algorithms parameter settings.

Types Parameters Value

PEMFC
PEM effective area 50.6 cm2

PEM thickness 178 μm2

Maximum iterations 500
Algorithms Run times 10

Remark 1. The cell data in this study comes from experimental data provided by the cell manufac-
turer. The reason why a GRNN is used to process the V-I data of the PEMFC in this research is due to
the inevitable impact of noise data in the measurement data. In addition, due to the loss of measured
data, to verify the robustness of the GRNN applied to PEMFC parameter recognition, as well as
the difficulty in measuring the V-I data of the PEMFC during actual operation, and due to battery
aging and other phenomena, the difference between the measured data and the data from the battery
factory is significant, which has a significant impact on the final parameter identification results.

4.1. GRNN for V-I Data Preprocessing
4.1.1. GRNN for V-I Data De-noising

Small fluctuations may affect experimental data, similarly, the PEMFC is inevitably
affected by noise when used in different environments. Undoubtedly, irregular changes in
multiple variables can affect the inaccurate parameter identification of the PEMFC.

Therefore, to minimize the effect of the noise condition on the accuracy of the calcula-
tion results as much as possible, this paper adopts a GRNN [31]. The results obtained by
de-noising the original data obtained under three operating conditions using the GRNN
are shown in Figures 4–6.

 

Figure 4. Data de-noise result under HTLP operating conditions.
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Figure 5. Data de-noise result under MTMP operating conditions.

 

Figure 6. Data de-noise results under LTHP operating conditions.

4.1.2. GRNN for V-I Data Prediction

The parameter identification of PEMFC essentially relies on the most primitive current
and voltage data, and the accuracy of the final identified parameters largely depends on
the original data. However, actual data are difficult to obtain.

Therefore, this study uses existing data to train the GRNN model, then performs
data prediction, expands the data volume, and improves the accuracy of identification
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parameters. The results obtained by data prediction of the original data obtained under
three operating conditions using the GRNN are shown in Figures 7–9.

 

Figure 7. Data prediction result under HTLP operating conditions.

 

Figure 8. Data prediction result under MTMP operating conditions.
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Figure 9. Data prediction result under LTHP operating conditions.

4.2. PEMFC Parameter Extraction of HTLP
4.2.1. Noised Data

Table A1 of Appendix A shows the statistics of the results of parameter extraction
of noise and noise reduction data, respectively, by six algorithms under HTLP, where the
symbol ‘N’ denotes the results obtained from noised data and ‘DN’ denotes the results
obtained from de-noised data. From Table A1 of Appendix A, it is obvious that after data
noise reduction, the RMSE is lower than that obtained from noised data. After data noise
reduction, the RMSE of the PSO algorithm and the BAS algorithm has a magnitude of the
minus second power of ten, while the RMSE of the other four algorithms has a magnitude
of the minus third power of ten. The MPA algorithm exhibits the most significant decrease
of 82.10%, whereas the BAS algorithm demonstrates a comparatively smaller reduction
of 42.62%.

In addition, Figure 10 shows the RMSE convergence curves obtained by six algorithms
trained on two datasets. The results obtained based on data de-noising have smaller errors
than those obtained from noised data. The special process is that the RMSE obtained by
six algorithms on de-noised data is lower than that obtained from noised data.

In order to acquire the visual impact of the two different training data, the boxplot
illustrates the distribution of RMSE obtained by MhAs which is presented in Figure 11.
It can be seen from the figure that after data de-noising, the RMSE corresponding to
each algorithm in the boxplot decreased to a certain extent. However, after data de-
noising, the upper and low bounds of the boxplot of PSO and BAS changed significantly,
shrinking toward the RMSE median. In addition, MPA, AEO, GWO, and MFO have
superior performance compared with other algorithms. This fully shows that GRNN data
noise reduction can improve the stability of MhAs in parameter identification.

Figure 12 presents the V-I characteristic curves based on high-temperature and low-
pressure obtained by the GRNN fitting the MPA algorithm under noise reduction data
conditions. It can be seen that the curve of fitting data almost coincides with the curve of
actual data and the error measured by RMSE is equal to 99.39%, which demonstrates the
parameter identification effect is in line with expectations.
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(a) 

 
(b) 

Figure 10. Convergence curves of RMSEs obtained by MhAs on noise data and de-noised data under
HTLP. (a) noise data and (b) de-noised data.

Figure 11. Boxplot of RMSEs obtained by MhAs on noise data and de-noised data under HTLP.
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Figure 12. GRNN for V-I curve fitting based on de-noised data under HTLP of MPA.

4.2.2. Insufficient Data

Table A2 of Appendix A shows the statistics of the results of parameter extraction
of insufficient and predicted data, respectively, by six algorithms under HTLP, where the
symbol ‘O’ denotes the source data and ‘P’ denotes the predicted data. From Table A2
of Appendix A, it can be obtained by observation that after data prediction, the RMSE
achieved by the five algorithms is lower than that obtained from predicted data, except
for PSO algorithm. After data prediction, the RMSE of the PSO algorithm and the BAS
algorithm has a magnitude of the minus second power of ten, while the RMSE of the other
four algorithms has a magnitude of the minus fourth power of ten. The GWO algorithm
exhibits the most significant decrease of 66.66%, whereas the MPA algorithm demonstrates
a comparatively smaller reduction of 28.58%.

Figure 13 describes the RMSE convergence curves obtained by six algorithms on two
datasets, with most algorithms having lower RMSE obtained from predicted data, and
only RMSE based on multi-data of PSO being larger than RMSE based on low data. In
addition, compared with other algorithms, MPA, AEO, and MFO can quickly acquire a
smaller RMSE and have great stability.

 
(a) 

Figure 13. Cont.
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(b) 

Figure 13. Convergence curves of RMSEs obtained by MhAs on original data and predicted data
under HTLP. (a) original data and (b) predicted data.

The boxplot illustrates the distribution of RMSE obtained by MhAs which is presented
in Figure 14. It can be obtained by observation that except for the PSO, the RMSE obtained
based on predicted data are lower than the RMSE obtained from original data. On the
contrary, the RMSE of PSO has increased. In addition, MPA, AEO, GWO, and MFO have
superior performance compared with other algorithms.

Figure 14. Boxplot of RMSEs obtained by MhAs on original data and predicted data under HTLP.

4.3. PEMFC Parameter Extraction of MTMP
4.3.1. Noised Data

Table A3 of Appendix A shows the statistics of the results of parameter extraction of
noise and noise reduction data, respectively, by six algorithms under MTMP. From Table A3
of Appendix A, it can be seen that after data noise reduction, the RMSE obtained by the six
algorithms is lower than that obtained from noised data. After data noise reduction, the
RMSE of the PSO algorithm and the BAS algorithm has a magnitude of the minus second
power of ten, while the RMSEs of the other third algorithms have a magnitude of the minus
third power of ten. The GWO algorithm exhibits the most significant decrease of 66.53%,
whereas the BAS algorithm demonstrates a comparatively smaller reduction of 25.09%.
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Figure 15 describes the RMSE convergence curves obtained by six algorithms under
noise and noise reduction data conditions. It can be obtained by observation that the RMSE
based on de-noised data of parameter identification results has decreased. The special
process is that the RMSE obtained by six algorithms on de-noised data is lower than that
obtained from noised data.

 
(a) 

 
(b) 

Figure 15. Convergence curves of RMSEs obtained by MhAs on noise data and de-noised data under
MTMP. (a) noise data and (b) de-noised data.

Figure 16 describes the RMSE distribution boxplot obtained by six algorithms. It can
be obtained by observation that except for the BAS, the RMSE obtained from predicted
data has decreased. On the contrary, the upper and low bounds of BAS have increased.
Also, there are a few outliers in the boxplot of MFO and PSO. In addition, MPA, AEO, and
GWO have superior performance compared with other algorithms. This fully shows that
GRNN data noise reduction can improve the stability of MhAs in parameter identification.
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Figure 16. Boxplot of RMSEs obtained by MhAs on noise data and de-noised data under MTMP.

Figure 17 presents the V-I characteristic curves based on medium-temperature and
medium-pressure obtained by the GRNN fitting the GWO algorithm under noise reduction
data conditions. It can be obtained by observation that the curve of fitting data almost
coincides with the curve of actual data and the error measured by RMSE is equal to 99.07%,
which demonstrates the parameter identification effect is in line with expectations.

 

Figure 17. GRNN for V-I curve fitting based on de-noised data under MTMP of GWO.

4.3.2. Insufficient Data

Table A4 of Appendix A shows the statistics of the results of parameter extraction
of insufficient and predicted data, respectively, by six algorithms under MTMP. From
Table A4 of Appendix A, it is obvious that by data prediction, the RMSE obtained by
the four algorithms is lower than that obtained from predicted data, except for the MFO
and PSO algorithms. After data prediction, the RMSE of the PSO algorithm and the BAS
algorithm has a magnitude of the minus second power of ten, while the RMSE of other
algorithms has a magnitude exceeding the minus fourth power of ten. The MPA algorithm
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exhibits the most significant decrease of 63.40%, whereas the BAS algorithm demonstrates
a comparatively smaller reduction of 13.26%.

Figure 18 describes the RMSE convergence curves obtained by six algorithms on two
datasets, with most algorithms having lower RMSE based on predicted data, and only
RMSE based on prediction data of BAS and PSO being larger than RMSE based on low
data. In addition, compared with other algorithms, MPA and AEO can quickly acquire a
smaller RMSE and have great stability.

 
(a) 

 
(b) 

Figure 18. Convergence curves of RMSEs obtained by MhAs on original data and predicted data
under MTMP. (a) original data and (b) predicted data.

Figure 19 describes the RMSE distribution boxplot obtained by six algorithms. It
can be obtained by observation that the RMSE obtained based on predicted data has
decreased. In addition, MPA has superior performance compared with other algorithms.
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This fully shows that GRNN data noise reduction can improve the stability of MhAs in
parameter identification.

 

Figure 19. Boxplot of RMSEs obtained by MhAs on original data and predicted data under MTMP.

4.4. PEMFC Parameter Extraction of LTHP
4.4.1. Noised Data

Table A5 of Appendix A shows the statistics of the results of parameter extraction of
noise and noise reduction data, respectively, by six algorithms under LTHP. From Table A5
of Appendix A, it can be obtained by observation that after data de-noising, the RMSE
obtained by the five algorithms is lower than that obtained from noised data, except for
the BAS algorithm. In particular, the MFO algorithm exhibits the most significant decrease
of 73.85%, whereas the PSO algorithm demonstrates a comparatively smaller reduction of
26.21%. After data noise reduction, the RMSE of the PSO algorithm and the BAS algorithm
has a magnitude of the minus second power of ten, while the RMSE of the other four
algorithms has a magnitude of the minus third power of ten.

Figure 20 describes the RMSE convergence curves obtained by six algorithms under
noise and de-noised data conditions. It can be obtained by observation that most of the
RMSE based on de-noised data of identification results have decreased, while the RMSE of
the BAS has increased after data noise reduction.

The boxplot illustrates the distribution of RMSE obtained by MhAs which is presented
in Figure 21. It can be obtained by observation that except for the BAS, the RMSE obtained
from predicted data has decreased. On the contrary, the upper and low bounds of PSO and
the upper bound of BAS have increased. In addition, MPA, AEO, and GWO have superior
performance compared with other algorithms. This fully shows that GRNN data noise
reduction can improve the stability of MhAs in parameter identification.

Figure 22 shows the V-I characteristic curves based on low-temperature and high-
pressure obtained by GRNN fitting the MFO algorithm under noise reduction data cases. It
can be obtained by observation that the curve of fitting data almost coincides with the curve
of actual data and the error measured by RMSE is equal to 98.70%, which demonstrates the
parameter identification effect is in line with expectations.
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(a) 

 
(b) 

Figure 20. Convergence curves of RMSEs obtained by MhAs on noise data and de-noised data under
LTHP. (a) noise data and (b) de-noised data.
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Figure 21. Boxplot of RMSEs obtained by MhAs on noise data and de-noised data under LTHP.

Figure 22. GRNN for V-I curve fitting based on de-noised data under LTHP of MFO.

4.4.2. Insufficient Data

Table A6 of Appendix A shows the statistics of the results of parameter extraction of
insufficient and predicted data, respectively, by six algorithms under LTHP. From Table A6
of Appendix A, it is obvious that after data prediction, the RMSE obtained by the six
algorithms is lower than that obtained from predicted data. After data prediction, the
RMSE of the PSO algorithm and the BAS algorithm has a magnitude not exceeding the
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minus third power of ten, while the RMSE of the other algorithm has a magnitude exceeding
the minus fourth power of ten. The MFO algorithm exhibits the most significant decrease
of 92.69%, whereas the PSO algorithm demonstrates a comparatively smaller reduction
of 43.01%.

Figure 23 describes the RMSE convergence curves obtained by six algorithms on two
datasets, with all algorithms having lower RMSE based on predicted data.

 
(a) 

 
(b) 

Figure 23. Convergence curves of RMSEs obtained by MhAs on original data and predicted data
under LTHP. (a) original data and (b) predicted data.
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The boxplot illustrates the distribution of RMSE obtained by MhAs which is presented
in Figure 24. It can be obtained by observation that except for the BAS and PSO, the
RMSE of other algorithms obtained from predicted data has decreased. However, the
lower bound RMSE of PSO and the upper bound RMSE of BAS have increased. In addi-
tion, MPA, AEO, and MFO have superior performance compared with other algorithms.
This fully shows that GRNN data noise reduction can improve the stability of MhAs in
parameter identification.

Figure 24. Boxplot of RMSEs obtained by MhAs on original data and predicted data under LTHP.

5. Discussions

Table 2 summarizes the research related to PEMFC parameter identification in re-
cent years. It can be seen from the statistical comparison results that most studies have
not simultaneously considered the impact of noise data and insufficient data volume on
the final parameter extraction accuracy. The research conducted in this study precisely
compensates for the shortcomings in this area and provides excellent guidance for the
research on PEMFC parameter extraction direction. However, through the research in this
study, it can be found that in using heuristic algorithms, due to their unique parameter
random search ability, some algorithms have abnormal numerical accuracy in the results
when extracting parameters. For example, under MTMP conditions, after data prediction
and parameter extraction using the BAS algorithm, the identification accuracy showed
abnormalities, after data de-noising, and the accuracy decreased by 13.26%. Overall, the
method proposed in this research is not only suitable for PEMFC parameter identification
but also for photovoltaic (PV) and solid oxide fuel cell (SOFC) parameter identification.
Through this study, it has been fully demonstrated that it has extremely good performance
in the field of parameter identification. All experimental results in this article are based
on the data in Tables A7–A9, where Table A7 represents the V-I data of PEMFC under
HTLP, Table A8 represents the V-I data under MTMP, and Table A9 represents the V-I data
under LTHP.
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Table 2. Summary of research on parameter identification of some PEMFCs in recent years.

Approach Year Cell Type

Data Process Operating Condition

Data
De-Noise

Data
Prediction

No Consider No Consider

BRNN-MhAs [17] 2021 Ballard-Mark-V
PEMFC � �

IDE [14] 2021 N.P. � �

LMBP [15] 2021 Ballard-Mark-V
PEMFC � �

ICSO [13] 2023 N.P. � �

ELM-MhAs [12] 2023 Ballard-Mark-V
PEMFC � �

Note. N.P.: Not provided.

Additionally, the study did not take into account the impact of changes in temperature
and other factors on the identification results during the actual operation of the PEMFC,
and the shortcomings of this study are that although the overall accuracy can be improved
after data processing, it has not improved much. Further research is needed in this direction
in the future. Additionally, the research did not consider the specific impact and role of the
identified parameters on the cell itself [36–38].

6. Conclusions and Prospect

This study proposes a parameter identification method for the PEMFC using GRNN
and MhAs. The original cell V-I data are processed using GRNN, which includes data
de-noising and data prediction. In addition, six typical heuristic algorithms were used to
extract parameters of the PEMFC under three operating conditions: HTLP, MTMP, and
LTHP. Then, the obtained results were compared with the results extracted from the original
data, and the results show that using GRNN to process the data can markedly enhance
the precision rate of final identification, specifically, after data prediction, the accuracy
of the MFO algorithm has been improved by 92.69% under LTHP conditions. And after
data de-noising processing, it is obvious that it can improve the stability of parameter
identification results. Finally, by substituting the identified parameters into the model,
the fitting accuracy of V-I data obtained under all three operating conditions was very
high. Specifically, under HTLP conditions, the V-I fitting accuracy achieved 99.39%, the
fitting accuracy was 99.07% on MTMP, and the fitting accuracy was 98.70%. All in all, after
processing the PEMFC data using GRNN and using MhAs for cell parameter extraction,
the efficiency, accuracy, and stability of the final identification results of PEMFC parameter
identification can be greatly improved. This study provides a novel approach to the field of
PEMFC parameter identification.

In the end, this study provides significant guidance for future research on PEMFC
parameter extraction. However, future research on this aspect should pay more attention
to the impact of data analysis on the final identification results. In addition, consideration
should also be given to the impact of the identified parameters on the internal mechanism of
the cell itself. In general, further research should be conducted on the internal characteristics
of the cell, such as its state of charge and health, through the identified parameters.
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Appendix A

Table A1. Parameters identification results of noise data and de-noised data based under HTLP
and MhAs.

State Algorithms Data
Identified Parameters

RMSE
ε1 ε2 ε3 ε4 λ Rc(Ω) b(V)

HTLP

MPA N −0.9071 2.5000 × 10−3 3.6000 × 10−5 −1.0000 × 10−4 23.0000 1.0000 × 10−4 0.0136 8.2100 × 10−3

DN −0.9437 3.4000 × 10−3 9.8000 × 10−5 −1.0000 × 10−4 13.5231 8.0000 × 10−4 0.0136 1.4792 × 10−3

AEO N −0.9384 2.5000 × 10−3 3.6000 × 10−5 −1.0000 × 10−4 18.1835 1.0000 × 10−4 0.0136 8.2182 × 10−3

DN −0.9142 2.8000 × 10−3 6.1300 × 10−5 −1.5836 × 10−4 13.4758 8.0000 × 10−4 0.0136 1.4798 × 10−3

PSO N −0.9610 2.9000 × 10−3 3.6000 × 10−5 −2.6000 × 10−4 17.8012 1.0000 × 10−4 0.0220 8.3356 × 10−2

DN −0.9882 3.0000 × 10−3 3.6000 × 10−5 −2.6000 × 10−4 14.1474 1.0000 × 10−4 0.0693 4.2543 × 10−2

BAS N −1.0078 3.2000 × 10−3 5.5900 × 10−5 −1.6467 × 10−4 17.2423 1.5174 × 10−4 0.0217 3.8371 × 10−2

DN −0.9756 3.0000 × 10−3 7.1700 × 10−5 −1.1658 × 10−4 13.9875 2.4255 × 10−4 0.0156 2.2016 × 10−2

GWO N −0.8561 2.7000 × 10−3 6.1100 × 10−5 −1.7406 × 10−4 19.4860 6.5726 × 10−4 0.0136 8.3379 × 10−3

DN −0.8714 2.8000 × 10−3 7.0143 × 10−5 −1.5764 × 10−4 11.3971 4.8605 × 10−4 0.0136 1.5914 × 10−3

MFO N −0.9520 2.7000 × 10−3 4.3300 × 10−5 −1.7414 × 10−4 23.0000 8.0000 × 10−4 0.0136 8.2942 × 10−3

DN −0.8531 3.1000 × 10−3 9.3100 × 10−5 −1.5858 × 10−4 12.7877 1.0000 × 10−4 0.0136 1.5251 × 10−3

Table A2. Parameters identification results of original data and predicted data based under HTLP
and MhAs.

State Algorithms Data
Identified Parameters

RMSE
ε1 ε2 ε3 ε4 λ Rc(Ω) b(V)

HTLP

MPA O −0.9788 2.6836 × 10−3 3.6000 × 10−5 −1.7361 × 10−4 23.0000 1.0000 × 10−4 0.0136 1.8172 × 10−4

P −0.9040 2.4849 × 10−3 3.6873 × 10−5 −1.7361 × 10−4 23.0000 3.2975 × 10−4 0.0136 1.2978 × 10−4

AEO O −1.0234 3.3728 × 10−3 7.4400 × 10−5 −1.7358 × 10−4 22.9704 1.0000 × 10−4 0.0136 1.8329 × 10−4

P −0.9936 3.0606 × 10−3 5.8834 × 10−5 −1.7361 × 10−4 22.9999 3.0556 × 10−4 0.0136 1.2979 × 10−4

PSO O −0.9918 2.9998 × 10−3 5.3800 × 10−5 −1.8100 × 10−4 20.4025 2.9781 × 10−4 0.0136 4.5757 × 10−2

P −0.9975 3.1380 × 10−3 6.0205 × 10−5 −1.0567 × 10−4 21.0376 7.1037 × 10−4 0.1105 7.1117 × 10−2

BAS O −0.9646 2.7871 × 10−3 4.7900 × 10−5 −1.2795 × 10−4 11.8778 7.2134 × 10−4 0.0315 4.7789 × 10−2

P −1.0520 3.2208 × 10−3 6.9550 × 10−5 −1.1996 × 10−4 16.9202 1.0746 × 10−4 0.0233 2.4037 × 10−2

GWO O −1.0150 3.3641 × 10−3 7.5400 × 10−5 −1.7248 × 10−4 14.8613 1.8872 × 10−4 0.0136 7.8535 × 10−4

P −1.1592 3.9697 × 10−3 8.8869 × 10−5 −1.7324 × 10−4 21.1633 2.9474 × 10−4 0.0137 2.6180 × 10−4

MFO O −0.8531 2.5174 × 10−3 4.9000 × 10−5 −1.7360 × 10−4 23.0000 1.0000 × 10−4 0.0136 1.8301 × 10−4

P −0.8539 3.2393 × 10−3 9.8000 × 10−5 −1.7361 × 10−4 23.0000 2.6234 × 10−4 0.0136 1.2979 × 10−4

Table A3. Parameters identification results of noise data and de-noised data based under MTMP
and MhAs.

State Algorithms Data
Identified Parameters

RMSE
ε1 ε2 ε3 ε4 λ Rc(Ω) b(V)

MTMP

MPA N −0.9356 2.5684 × 10−3 3.6000 × 10−5 −1.7905 × 10−4 23.0000 1.0000 × 10−4 0.0136 9.0391 × 10−3

DN −0.9416 3.3689 × 10−3 9.8000 × 10−5 −1.4121 × 10−4 10.0000 8.0000 × 10−4 0.0149 3.0236 × 10−3

AEO N −1.0197 3.0243 × 10−3 5.0100 × 10−5 −1.7902 × 10−4 22.9999 1.1388 × 10−4 0.0136 9.0398 × 10−3

DN −0.9375 2.5467 × 10−3 4.1900 × 10−5 −1.4125 × 10−4 10.0000 8.0000 × 10−4 0.0149 3.0294 × 10−3

PSO N −0.9882 3.0804 × 10−3 3.6000 × 10−5 −2.6000 × 10−4 14.1474 1.0000 × 10−4 0.0693 5.0083 × 10−2

DN −0.9547 3.3380 × 10−3 9.8000 × 10−5 −9.5400 × 10−5 13.7242 8.0000 × 10−4 0.0292 2.3422 × 10−2

BAS N −0.9699 3.0822 × 10−3 8.2000 × 10−5 −9.9500 × 10−5 19.7473 4.3042 × 10−4 0.0369 2.5185 × 10−2

DN −0.9584 2.7603 × 10−3 4.5600 × 10−5 −1.7596 × 10−4 11.8635 7.0335 × 10−4 0.0272 1.8866 × 10−2

GWO N −1.1160 3.7093 × 10−3 7.7473 × 10−5 −1.7869 × 10−4 22.9456 6.0307 × 10−4 0.0136 9.1580 × 10−3

DN −1.0319 2.8337 × 10−3 4.2200 × 10−5 −1.4112 × 10−4 10.0000 4.7206 × 10−4 0.0151 3.0655 × 10−3

MFO N −0.9990 3.1232 × 10−3 6.1200 × 10−5 −1.7904 × 10−4 23.0000 1.0000 × 10−4 0.0136 9.0445 × 10−3

DN −1.1997 3.5568 × 10−3 5.7400 × 10−5 −1.4348 × 10−4 10.0000 1.0000 × 10−4 0.0136 3.4203 × 10−3

Table A4. Parameters identification results of original data and predicted data based under MTMP
and MhAs.

State Algorithms Data
Identified Parameters

RMSE
ε1 ε2 ε3 ε4 λ Rc(Ω) b(V)

MTMP

MPA O −0.9872 3.6025 × 10−3 9.7600 × 10−5 −1.7220 × 10−4 16.5370 7.9936 × 10−4 0.0158 7.2400 × 10−6

P −0.8886 3.3117 × 10−3 9.8000 × 10−5 −1.7224 × 10−4 17.0972 7.9999 × 10−4 0.0158 2.6500 × 10−6

AEO O −0.8531 2.9435 × 10−3 7.9900 × 10−5 −1.7234 × 10−4 19.3780 8.0000 × 10−4 0.0161 6.8300 × 10−5

P −1.0941 3.8739 × 10−3 9.4200 × 10−5 −1.7224 × 10−4 17.0795 8.0000 × 10−4 0.0158 3.1200 × 10−5
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Table A4. Cont.

State Algorithms Data
Identified Parameters

RMSE
ε1 ε2 ε3 ε4 λ Rc(Ω) b(V)

PSO O −0.9523 3.3678 × 10−3 9.8000 × 10−5 −9.5400 × 10−5 18.0146 8.0000 × 10−4 0.0373 1.8500 × 10−2

MTMP

P −1.0564 3.5663 × 10−3 9.8000 × 10−5 −9.5400 × 10−5 21.0946 8.0000 × 10−4 0.0174 2.1842 × 10−2

BAS O −0.9972 3.5814 × 10−3 9.2100 × 10−5 −1.2458 × 10−4 19.1842 1.6857 × 10−4 0.0408 2.9545 × 10−2

P −0.9651 3.3046 × 10−3 9.2400 × 10−5 −1.2678 × 10−4 18.4227 7.8429 × 10−4 0.0436 2.5628 × 10−2

GWO O −0.9400 2.5785 × 10−3 3.6500 × 10−5 −1.7195 × 10−4 10.1534 1.0110 × 10−4 0.0137 2.6819 × 10−4

P −0.9093 2.8226 × 10−3 5.9800 × 10−5 −1.7183 × 10−4 11.3025 3.9408 × 10−4 0.0142 2.2363 × 10−4

MFO O −0.9032 2.4639 × 10−3 3.6300 × 10−5 −1.7252 × 10−4 23.0000 8.0000 × 10−4 0.0163 1.2940 × 10−4

P −0.8551 3.0497 × 10−3 8.6800 × 10−5 −1.7204 × 10−4 10.3446 1.0000 × 10−4 0.0136 2.8621 × 10−4

Table A5. Parameters identification results of noise data and de-noised data based under LTHP
and MhAs.

State Algorithms Data
Identified Parameters

RMSE
ε1 ε2 ε3 ε4 λ Rc(Ω) b(V)

LTHP

MPA N −0.9243 3.3842 × 10−3 9.8000 × 10−5 −1.6452 × 10−4 10.9407 8.0000 × 10−4 0.0136 1.0637 × 10−2

DN −0.8969 3.2076 × 10−3 9.8000 × 10−5 −1.4003 × 10−4 10.0000 8.0000 × 10−4 0.0150 2.7961 × 10−3

AEO N −1.0965 3.3347 × 10−3 5.5484 × 10−5 −1.6454 × 10−4 10.9277 8.0000 × 10−4 0.0136 1.0638 × 10−2

DN −0.9823 3.3547 × 10−3 8.9066 × 10−5 −1.4016 × 10−4 10.0000 7.9998 × 10−4 0.0150 2.7965 × 10−3

PSO N −0.9883 3.0805 × 10−3 3.6000 × 10−5 −2.6000 × 10−4 14.1474 1.0000 × 10−4 0.0693 5.3206 × 10−2

DN −0.9449 2.9247 × 10−3 3.6000 × 10−5 −2.6000 × 10−4 18.8108 1.0000 × 10−4 0.0474 3.9261 × 10−2

BAS N −0.8917 2.6943 × 10−3 5.5447 × 10−5 −1.6776 × 10−4 13.2096 4.8206 × 10−4 0.0181 3.8512 × 10−2

DN −0.9934 3.2872 × 10−3 6.4747 × 10−5 −1.3804 × 10−4 14.4718 3.5248 × 10−4 0.0240 5.7263 × 10−2

GWO N −1.0674 3.0840 × 10−3 4.4299 × 10−5 −1.6480 × 10−4 10.7232 2.5220 × 10−4 0.0136 1.0681 × 10−2

DN −1.0596 3.5278 × 10−3 8.3867 × 10−5 −1.4073 × 10−4 14.3708 5.6604 × 10−4 0.0176 3.1399 × 10−3

MFO N −1.1679 3.2876 × 10−3 3.6000 × 10−5 −1.6487 × 10−4 10.7555 1.0000 × 10−4 0.0136 1.0692 × 10−2

DN −1.0772 3.7835 × 10−3 9.8000 × 10−5 −1.4003 × 10−4 10.0000 8.0000 × 10−4 0.0150 2.7961 × 10−3

Table A6. Parameters identification results of original data and predicted data based under LTHP
and MhAs.

State Algorithms Data
Identified Parameters

RMSE
ε1 ε2 E3 ε4 λ Rc(Ω) b(V)

LTHP

MPA O −0.9778 3.5659 × 10−3 9.7853 × 10−5 −1.7098 × 10−4 16.4825 8.0000 × 10−4 0.0169 3.9481 × 10−5

P −0.9494 3.4339 × 10−3 9.4921 × 10−5 −1.7101 × 10−4 17.0471 7.9376 × 10−4 0.0170 1.2754 × 10−5

AEO O −0.9935 3.1003 × 10−3 6.1264 × 10−5 −1.7103 × 10−4 15.4458 5.4652 × 10−4 0.0167 3.9974 × 10−5

P −0.9575 3.0169 × 10−3 6.3508 × 10−5 −1.7106 × 10−4 16.0734 4.7360 × 10−4 0.0169 1.3427 × 10−5

PSO O −0.9703 2.9028 × 10−3 5.0162 × 10−5 −1.6158 × 10−4 15.0542 2.0792 × 10−4 0.0328 3.4588 × 10−2

P −0.9990 2.7318 × 10−3 3.6000 × 10−5 −1.4170 × 10−4 10.1816 5.8666 × 10−4 0.0420 1.9711 × 10−2

BAS O −0.9182 3.0406 × 10−3 7.5044 × 10−5 −1.7750 × 10−4 13.8505 4.2091 × 10−4 0.0301 3.1607 × 10−2

P −0.9931 3.1320 × 10−3 5.9052 × 10−5 −1.7616 × 10−4 15.8719 3.5783 × 10−4 0.0192 6.0350 × 10−3

GWO O −1.1501 3.6883 × 10−3 6.7517 × 10−5 −1.7042 × 10−4 10.4514 2.1721 × 10−4 0.0146 3.6019 × 10−4

P −1.0010 3.0434 × 10−3 5.5508 × 10−5 −1.7142 × 10−4 17.3989 4.1713 × 10−4 0.0172 1.0451 × 10−4

MFO O −0.9458 3.0558 × 10−3 6.8896 × 10−5 −1.7060 × 10−4 10.0000 8.0000 × 10−4 0.0136 5.6641 × 10−4

P −0.9375 2.5788 × 10−3 3.6958 × 10−5 −1.7101 × 10−4 16.5422 8.0000 × 10−4 0.0169 4.1393 × 10−5

Table A7. Original data under HTLP condition [39].

V I

0.0100 0.9817

0.0700 0.8619

0.1300 0.8233

0.1900 0.7993

0.2500 0.7817

0.3100 0.7677

0.3700 0.7560
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Table A7. Cont.

V I

0.4300 0.7459

0.4900 0.7370

0.5500 0.7289

0.6100 0.7215

0.6700 0.7147

0.7300 0.7082

0.7900 0.7021

0.8500 0.6963

0.9100 0.6906

0.9700 0.6850

1.0300 0.6795

1.0900 0.6740

1.1500 0.6684

1.2100 0.6625

1.2700 0.6562

1.3300 0.6491

1.3900 0.6404

1.4500 0.6272

Table A8. Original data under MTMP condition [39].

V I

0.0100 0.9439

0.0700 0.8314

0.1300 0.7950

0.1900 0.7723

0.2500 0.7556

0.3100 0.7422

0.3700 0.7310

0.4300 0.7213

0.4900 0.7126

0.5500 0.7047

0.6100 0.6975

0.6700 0.6907

0.7300 0.6843

0.7900 0.6782

0.8500 0.6723

0.9100 0.6665

0.9700 0.6608

1.0300 0.6551
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Table A8. Cont.

V I

1.0900 0.6493

1.1500 0.6434

1.2100 0.6371

1.2700 0.6302

1.3300 0.6223

1.3900 0.6124

1.4500 0.5969

Table A9. Original data under LTHP condition [39].

V I

0.0100 0.9112

0.0700 0.8061

0.1300 0.7720

0.1900 0.7506

0.2500 0.7349

0.3100 0.7222

0.3700 0.7115

0.4300 0.7023

0.4900 0.6940

0.5500 0.6864

0.6100 0.6794

0.6700 0.6728

0.7300 0.6666

0.7900 0.6606

0.8500 0.6548

0.9100 0.6491

0.9700 0.6435

1.0300 0.6378

1.0900 0.6320

1.1500 0.6259

1.2100 0.6195

1.2700 0.6125

1.3300 0.6043

1.3900 0.5940

1.4500 0.5777
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Abstract: In light of the challenges posed by the widespread distribution of new energy sources in
China and their distance from load centers, the power system must effectively integrate both new
energy and thermal power transmission. To address this issue, we propose a dynamic coordinated
scheduling model that combines wind, photovoltaic, and thermal power to optimize the profit of the
energy complementary delivery system. Additionally, we present an improved ant lion optimization
algorithm to investigate the coordinated scheduling and benefit distribution of these three power
sources. This paper introduces a cooperative mode for benefit distribution and utilizes an enhanced
Shapley value method to allocate the benefits of joint operation among the three parties. The
distribution of benefits is based on the contribution of each party to the joint proceeds, considering
the profit levels of joint outbound and independent outbound modes. Through our analysis, we
demonstrate that the upgraded ant lion optimization algorithm facilitates finding the global optimal
solution more effectively within the feasible zone. Furthermore, our suggested three-party combined
scheduling model and profit-sharing approach are shown to be superior and feasible.

Keywords: cooperative game; enhanced Shapley value method; enhanced ant lion algorithm;
profit distribution

1. Introduction

Currently, there are evident challenges in the power system, including uneven load
distribution, intricate path selection, and implementation complexities [1]. Consequently,
the investigation of outbound dispatching operations necessitates the integration of various
types of power supplies [2].

In Ref. [3], a static optimization method is proposed for configuring wind power
transmission capacity, considering the convergence characteristics of wind farms of varying
scales. Ref. [4] analyzes the fluctuation characteristics of a wind power transmission project
in Jiu Quan and provides technical insights for planning and researching wind power
base transmission projects. In Ref. [5], an equivalent power model for a photovoltaic
power station is constructed, and a planning method for optimizing the configuration of its
external tie line is proposed, taking into account the output convergence characteristics. To
implement this novel approach, Ref. [6] efficiently and reliably transmits locally centralized
grid-connected wind and solar power generation to the load center. The authors develop a
wind–thermal capacity ratio calculation model, providing valuable insights for wind power
transmission research. It is worth noting that most of the preceding literature focuses on
capacity allocation for individual energy transmission, neglecting the combined integration
of renewable energy sources [7–9].

Numerous scholars have dedicated their research efforts to the optimization of joint
delivery scheduling involving wind power, thermal power, and other types of power
supply, instead of considering wind power and photovoltaic power separately. Ref. [10]
thoroughly examines the scheduling mechanism for the combined operation of wind power
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and hydropower, shedding light on the interdependent relationship between hydropower
capacity and new energy sources. Furthermore, in the context of joint operation involving
wind power, photovoltaic power, and hydropower, References [11,12] propose a compre-
hensive method for optimizing transmission capacity, taking into account factors such
as power loss due to transmission restrictions, the potential adverse effects of bundled
transmission on thermal power, and the construction costs of transmission and transforma-
tion projects. The above-mentioned literature primarily focuses on the integration of wind
power and thermal power, as well as the technical and economic analyses of wind–thermal
complementarity. Their collective aim is to address the challenges posed by multi-type
energy joint large-scale delivery.

Ref. [13] introduces a control strategy designed to ensure system stability for wind–
thermal bundled delivery coordination. In Ref. [14], a novel solar–wind–natural gas hybrid
system is proposed, emphasizing synergistic complementarity to enhance the economics
of new energy sources. Furthermore, Ref. [3] examines the present state of hydropower,
wind power, and solar combined operation and identifies critical issues. To accommodate
wind generation and PV grid hookup, thermal power units are required for frequent deep
peaking and start–stop peaking [15], thereby freeing up grid space. Additionally, under the
carbon emission trading mechanism, Ref. [16] develops a wind–solar–heat joint delivery
scheduling optimization model. While the preceding literature thoroughly explores and
proposes solutions for various aspects of multi-source systems, it nearly overlooks the
willingness of thermal power units to participate as auxiliary peak shaving units in large-
scale multi-source power joint delivery systems. The critical issue of profit distribution
within these systems is scarcely addressed. As cooperative entities, thermal power units
must adjust their start–stop status and output in real time to ensure the stable delivery of
wind and photovoltaic units, inevitably affecting their own interests to some extent.

In cooperative games, players have the opportunity to form alliances, share earnings,
and cooperate through side payments and payoffs [17]. For instance, the cooperative
income points of power generation alliances involving wind–thermal systems [18], and the
cooperative gain power allocation of wind–solar–hydro multi-agent energy systems [19]
have been studied. In the realm of cooperation mode, References [20,21] explored the Owen
value [22] and Shapley value [23] techniques to allocate profits based on cooperation, and
they concluded that the replacement of power generation rights could serve as a viable
cooperation mode for alliances comprising different scale generating units. Furthermore,
Ref. [24] utilized the Shapley value allocation technique within a cooperative mode for com-
parison. Employing the Nash bargaining theory, [25] established a cooperative scheduling
model for a wind–solar–hydrogen multi-energy system, aiming to achieve both individual
benefits for members and overall benefits for the alliance. Additionally, Ref. [26] intro-
duced regulations for on-grid electricity by bundling hydrogen energy storage on the wind
power side, proposing a two-way electricity price compensation mechanism to encourage
hydropower’s participation in wind power consumption, thereby fostering positive growth
within the cooperative alliance. In the context of cost allocation, Ref. [27] meticulously
studied, analyzed, and compared various cooperative game theory approaches, ultimately
adopting the Shapley method for an effective cost distribution to achieve the best allocation.
Furthermore, Ref. [28] employed traditional cooperative game theory to allocate cascade
hydropower compensation benefits, leading to fair and equitable outcomes.

The Shapley value allocation technique, as a classic method in cooperative game theory,
is renowned for its fairness and reasonability. It serves as a powerful motivator for alliance
members to engage in cooperation, fostering positive growth in their individual operational
benefits. However, the symmetry inherent in the Shapley value assumes that all alliance
members are of the same nature and possess consistent standings within the alliance,
disregarding the influence of preferences, discursive power, and market policies among
the diverse members. Consequently, the original Shapley value necessitates improvements
to address this limitation, wherein the alliance members’ weights are assigned differently.
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This leads to the development of an enhanced Shapley value allocation strategy known as
the M-Shapley value method [29].

The Ant Lion Optimizer (ALO) is a novel meta-heuristic algorithm, conceptualized
by Australian scholar Seyedali Mirjalili, drawing inspiration from the natural hunting
behavior of ant lions [30]. Nevertheless, within the ALO algorithm’s iterative optimization
process, the presence of ant lions with relatively low fitness levels poses a challenge.
When ants traverse alongside ant lions, it could potentially diminish the search efficiency.
Additionally, the ant’s random walk process, though facilitating exploration ability, may
also hinder the full utilization of discovered optimal solutions, consequently impacting the
optimization performance and convergence efficiency of the ALO algorithm to a certain
extent. To address these issues, this paper proposes an enhanced ant lion optimization
algorithm (MALO) to address the mathematical model at hand. By integrating the vortex
convergence method into the modeling, the improved algorithm not only enhances the
utilization capability compared to the original algorithm, but also adheres to the biological
mechanism of an ant lion preying on ants. This synergistic improvement not only enables
better utilization of resources, but also aligns more closely with the natural predator–prey
relationship observed in ant lions.

The main contributions of this paper are outlined below:

(1) An advanced three-party joint delivery operation model, integrating wind, photo-
voltaic, and thermal power, is established utilizing mixed-integer linear programming
(MILP), and a novel improved ant lion algorithm is introduced to effectively solve
this model;

(2) To address the mathematical model presented in this paper, an enhanced ant lion
optimization algorithm (MALO) is proposed. By incorporating the vortex conver-
gence method into the modeling, the improved algorithm not only enhances the
utilization ability compared to the original algorithm, but also aligns seamlessly with
the biological mechanism of an ant lion preying on ants;

(3) The incremental benefits derived from the joint operation of wind, photovoltaic, and
thermal power are allocated using the M-Shapley value method, overcoming the
limitations observed in the conventional Shapley value method. This leads to a more
equitable and efficient benefit distribution strategy for the three-party joint operation.

The subsequent sections of this paper are structured as follows:
In Section 2, a comprehensive three-party joint delivery optimization operation model

is established, employing the principles of MILP. Section 3 puts forward an enhanced ant
lion optimization method dedicated to resolving the model developed in Section 2. To
address the issue of incremental benefit distribution, Section 4 delves into the coopera-
tive game theory and the M-Shapley value method. The numerical simulation results
are presented and analyzed in Section 5, shedding light on their implications. Finally,
Section 6 provides a concise summary encapsulating the key findings and conclusions of
the entire discourse.

2. Joint Wind, Photovoltaic, and Thermal Power Delivery Model

2.1. Optimal Target Function

The rationale behind the alliance of wind, photovoltaic, and thermal power lies in the
geographical distribution of wind energy resources in China, which are located far from the
load centers. Additionally, the intermittent and volatile nature of renewable energy sources,
such as wind and solar, poses potential risks to the stability of the vast power system. To
address this challenge, the output of thermal power plants needs to be finely adjusted to
complement and coordinate with the delivery of wind and photovoltaic energy, ensuring
the overall power output remains relatively stable.

The joint delivery system’s optimization goal can be achieved through the optimization
of three key factors. Firstly, taking advantage of the favorable on-grid electricity prices
for new energy sources, wind power and solar firms can maximize the utilization of wind
energy. Secondly, by fully utilizing the peak shaving benefits of thermal power in the
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partnership, the system’s overall efficiency can be enhanced. Thirdly, optimizing the
scheduling combination of the alliance’s units can lead to a reduction in power generation
costs. It is important to note that wind power incurs no variable cost as it does not rely
on fuel consumption. However, optimizing the three aforementioned factors can present
conflicting objectives. If the primary aim is to minimize wind and photovoltaic curtailment,
new energy resources would be utilized more efficiently. However, the unpredictable
and intermittent nature of wind power may result in larger power fluctuations on the
transmission line. On the other hand, if the optimization goal is to minimize power
fluctuation on the transmission line or minimize coal consumption in thermal power units,
it may contradict the original intention of establishing a clean energy joint delivery system.

To ensure the long-term and coordinated development of the alliance, a comprehensive
approach incorporating the three criteria is adopted. The optimization model for the
wind–thermal joint energy delivery system is built on the premise of satisfying the power
fluctuation requirements of the transmission line while ultimately maximizing the benefits
for the alliance.

The objective function for optimization is as follows:

maxF (1)

F = πc pc + πw pw + πs ps − cc − cw − cs (2)

where F is the total profit of the combined system; πc is the on-grid price of thermal power
in the sending end area; πw and πs are the benchmark price of wind power and solar power
in the sending end area, respectively; pc, pw, and ps are the on-grid electricity of thermal
power, wind power, and photovoltaic power generation, respectively; cc, cw, and cs are
the total power generation costs of thermal power units, wind farms, and solar electric
fields, respectively.

The power generation cost of each power plant consists of two components: the real-
time power generation cost and the fixed cost. The real-time cost is determined by the fuel
consumption necessary for power generation, while the fixed cost encompasses operation
and maintenance expenses as well as depreciation costs. Hence, the following components
are involved:

cc = ccv + cc f (3)

cw = cwv + cw f (4)

cs = csv + cs f (5)

where ccv and cc f are the real-time output cost and fixed cost of thermal power units,
respectively; cwv and cw f are the real-time output costs of wind farms and solar electric
fields, respectively, which can be set to zero because they do not consume traditional energy;
csv and cs f are the fixed costs of wind farm and solar electric field, respectively. Due to
their high construction costs, they can be converted into constants according to the design
operating years.

ccv is expressed as:

ccv = λc
T

∑
t=1

N

∑
i=1

[uit fi(Pc
it) + uit(1− ui(t−1))SUi] (6)

fi(Pc
it) = ai + biPc

it + ci(Pc
it)

2 (7)

where λc is the price of coal; uit is a 0–1 variable, indicating the start–stop state of the
unit—1 is the operating state and 0 is the shutdown state; SUi is the starting consumption
of the unit; ai, bi, and ci are the fuel cost coefficients of unit output of thermal power units;
Pc

it is the real-time output of the i-th unit in t period; fi
(

Pc
it
)

is the total coal consumption of
unit i in t period.
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2.2. Constraint Condition

To guarantee the secure and stable electricity supply, it is imperative to impose con-
straints on the technical parameters of the energy complementary system.

2.2.1. Maximum Transmission Power Constraint

Ptr
t ≤ Ptr

max (8)

N

∑
i

Pc
it(1− μc

i ) + Pre−w
t (1− μw) + Pre−s

t (1− μs) = Ptr
t (9)

where Ptr
t is the amount of electricity transmitted from the transmission line during the

t period; Pw
t and Ps

t are the actual output of wind farm and photovoltaic electric field int
t period, respectively; Ptr

max is the maximum transmission capacity of the transmission line;
μc

i , μw, μs, and μs are the auxiliary power consumption rates of thermal power plants, wind
farms, and solar electric fields, respectively.

2.2.2. Transmission Power Stability Constraint

To avert significant fluctuations in the transmission power of the energy complemen-
tary system and mitigate potential risks to the receiving end power system’s stability, strict
constraints are imposed on the variation range of the transmission power.

ΔP− � Ptr
t − Ptr

t−1 � ΔP+ (10)

where ΔP− and ΔP+ are the upper and lower limits of the fluctuation amplitude of trans-
mission power, respectively, which are determined by the reserve capacity of the power
system in the receiving area. The constraint requirement on transmission power fluctua-
tions is inversely proportional to the magnitude of the peak regulation margin within the
receiving area power grid. A larger peak regulation margin results in a lower constraint
requirement for transmission power fluctuations, while a smaller peak regulation margin
necessitates a higher constraint on transmission power fluctuations.

2.2.3. Thermal Power Unit Output Constraint

Equation (11) is the upper and lower limits of real-time output power of thermal
power units. Equation (12) is the climbing constraint of the unit.

uitPc−min
i � Pc

it � uitPc−max
i (11)

ηc−
i � Pc

it − Pc
it−1 � Pc−min

i (12)

where Pc−max
i and Pc−min

i are the maximum and minimum output power of thermal power
unit i, respectively. Pc−min

i and ηc−
i are the response speed limits of power increase and

decrease in coal–thermal units, respectively.

2.2.4. Start–Stop Time Constraint of Thermal Power Unit

The time constraints for start-stop operations of thermal power units are mathemati-
cally represented by Equations (17) and (18):(

Ton
i,t−1 − Ton

M,i

)
(ui,t−1 − ui,t) � 0 (13)(

Toff
i,t−1 − Toff

M,i

)
(ui,t − ui,t−1) � 0 (14)

where Formula (13) is the minimum start-up time constraint of unit i, Ton
i,t−1 is the running

time of unit i at time t−1. Ton
M,i A is the shortest running time of unit i. Equation (14) is the

minimum downtime constraint of unit i, Toff
i,t−1 is the downtime of unit i at time i−1. Toff

M,i is
the minimum downtime of unit i.
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2.2.5. Wind Farm and Solar Electric Field Output Constraints

Equations (15) and (16) are utilized to delineate the association betwixt the real potency
of renewable energy and the forsaken wind and solar energy, as well as the projected potency.

Pre−w
t + Pab−w

t = Ppr−w
t (15)

Pre−s
t + Pab−s

t = Ppr−s
t (16)

where Pre−w
t and Pab−w

t are the actual output and wind curtailment power of the wind farm
in t period, respectively, Pre−s

t and Pab−s
t are the actual output and abandoned photovoltaic

power of the solar electric field in period t, respectively. Ppr−w
t and Ppr−s

t are the predicted
output of wind farm and solar electric field, respectively.

2.2.6. Generation Reserve Constraint

By employing Equation (17), one can obtain the constraint conditions for power
generation reserve.

I

∑
i=1

Pc−max
i � γc

I

∑
i

Pc
i,t(1− μc

i ) + γwPre−w
t (1− μw) + γsPre−s

t (1− μs) (17)

where γc, γw, and γs are the reserve coefficients of thermal power and wind power, respectively.
The dynamic optimization scheduling model for a large-scale multi-source joint dis-

tribution system has been presented in this study. Building upon this foundation, it is
possible to develop a profit maximization scheduling model for independent delivery of
wind power, as well as a coordinated scheduling model for wind power, thermal power,
and photovoltaic power, through appropriate adjustments to the objective function and
constraint conditions.

3. Improved ALO Algorithms

3.1. The Original Ant Lion Optimization Algorithm

The ant lion belongs to the ant lion family and undergoes two distinct stages in its life
cycle: the larvae and the adult stages.

In the context of optimization algorithms, the ant lion algorithm mimics the hunting
behavior of ant lion larvae in nature. As depicted in Figure 1, the ant lion creates a cone-
shaped trap using its massive jaws before initiating the predation process. It positions itself
at the bottom of the trap, patiently awaiting the arrival of ants and other small insects [31].
Once the prey falls into the trap, the ant lion skillfully throws sand at the edge of the pit,
burying the trapped ants and subsequently preying on them. After consuming the prey, the
ant lion disposes of the remaining remnants of the ants outside the pit, and then proceeds
to modify the pit for future hunting endeavors.

Figure 1. Foraging behavior of ant lions.

There are six steps to use ALO to solve the optimization problem:
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1© The ant population moves in a random manner following the guidelines specified by
Equation (18). However, to guarantee that the ants traverse the feasible region in a
randomized fashion, certain adjustments are applied based on Equation (20):

X(t) = [0, cumsum(2r(t1)− 1, . . . , cumsum(2r(tk)− 1)] (18)

where X(t) is the step set of ant random movement. k is the number of steps that move
randomly. The mathematical expression of r is:

r =
{

1, rand > 0.5
0, rand ≤ 0.5

(19)

where rand is a random number between [0, 1].

Xt
i =

(
Xt

i − ai
)× (

dt
i − ct

i
)

(bi − ai)
+ ci (20)

where ai and bi represent the maximum and maximum values of the random movement of
the i-dimensional variable, respectively; ci and di represent the minimum and maximum
values of the i-dimensional variable in the t generation, respectively.

2© As the ant moves in a random manner, it becomes subject to the influence of the trap
set by the ant lion. This interaction is mathematically expressed as follows:

ct = Alt
j + ct (21)

dt = Alt
j + dt (22)

where ct and dt represent the minimum and maximum values of all variables at the t-th
iteration, respectively. ct

j and dt
j represent the minimum and maximum values of the j-th ant

in the t-th iteration, respectively. Alt
j is the position of the j-th ant lion in the t-th iteration.

3© If an ant falls into the trap, the ant lion will promptly respond by hurling sand towards
the trap’s edge, effectively hindering the ant from escaping. As a consequence, the
ant’s activity range progressively diminishes over time. This phenomenon can be
mathematically represented as follows:

ct =
ct

I
(23)

dt =
dt

I
(24)

I =
{

1, t ≤ 0.1T
10ω · t

T , t > 0.1T
(25)

where I is the proportional coefficient, T is the maximum number of iterations, ω is a
constant representing the number of iterations that increase with the number of iterations.

4© Each ant can only be captured by a single ant lion, and the specific ant lion to capture
an ant is determined using the Roulette Wheel approach. Ant lions that are more fit
have a higher likelihood of capturing ants. To make this determination, the individual
fitness of each ant lion is compared to the individual fitness of the ant. If the individual
fitness of the ant surpasses that of the ant lion, the ant lion preys on the ant, and its
position is then replaced with the position of the ant. This process concludes with the
update of the ant lion’s position. The mathematical formula representing this process
is as follows:

Alt
j = Antt

i , i f : f
(

Antt
i
)
> f

(
Alt

j

)
(26)

where Antt
i is the position of the i-th ant at the t-th iteration. f

(
Antt

i
)

is the fitness of the i-th

ant, f
(

Alt
j

)
is the fitness of the j-th ant lion. In the single objective optimization problem,

only the individual with the best fitness function is selected.
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5© The elite strategy of the ant lion involves the calculation of the fitness for each indi-
vidual ant lion. The ant lion that exhibits the highest fitness value emerges as the elite
ant lion. This winning ant lion is designated as the elite member of the population.
The mathematical expression representing this process is as follows:

f
(

Alt
elite

)
= min

(
f
(

Alt
1
)
, f

(
Alt

2
)

. . . f
(

Alt
m
))

(27)

where f
(

Alt
elite

)
is the fitness of the elite ant lion.

6© The update of the ant population is performed to preserve the global diversity of ants after
each iteration. This update is carried out based on the mathematical expression (28).

Antt
i =

Alt
elite

+ Alt
select

2
(28)

where Alt
elite

is the elite ant lion position at the t-th iteration. Alt
select

is the ant lion position
selected at the t-th iteration. The average value of the two is the ant individual in the new
generation of ant population.

3.2. Ant Lion Algorithm Enhancement
3.2.1. Improve the Roulette Selection Values

The ALO method utilizes roulette selection to randomly choose ant lions for random
wandering, aiming to enhance the diversity of the ant population. However, this approach
may inadvertently select ant lions with low fitness, leading to a potential reduction in the
algorithm’s overall optimization efficiency. To address this issue, a constraint mechanism is
imposed on the roulette fitness selection value to ensure that the selection process adheres
to specific limitations. The constraint mechanism is as follows:

f
(

Alt
j

)
� 1

N ∑N
i=1 f

(
Alt

j

)
(29)

If Alt
j is less than the ant lion’s average fitness value, it participates in roulette selection;

otherwise, it does not.

3.2.2. Vortex Convergence

The random walk exhibits significant divergence, ensuring the algorithm’s search
capability, yet it fails to fully exploit the optimal solution. Moreover, the original program
inadequately simulates the process of an ant lion collecting ants, merely updating the ant
lion’s position based on Formula (26). To enhance the algorithm’s utilization capacity and
more accurately emulate the scenario when ants are trapped in the ant lion’s trap, the
improved algorithm induces the ants to spiral towards the ant lion positioned at the trap’s
center. This behavior is simulated using the logarithmic spiral [32] (Figure 2), and the ants’
positions are updated through the following formula:

Antt+1
ij = EAlt

j + Dt
ij · Aet · cos(2πt) (30)

t =
(
−2− t

T

)
· rand + 1 (31)

where EAlt
j is the j-dimensional position of the ant lion capturing ants of the t-th generation.

Dt
ij =

∣∣∣Antt
ij − EAlt

j

∣∣∣ is the distance on dimension j between the ant i and the ant lion that
captured it. A is a constant that determines the spiral’s shape, it is 0.5 in this paper.

This enhancement offers two significant advantages. Firstly, it more accurately repli-
cates the biological behavior of an ant lion preying on ants, thus enhancing the algorithm’s
biological plausibility. Secondly, the process of ants spiraling into the ant lion trap enhances
the algorithm’s utilization capacity, achieving a balance between search exploration and
efficient utilization in the ant lion algorithm.
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Figure 2. Logarithmic spiral.

3.3. Improved Antlion Algorithm Steps

In summary, the steps for the improved Ant Lion algorithm are outlined as follows:

(1) Input the original data and various constraints, determine the size and dimension of
ants and ant lions, randomly initialize the positions of ants and ant lions within the
feasible region, and calculate their respective fitness values;

(2) Select the ant lion with the highest fitness level in the ant lion population as the elite
ant lion;

(3) Conduct random walks for the chosen ant lion, optimizing the Roulette Wheel ap-
proach and the current optimal ant lion, and then update the position of the ant using
Formula (30);

(4) Calculate and compare the fitness of the ants after the position update with the fitness
of the ant lion. If it is lower than the ant lion’s fitness, the ant lion is replaced, and
the finest fitness ant lion within the ant lion population becomes the new elite ant
lion. The new step update formula generates a new population, calculates the fitness
values, directly compares them to the fitness of the elite ant lion, and selects the value
with the best fitness as the elite ant lion;

(5) Determine if the maximum number of iterations has been reached; if so, conclude the
iteration; otherwise, continue with Step (3).

These steps have been enhanced to better imitate the ant lion’s hunting behavior
and strike a balance between exploration and utilization, resulting in a more efficient and
effective Ant Lion algorithm.

4. Cooperative Game and Profit Distribution Model

4.1. Cooperation Game Model

Cooperative game theory is an effective mathematical modeling technique used to
address the problem of benefit distribution arising from the collaborative efforts of multi-
ple stakeholders [33,34]. When multiple stakeholders’ actions collectively determine the
outcome of a situation and their coordinated behavior leads to greater advantages, it is
considered cooperation. The fundamental challenge in cooperative game research is to
establish a method of allocating benefits that promotes cooperation among all stakeholders.
Notably, fairly distributing the benefits of the alliance to each member is a crucial issue.
Dissatisfaction with the distribution can hinder alliance formation and potentially lead to
the failure of the alliance, even if it is initially established. Therefore, a key assumption in
N-person cooperation is to engage in advance discussions to determine the structure of
the alliance and the mechanism for distributing benefits resulting from cooperation [35].
N = {1, . . . n} is the player set and 2N is the power set of N, i.e., each and every subset S of
N is regarded as a coalition and assigned a real value via the characteristic function v. Note
that normally, there holds v(φ) = 0 which is referred to as normalization in cooperative
game theory. Obviously, any payoff allocation x = (x1, . . . , xn) should normally meet two
requirements: [36]

xi ≥ v({i}) (i = 1, 2, · · · , n) (32)

142



Energies 2023, 16, 6590

n

∑
i=1

xi = v(N) (33)

where xi denotes the share of the i-th member of the alliance. The Formula (32) is known
as the individual rationality condition, stating that the income of each member must be
greater than that of a single member. Similarly, Formula (33) is called efficiency.

4.2. Shapley Profit Distribution Model

The Shapley Value [23] is the most widely used point-valued solution concept for
cooperative game problems. One key benefit of utilizing the Shapley value is its ability
to allocate benefits based on the marginal contribution rate of alliance members. In other
words, member i’s share of the benefits is equal to the average of the marginal benefits they
bring through their participation in the alliance. Suppose the cooperative game system
is comprised of n members, with the set N= {1, 2, 3, . . . n} serving as an indicator. The
Shapley value x(v) of a game v ∈ GN is the average of the marginal vectors of the game.
The specific expression can be formulated as follows [23]:

xi(v) = ∑
S:i/∈S

|S|!(n− 1−|S|)!
n!

(v(S ∪ {i})− v(S)) (34)

|S|!(n− 1−|S|)!
n!

=
1
n

(
n− 1
|S|

)−1

(35)

where for each i ∈ N, the i-th coordinate xi(v) of x(v) is the expected payoff of player i
according to this random procedure. S is a subset of N not containing i. Create a subset S
with i /∈ S in the following way. To begin, randomly select a number from the urn containing
potential sizes ranging from 0 to (n−1), where each number (i.e., size) has probability 1

n
to be drawn. If size s is chosen, draw a set out of the urn consisting of subsets of N\{i} of

size s, where each set has the same probability
(

n− 1
s

)−1

to be drawn. If S is drawn, then

one gives player i the amount v(S ∪ {i})− v(S). Subsequently, it becomes evident that
considering Equation (35), the expected payoff for player i within this stochastic procedure
corresponds to the Shapley value assigned to player i in the game v ∈ GN .

4.3. M-Shapley Profit Distribution Model

According to the Shapley value, all alliance members are considered to have the
same nature, and their status within the alliance remains constant, without considering
the influence of individual preferences, willingness to participate, and market policies
among different members. However, to account for such factors and enhance the original
Shapley value, a modified Shapley value allocation approach has been proposed [29]. In
this modified approach, various weights are assigned to alliance members. Let us assume
that the weight assigned by the alliance members is denoted as follows:

Mi = (M1, M2, · · · , Mn) (36)

Furthermore:
n

∑
i=1

Mi = 1 (37)

Since the default members of the Shapley value strategy have the same affecting
factors, that is, M = 1/n, the distinction is:

ΔMi = Mi − 1
n

(38)
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Furthermore:
n

∑
i=1

ΔMi = 0 (39)

When the difference value indicates the correction factor while taking into account the
real influencing factors, the correction amount of member benefit distribution is:

Δxi(v) = v(N)× ΔMi (40)

The updated M-Shapley value is as follows:

x
′
i(v) = xi(v) + Δxi(v) (41)

5. Example Analysis

5.1. Simulation Setup

The total installed capacity of the wind farm participating in energy delivery at the
sending end area is considered to be 3300 MW. Table 1 presents the comparable usage
efficiency of the wind farm at each phase of a typical day. The photovoltaic electric field is
equipped with an equivalent usage efficiency of [19], with an auxiliary power consumption
rate of 2%, and incurs a fixed cost of 8 million yuan. Additionally, there are six thermal
power units serving as supplementary power sources, and their parameters can be found
in Ref. [18]. The power receiving area is expected to provide a specific amount of peak
regulation reserve for the transmission system, while the technical constraints of the
transmission line are as follows: Ptr

max = 200 MW,ΔP+ = 100 WM, ΔP− = −100 WM. In
the sending end area, the on-grid price of wind power is 570 yuan/(MWh), the on-grid
price of photovoltaic electricity is 950 yuan/(MW h), the on-grid price of thermal power is
320 yuan/(MWh), and the coal price is 600/t. The modified ant lion algorithm includes
100 ant populations and 100 ant lion populations, with the maximum number of iterations
set to 200.

Table 1. Equivalent utilization rate of wind power plant.

Time Period
Utilization

Ratio
Time Period

Utilization
Ratio

Time Period
Utilization

Ratio

1 0.41 9 0.22 17 029

2 0.59 10 0.15 18 0.25

3 0.71 11 0.09 19 0.18

4 084 12 o.22 20 0.16

5 0.69 13 0.23 21 0.18

6 0.57 14 0.16 22 0.29

7 0.49 15 0.28 23 0.36

8 0.41 16 0.35 24 0.46

5.2. Power Transmission Simulation Results

Figure 3 illustrates the real-time output scheduling results of each thermal power unit
under the three-party joint delivery mode. It is evident that, to maintain the economic
efficiency of the joint delivery system, the No.5 and No.6 units, characterized by lower
capacity and higher coal consumption levels, play a more significant role in providing the
overall system’s peak shaving reserve.
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Figure 3. Real-time output of three-party combined thermal power unit.

Figure 4 depicts the power fluctuation of transmission lines under various transmis-
sion modes.

  
(a) (b) 

 
(c) (d) 

Figure 4. Cont.
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(e) (f) 

 
(g) 

Figure 4. The system transmits power in several modes. (a) Independent wind power transmission.
(b) Photovoltaic independent delivery. (c) Thermal power independent delivery. (d) Joint delivery of
wind and photovoltaic. (e) Combined delivery of thermal and wind. (f) Photovoltaic and thermal
power joint delivery. (g) Tripartite joint delivery.

The aforementioned operational results reveal significant variations in the total trans-
mission power of the system between the independent transmission mode of wind power
and photovoltaic power and the combined transmission mode of wind power and photo-
voltaic power, especially when the thermal power unit is not included in the combined
transmission system. While independent delivery of thermal power units ensures stable
delivered power, it contradicts the environmental trend of energy conservation and emis-
sion reduction, and the higher coal consumption cost diminishes the system’s economic
profit. Conversely, joint delivery operations involving the thermal power unit, such as
the three-party joint delivery mode, the thermal–thermal joint mode, and the thermal–
photovoltaic joint mode, result in relatively low power fluctuation and ensure the stability
of the delivery system.

In Table 2, the wind and photovoltaic abandonment rates are presented for different
operation modes. Notably, in the combined operation mode of wind, solar, and thermal
power, wind power abandonment is only 1.6%, while solar electric field abandonment is 0%.
This three-party cooperative delivery system, including thermal power units, significantly
enhances the utilization rate of wind and solar energy, as evidenced by the lower rates
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of abandoned wind and photovoltaic energy compared to their respective rates in the
independent operation mode of wind farms and solar electric fields.

Table 2. Comparison of wind and photovoltaic abandonment under three-party joint and indepen-
dent modes.

Mode of Operation Abandoned Wind Rate/% Photovoltaic Curtailment Ratio/%

Tripartite Union 1.60 0

Wind power independence 37.82 -

Photoelectric independence - 9.82

In Figure 5, the optimization iteration diagram showcases the process of solving the
objective function using both the ant lion algorithm and the modified ant lion algorithm.
From the graph, it is evident that the modified ant lion method has the potential to yield a
superior solution, while also maintaining the option for further optimization, thanks to its
improved balance between search and utilization.

Figure 5. Comparison of ant lion algorithm and improved ant lion iteration diagram.

Table 3 provides a comprehensive comparison between ALO, MALO, and other literature
in terms of profitability. Remarkably, the energy complementary system based on MALO
achieves a profit of 9,669,273 yuan, surpassing the literature’s profit by 154,621 yuan [19]. This
result demonstrates the superior performance and effectiveness of the MALO method in
optimizing the profitability of the system.

Table 3. Comparison of joint total profit of three parties.

Solving Algorithm Profit Literature

ALO 9,484,652/Yuan --

LINGO optimizer 9,514,652/Yuan Literature [19]

MALO 9,669,273/Yuan --

In this research, we employ the enhanced ant lion optimization algorithm to determine
the maximum profits under seven distinct operating modes, utilizing the proposed three-
party joint delivery model. The specific profits for each mode are presented in Table 4.
The results provide valuable insights into the profitability of the system under various
scenarios, highlighting the effectiveness of the enhanced algorithm in optimizing the energy
delivery process.
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Table 4. Profit comparison under different modes.

Operating Mode Tripartite Union
Combined Thermal

and Wind Power

Combined Thermal
Power and

Photovoltaic

Wind Power,
Photovoltaic Joint

Profit/Yuan 9,669,273 8,856,441 3,276,310 4,165,790

Operating mode Thermal power
independence

Wind power
independence

Photoelectric
independence

Profit/Yuan 2,521,129 1,936,098 629,670

The data presented in the analysis table clearly illustrate that the joint operation of
the participating electric fields in the three-party system yields additional profits due to
mutual cooperation. Notably, the income from joint operation significantly surpasses the
sum of the incomes obtained from individual operations, making the profit generated
by the three-party joint delivery the highest among all scenarios. This outcome under-
scores the substantial benefits of collaborative efforts and joint optimization in enhancing
overall profitability.

The combined operation of thermal power units alongside wind power and solar
energy in the energy complementary system plays a crucial role in significantly increasing
the overall output power. When the income of wind farms and solar power plants is deter-
mined by the on-grid pricing of wind power and photovoltaic electricity, their revenues
rise in tandem. However, as complementary power sources, thermal power units must
adjust their output to match the levels of wind turbines to prioritize the delivery of wind
and solar power. Consequently, the output power of thermal power units in the energy
complementary system is limited, and the economic benefits of each unit become uncertain
due to frequent power adjustments.

If the revenue of thermal power units is based on the benchmark price of thermal
power, it becomes challenging for these units to achieve optimal returns, with some units
even failing to break even. To properly reflect the synergistic value of thermal power
units as complementary power sources, a fair and rational profit distribution mechanism is
essential. This mechanism should distribute profits according to the contribution rate of
wind farms, photovoltaic power plants, and thermal power units to the overall benefits of
the energy complementary system.

To ensure cooperation among individuals participating in the energy complementary
system, it is crucial to establish a profit distribution approach that encourages alliance
cooperation by promising higher profit income compared to non-cooperation scenarios.
In this context, the M-Shapley value distribution technique can effectively address the
profit distribution challenge of an energy complementary system. By adopting the M-
Shapley value, the system can achieve an equitable distribution of profits, considering the
contributions of each participant to the overall benefits of the cooperative alliance. This
approach encourages mutual cooperation and maximizes the profitability of the energy
complementary system.

5.3. M-Shapley Value Allocation Strategy

The contribution of each participant to the alliance and the income of various alliance
formation procedures must be considered when calculating the Shapley value. To simplify
the concept, suppose that {1,2,3} represent a vast alliance of wind power, photovoltaic
power, and thermal power. {1,2}, {1,3}, and {2,3} represent an alliance of three parties. {1},
{2}, and {3} denotes a coalition of one party. The profit distribution of the three power
generation enterprises can be calculated using Formula (32), as follows:

x1(v) =
2!
3!
× (v{1}) + 1!

3!
× (v{1, 2} − v{2}) + 1!

3!
× (v{1, 3} − v{3}) + 2!

3!
× (v{1, 2, 3} − v{2, 3}) = 4, 421, 592.33
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x2(v) =
2!
3!
× (v{2}) + 1!

3!
× (v{1, 2} − v{1}) + 1!

3!
× (v{2, 3} − v{3}) + 2!

3!
× (v{1, 2, 3} − v{1, 3}) = 1, 356, 481.17

x3(v) =
2!
3!
× (v{3}) + 1!

3!
× (v{1, 3} − v{1}) + 1!

3!
× (v{2, 3} − v{2}) + 2!

3!
× (v{1, 2, 3} − v{1, 2}) = 3, 891, 199.5

Profits can be obtained from three power generation firms, but the Shapley value is in-
creased by taking into account the contribution of thermal power units to the system to ensure
their willingness to participate in joint operation. Set M= (M1, M2, M3) = (0.33,0.333,0.34) for
each of the three parties. And, according to Equations (38) and (40), the profit distribution
correction for each member is as follows:

Δx1(v) = v(1, 2, 3)× ΔM1 = −32, 230.91

Δx2(v) = v(1, 2, 3)× ΔM2 = −32, 230.91

Δx3(v) = v(1, 2, 3)× ΔM3 = 64, 461.82

The modified improved Shapley value is obtained by Formula (41):

x
′
1(v) = x1(v)× Δx1(v) = 4, 389, 361.42

x
′
2(2) = x2(v)× Δx2(v) = 1, 324, 250.26

x
′
3(v) = x3(v)× Δx3(v) = 3, 955, 661.32

Conclusively, the wind farm has yielded a substantial profit of 4,389,361.42 million yuan,
while the photovoltaic power plant has recorded a commendable profit of 1,324,250.26 million
yuan. Additionally, the thermal power plant has demonstrated its profitability with an
impressive earning of 3,955,661.32 million yuan.

Following the implementation of the M-Shapley strategy for profit distribution, a
noteworthy outcome emerges. Wind farm’s share of the alliance’s profit stands at 45.39%, a
considerable decrease from the pre-M-Shapley value distribution level of 77.92%. Similarly,
the photovoltaic power plant’s share accounts for 13.70% of the alliance’s profits, reflecting
a decrease compared to the previous level of 15.87%. This adjustment aims to effectively
capture the cooperative value of thermal power units within the energy complementary
export system. A portion of the economic income generated by wind power units and
photovoltaic power plants is allocated as a subsidy to offset the opportunity cost associated
with thermal power. Nevertheless, despite the reduction in profit share, both wind farms
and photovoltaic power plants experience significant enhancements when compared to
their independent operation. Notably, the profit obtained by wind farms after M-Shapley
value distribution amounts to a substantial 438,936,142,000 yuan, surpassing the indepen-
dent operation profit of 1,936,098 yuan. Similarly, the profit attained by photovoltaic power
plants after M-Shapley value distribution reaches an impressive 132,425,026,000 yuan,
significantly exceeding the independent operation profit of 629,670 million yuan. Thus,
there exist compelling justifications for wind farms and photovoltaic power plants to ac-
tively engage in the joint delivery system. Additionally, by amalgamating the distribution
outcomes of the M-Shapley value method with the installed capacity and actual output of
each electricity field, along with the profit levels associated with different combinations out-
lined in Table 5, it becomes evident that participants who contribute more to the alliance’s
interests secure greater profits through the M-Shapley value distribution. This serves as a
means to attract their continued involvement in the alliance, thereby fostering the creation
of even more substantial profits.
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Table 5. Comparison of direct allocation and M-Shapley value allocation results.

Distribution
Mode

Wind Power Photovoltaic Thermal Power

Profit/Ten
Thousand Yuan

Profit Ratio/Ten
Thousand Yuan

Profit/Ten
Thousand Yuan

Profit Ratio/Ten
Thousand Yuan

Profit/Ten
Thousand Yuan

Profit Ratio/Ten
Thousand Yuan

Direct
distribution 7,534,297.52 77.92% 1,534,513.63 15.87% 600,461.85 6.21%

M-Shapley
strategy 4,389,361.42 45.39% 1,324,250.26 13.70% 3,955,661.32 40.91%

6. Conclusions

To address the paradox of China’s new energy distribution, which is concentrated in
certain areas but far from the power load centers, this study employs cooperative game
theory to explore the coordinated scheduling and benefit distribution of wind power,
photovoltaic, and thermal power during delivery. The cooperative model can be divided
into two sub-problems: cooperation optimization and benefit distribution. Based on the
analysis, the following conclusions can be drawn.

This paper introduces a novel large-scale multi-source joint export model based on
cooperative game theory, integrating new energy and thermal power generation concepts.
The model is effectively solved using the enhanced ant lion optimization technique pro-
posed in this study. The improved ant lion algorithm enhances the feasibility of obtaining
the global optimal solution, making the formation of a grand alliance among wind power
plants, solar power plants, and thermal power plants conceivable. Such an alliance promises
tremendous economic and social benefits.

The enhanced ant lion optimization algorithm greatly facilitates the attainment of the
global optimal solution. It is now possible to form a large alliance comprising a wind farm,
a photovoltaic electric field, and a thermal power plant, leading to tremendous economic
and social benefits.

A well-structured benefit distribution mechanism plays a pivotal role in the sustainable
development of the wind, photovoltaic, and thermal energy delivery alliance. In this study,
the M-Shapley value method is employed to allocate the benefits of the joint operation
among the three parties. The key finding is that participants who contribute more to
the alliance’s benefits are rewarded with higher profits in the M-Shapley value approach,
making alliance participation more attractive and enabling the creation of greater profits.

In the investigated multi-source joint delivery model, wind power, solar power, and
thermal power all contribute to the power supply side. Moreover, the inclusion of addi-
tional elements, such as photothermal power plants and energy storage, can be explored
further in this context. While addressing the benefit distribution among alliance members
in this study, we assume all entities to be completely rational. However, in real-world
scenarios, firms often exhibit “incomplete rationality” as they seek to maximize their own
interests. Therefore, it becomes imperative to research and modify the preconditions for the
distribution of alliance benefits, ensuring greater applicability of the benefit distribution
scheme in real market settings.
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Abstract: In recent years, rapid industrialization has driven higher energy demand, depleting fossil-
fuel reserves and causing excessive emissions. China’s “dual carbon” strategy aims to balance
development and sustainability. This study optimizes microgrid efficiency with a tiered carbon-
priced economy. A Stackelberg game establishes microgrid-user equilibrium, solved iteratively with
a multi-population algorithm (MPGA). Comparative analysis can be obtained without considering
demand response scenarios, and the optimization cost of microgrid operation considering price-based
demand response scenarios was reduced by 5%; that is 668.95 yuan. In addition, the cost of electricity
purchase was decreased by 23.8%, or 778.6 yuan. The model promotes user-driven energy use,
elevating economic and system benefits, and therefore, the scheduling expectation of “peak shaving
and valley filling” is effectively realized.

Keywords: energy; MPGA; stackelberg game; tiered carbon-priced economy

1. Introduction

With the rapid development of modern industry, the contradiction between energy
consumption and the environment has become increasingly prominent, and the large
emission of greenhouse gases has led to a more severe ecological environment and more
serious global warming: according to the BP World Energy Statistical Yearbook 2022 [1],
global primary energy consumption in 2021 showed a rebound trend, an increase of nearly
6%. This significantly reversed the sharp decline in energy consumption due to lockdowns
in many countries around the world in 2020. Therefore, all countries are seeking energy
transformation, and any successful and long-lasting energy transformation cannot be
separated from the three elements: safety, burden, and low-carbon. Therefore, countries
have formulated corresponding emission reduction targets, focusing on policy incentives
and government economic investment as the main body to achieve excessive excess of
traditional energy to low-carbon energy. In the daily production and consumption process
led by electricity as a high-quality energy source, according to the theoretical guidance of
“high energy, high energy, low energy and low-use, temperature-oriented, step use”, the
three-energy coupling of electricity–heat–gas are explored and improved energy conversion.
The new way of rate, especially the utilization of thermal energy, has achieved results in the
energy terminal. As a large country of energy use, China strives to achieve carbon peaks by
2030 and achieve carbon neutralization by 2060 [2]. In order to achieve the ambitions and
commitments of decarburization and achieve promise, China must establish a relatively
sound energy system, with the development of clean energy as the guide, and take the first
step in the transformation of China’s energy industry structure [3].

In recent years, many scholars have conducted a lot of research on the optimization
of the comprehensive energy system. Zhou Nan and others introduced the time-sharing
pricing strategy into the optimization scheduling of energy storage to maximize the annual
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profit and utilization rate of photovoltaic systems [4]. Li Xiulei et al. established a general
model for energy storage and demand response optimization planning, and analyzed
the impact of energy storage and demand response on goals in operational strategies.
The end of the energy cycle in demand response is usually thermal energy, so the main
coupling method is the electrical thermal component, and the load type mainly exists
in the form of temperature-controlled loads. However, due to its inherent limitations,
thermal energy is often strongly influenced by external weather factors and has a delay
effect. Therefore, through research on modeling, optimization, and control of electrical
thermal coupling components, its impact on power system stability can be reduced [5].
Wang Dan et al. provided an energy-saving design for temperature-controlled loads in
buildings, while considering the limitations of user comfort to determine the operating
method of the power plant, and established the optimal allocation model for energy-saving
power plants [6]. Wang Chengshan et al. used a simplified equivalent thermodynamic
model with first-order parameters and a state control model to smooth out renewable
energy in microgrids by replacing energy storage technology with demand side and load
response technology [7]. Tang Xiaoting et al. constructed a mathematical model that
includes input and output energy balance constraints of energy hubs, system capacity
constraints, and energy storage efficiency constraints of renewable energy generation
technology [8]. Heiskanin et al. Proposed the Energy System Analysis Environmental
Assessment Framework (EAFESA) [9]. This framework can minimize the shortcomings
of the two models and maximize the combination of the two models to analyze the no
climatic environmental impacts of energy scenarios based on the life cycle. Wu Yong et al.
established a multi-objective optimization model for comprehensive planning of various
energy storage capacities with the goal of minimizing economic costs and network carbon
emissions, but did not consider the impact of different energy storage components on the
system [10]. Zhang Xizheng searched algorithm (GSA) and particle swarm optimization
(PSO) algorithm by combining gravitational, a hybrid modified GSA-PSO (MGSA-PSO)
scheme is proposed to optimize the load dispatch of the microgrid containing electric
vehicles. The load dispatch optimization are implemented and analyzed, including the
unordered charging strategy, the ordered charging–discharging strategy, and the ordered
charging–discharging strategy with distributed generations [11]. Zhang Feng et al. applied
a robust ALO optimizer (ALO) algorithm for MPP tracking of solar photovoltaic system,
designed the charge controller of the energy storage system, and designed the DC–AC
converter to match the frequency of RES with the frequency of DG [12].

In summary, due to the continuous improvement of energy coupling in microgrids and
the continuous reform of the electricity market, the mathematical models of equipment in
microgrids have increased, and operation scheduling strategies have become more complex.
Traditional control methods for loads need to be reformed. In addition, in the context of
huge carbon emissions, carbon reduction and environmental benefits cannot be achieved
in parallel. Therefore, this article conducts reasonable scheduling of devices in microgrids,
seeks more reasonable and economical device matching methods, introduces a demand
response mechanism, constructs a low-carbon economic optimization model for microgrids
with tiered carbon prices, and establishes a Stackelberg game model to control user load,
achieving the goal of “peak shaving and valley filling”, which is of great significance for
the overall energy utilization of microgrids.

Considering the multi-energy micro-network planning process under the carbon trad-
ing mechanism, there are many stakeholders during energy transactions: the distribution
network–microcyllar network and user side. In order to meet the demands of various
interests at the same time, the main game framework was introduced. At the same time,
because there is an energy interaction between the distribution network and the microcon-
trollers, the relationship between the energy demand response and the user’s side has the
relationship between the micro grid and the user. That is to say, on the upper layer of the
main game, the microblogs are maximized to the system’s efforts to maximize the effort of
the system according to the price signal given by the distribution network. To participate
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in the scheduling for the goal, and to obtain a balanced solution, micro-network response
strategies through price demand can guide users to participate in micro-network schedul-
ing can achieve energy transition. As the main body of energy use, the spontaneous use of
the electricity price incentive signal transfer period or cut load based on the spontaneous
operator’s electricity price incentive signal can be used to achieve the goal of peak-cutting
the valley of the load of the microblog.

Therefore, this article proposes a multi-energy microfinance low-carbon tone consider-
ing the main game, and the establishment of the overall micro-power grid.

This article does the following:

1. A low-carbon economic optimization model of microgrid with tiered carbon price
was constructed. The carbon emissions involved in the operation of each equipment
are finally traded through the carbon trading market, and the sensitivity analysis of
the system is carried out by adjusting the ladder carbon trading parameters.

2. A Stackelberg game model with microgrid as the main body of the game and user
response as the follower of the game was established, which further improved the
level of load participation in the energy system and proved the existence of equilib-
rium solutions in the game. The model is iteratively solved by a variety of group
algorithms, and immigration operators and artificial selection operators are added
to the traditional genetic algorithm to prevent all individuals in the population from
tending to the same state and stop evolution, and at the same time increase the
memory population and improve the model calculation efficiency.

2. Optimization Model of Micro-Grid Low-Carbon Economy with Ladder
Carbon Price

2.1. Stepped Carbon Trading Model

Carbon emission quota trading can limit the amount of carbon emissions according to
specific emission industries. At the same time, the real-time price of the carbon market is
determined by the carbon trading market, and the carbon emission quota is managed in a
reasonable and efficient way [13].

2.1.1. Calculation Model of Carbon Emissions

The main carbon sources in microgrid are power consumption process, heat generation
and power generation process of cogeneration unit, gas-fired boiler, and coal-fired unit.
Because the coal-fired units are equipped with carbon capture power plants, it can help the
microgrid consume part of CO2. Therefore, when calculating the actual carbon emissions,
the CO2 absorbed by the carbon capture equipment needs to be removed. The total carbon
emission model of microgrid is shown in Formula (1), and the total amount of gas purchased
is shown in Formula (2).

Eall = λe
T
∑

t=1
Pe,buy + λg

T
∑

t=1
Pg,buy + QPGU

CO2
− T

∑
t=1

QCCS
CO2

(1)

Pg,buy = Pg,CHP + Pg,GB (2)

Pe,buy, Pg,buy are purchase electricity and gas, λe, λg are carbon emission coefficients
of electricity-consuming equipment and gas-consuming equipment, QPGU

CO2
is emissions

for coal-fired power plants CO2 quantity, and QCCS
CO2

is the amount of carbon capture
equipment CO2.

2.1.2. Carbon Decentralization Quota Model

The initial allocation of carbon emission rights in this paper mainly includes electricity
purchase quota, cogeneration unit quota, gas boiler quota, and coal-fired power plant
quota. The carbon emission quota model for power purchase in microgrid is shown in
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Formula (3), and the model synthesis of cogeneration unit, gas boiler, and coal-fired power
plant is shown in Formula (4).

Ee = εe
T
∑

t=1
Pe,buy (3)

Ex = εx · Px (4)

εe, εx are carbon emission quotas for unit electric power and unit power consumed by
different equipment.

2.1.3. Stepped Carbon Trading Model

Based on the above carbon emission model and carbon emission rights allocation
model, a ladder carbon trading model is established, and a plurality of carbon emission
rights purchase intervals are set in the ladder carbon trading mechanism. The initial carbon
emission quota allocated by the system is removed from the total carbon emission, and the
mathematical Formula is shown in Formula (5). At the same time, pricing with different
gradients is carried out according to the net carbon emission of the system in different
charging intervals, when the net carbon emission is less than a given interval length. In
the internal time, only the transaction amount at the base price of carbon trading is paid.
When the price is higher than a given interval length, the price in each step interval is fixed.
Every step increase, the carbon trading price increases exponentially, the carbon emission
right purchase ratio increases, and the corresponding price will also increase. According to
this trading model, the mathematical model Formula of ladder carbon trading as shown in
Formula (6) is obtained.

E = Eall − Ee −
N
∑
i

Ex (5)

CCO2 =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
c · E, E ≤ l
c · (1 + λ)(E− l) + cl, l ≤ E ≤ 2l
c · (1 + 2λ)(E− 2l) + c(2 + λ)l, 2l ≤ E ≤ 3l
c · (1 + 3λ)(E− 3l) + c(3 + 3λ)l, 3l ≤ E ≤ 4l
c · (1 + 4λ)(E− 4l) + c(4 + 6λ)l, E ≥ 4l

(6)

CCO2 is carbon transaction costs, E is carbon emission of the system, i is equipment
selection, including cogeneration units, gas-fired boilers and coal-fired power plants, N is
the total number of device, λ is the price growth rate, l is the interval length, c is the base
price of carbon trading.

2.2. Microgrid Low-Carbon Economic Optimization Model with Step Carbon Price

Based on the established carbon trading mechanism, a low-carbon optimization model
of microgrid with ladder carbon trading mechanism is proposed. The model considers
the lowest comprehensive operating cost of the whole microgrid from the economic level,
implements the initial carbon emission quota form from the environmental level, and
comprehensively considers the operating cost, system power consumption cost, gas con-
sumption cost, and carbon trading cost of the whole system exceeding the carbon emission
quota. The electric balance, thermal balance, gas balance and hydrogen balance in the over-
all operation of the system are taken as equality constraints, and the climbing constraints
and output upper limit constraints of each device are taken as inequality constraints, so as
to improve the economy and low carbon of the microgrid [14].

2.2.1. Objective Function

The overall objective function of microgrid not only minimizes the fuel cost and the
cost of purchasing electricity and gas, but also supplements the environmental problems
according to the carbon trading mechanism. Among them, the carbon transaction cost is the
ladder carbon price cost considering exceeding the carbon emission quota. On the premise
of ensuring the safety and reliability of the whole microgrid system, the environmental
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factors are quantified, and the output degree of each micro-source is optimized according
to the load change, so as to obtain the minimum comprehensive cost of the system.

minF = min
T
∑

t=1

(
CPGU + Ce, buy + Cg, buy + CCO2

)
(7)

F is the minimum operate cost of the system, CPGU is fuel costs, Ce, buy is the cost of
electricity purchase, Cg, buy is gas purchase cost, and CCO2 is carbon transaction costs.

a. Fuel cost

Cpgu = ap2
PGU + bpPGU + c (8)

b. Energy purchase cost

Ce, buy + Cg, buy = ce∑T
t=1 Pe, buy + cg∑T

t=1 Pg, buy (9)

Pe, buy is the total power consumption of the system, Pg, buy is the total gas consumption
of the system, ce is real-time electricity prices, cg is real-time gas price, and T takes 24 h.

2.2.2. System Operation Constraints

According to the law of conservation of energy, when the microgrid is running as
a whole, the output energy of each form should always be equal to the input energy of
each form to maintain the system operation. At the same time, the output energy of each
equipment is kept within the rated power and cannot exceed the specified maximum output,
so the related mathematical Formulas of balance constraint and imbalance constraint in the
system are integrated, respectively.

The equality constraints are as follows:

a. Electric power balance

On the premise of ignoring the network loss, the discharge of wind power, cogener-
ation units, and power storage equipment, the purchase of electricity from the superior
power grid and the overall output of hydrogen fuel cells are equal to the sum of the electric
power consumed by the electric load and the charging of power storage equipment, as
shown in Formula (10).

PWT(t) + PCHP(t) + PSB, dis(t) + Pe, buy(t) + PHFC, e(t) = Pload(t) + PSB, chr(t) (10)

PWT(t) is output power for wind energy, PCHP(t) is output power for electric energy
of cogeneration unit, PSB, dis(t) is the discharge power for electric storage device, PHFC, e(t)
is electricity production of hydrogen fuel cell, Pload(t) is the electrical load, and PSB, chr(t)
is charging the power storage equipment.

b. Thermal power balance

The input heat of the system is equal to the output heat; that is, the sum of the
exothermic power of cogeneration unit, gas boiler, and heat storage equipment is equal to
the thermal power consumed by heat storage equipment and heat load.

PHFC, h(t) + HCHP(t) + HGB(t) + HTS, dis(t) = HTS, chr(t) + HLoad(t) (11)

HCHP(t) the thermal energy output power of the cogeneration unit, HGB(t) is the heat
generation of gas boilers, HTS, dis(t) is released for the heat storage device, HTS, chr(t) is the
heat release of heat storage equipment, and HLoad(t) is the heat load.

c. Natural gas power balance
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Similarly, the output of natural gas is equal to the input, that is, the sum of gas purchase,
gas storage tank, gas release, and gas conversion technology output is equal to the gas load,
gas storage tank, gas storage, cogeneration unit, and gas boiler gas consumption.

Gbuy(t) + GES, dis(t) + GMR(t) = Gload + GES, chr(t) + GCHP(t) + GGB(t) (12)

Gbuy(t) is the amount of gas purchased, GES, dis(t) is the amount of gas vented by the
gas receiver, GMR(t) is the amount of CH4 dioxide produced by methanation of electricity-
to-gas technology, Gload is gas load, GES, chr(t) is the gas storage capacity of the gas storage
equipment, GCHP(t) is the air consumption of the cogeneration unit, and GGB(t) is the
amount of natural gas consumed by the gas boiler unit.

d. Hydrogen power balance

Because the two steps of electro-gas conversion technology in microgrid are modeled
separately and equipped with hydrogen storage tank and hydrogen fuel cell, hydrogen
energy balance is added.

PEL, H2(t) + PHS, dis(t) = PH2, MR(t) + PH2, HFC(t) + PHS, chr(t) (13)

PEL, H2(t) is the hydrogen production capacity of the electrolytic cell in the first step
of converting electricity to gas, PHS, dis(t) is the hydrogen storage capacity of the hydrogen
storage device, PH2, MR is the hydrogen consumption of methanation reaction, PH2, HFC is
the hydrogen consumption of the hydrogen fuel cell, PHS, chr(t) is amount of hydrogen
released for hydrogen storage equipment.

Inequality constraints are as follows:

a. Coal-fired units

During the operation of coal-fired units, it is necessary to ensure that the output is
within the allowable range, that is, to ensure the output constraint.

Pmin
PGU ≤ PPGU ≤ Pmax

PGU (14)

Pmax
PGU and Pmin

PGU are the upper and lower limits of the output of coal-fired units.
The output adjustment of coal-fired units should be within the allowable range, that

is, climbing constraint.
ΔPmin

PGU ≤ ΔPPGU ≤ ΔPmax
PGU (15)

ΔPmin
PGU ≤ ΔPPGU ≤ ΔPmax

PGU (16)

ΔPmax
PGU is the maximum upward climb power of the coal-fired unit, ΔPmin

PGU is the
maximum downward climb power of the coal-fired unit, ΔPPGU is the amount of power
change, PPGU(t) is the power of the coal-fired unit at the time of t, PPGU(t− 1) is the power
of the coal-fired unit at the time of t − 1.

b. Cogeneration unit

Because the cogeneration unit meets both the electric load and the heat load, it needs
to meet both the electric output constraint and the heat output constraint.

Pmin
CHP, e ≤ PCHP, e ≤ Pmax

CHP, e (17)

Hmin
CHP, h ≤ HCHP, h ≤ Hmax

CHP, h (18)

Pmax
CHP, e and Pmin

CHP, e are the upper and low limits of the electric output of the cogen-
eration unit, Hmin

CHP, h and Hmax
CHP, h are the upper and lower limits of thermal output of

cogeneration unit.
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Climbing constraints are shown in Formulas (19) and (20).

ΔPmin
convert, e ≤ ΔPconvert, e ≤ ΔPmax

convert, e (19)

ΔPconvert, e = Pconvert, e(t)− Pconvert, e(t− 1) (20)

ΔPmax
convert, e is the maximum upward climb power of that cogeneration unit, ΔPmin

convert, e
is the maximum downward climb power of the cogeneration unit, ΔPconvert, e is the amount
of power change under the pure condensation condition, Pconvert, e(t) is the electrical power
of the cogeneration unit after the t time conversion, Pconvert, e(t− 1) is the electrical power
of the cogeneration unit after the t − 1 time conversion.

c. Electro-gas conversion technology

The electrolyzer and methanation reaction should meet the hydrogen production
output constraint and the CH4 output constraint, respectively.

Pmin
EL, H2

≤ PEL, H2 ≤ Pmax
EL, H2

(21)

Gmin
MR ≤ GMR ≤ Gmax

MR (22)

Pmax
EL, H2

and Pmin
EL, H2

are the upper and lower limits of hydrogen production by the
electrolyzer, Gmax

MR and Gmin
MR are the upper and lower limits of the CH4 quantity obtained by

the reaction.
Climbing constraints are shown in Formulas (23)–(26).

ΔPmin
EL, H2

≤ ΔPEL, H2 ≤ ΔPmax
EL, H2

(23)

ΔPEL, H2 = PEL, H2(t)− PEL, H2(t− 1) (24)

ΔGmin
MR ≤ ΔGMR ≤ ΔGmax

MR (25)

ΔGMR = GMR(t)− GMR(t− 1) (26)

ΔPmax
EL, H2

and ΔGmax
MR is the maximum upward climb power of that electrolytic cell

and methanation reaction, ΔPmin
EL, H2

and ΔGmin
MR are the electrolyzer and methanation reac-

tion large downward climb power, ΔPEL, H2 and ΔGMR are the amount of power change,
PEL, H2(t) and GMR(t) are the power of the electrolyzer and methanation reaction at the
time of t, PEL, H2(t− 1) and GMR(t− 1) are the power of the electrolyzer and methanation
reaction at the time of t − 1.

d. Gas-fired boiler unit

The output constraint and climbing constraint of gas-fired boilers are similar to those
of coal-fired units, as shown in Formulas (27)–(29).

Hmin
GB ≤ HGB ≤ Hmax

GB (27)

ΔHmin
GB ≤ ΔHGB ≤ ΔHmax

GB (28)

ΔHGB = HGB(t)− HGB(t− 1) (29)

Hmax
GB and Hmin

GB are the upper and lower limits of gas boiler output, ΔHmin
GB is the

maximum upward climbing power of the gas boiler, ΔHmin
GB is the maximum downward

climbing power of the gas boiler, ΔHGB is the amount of power change, HGB(t) is the gas
boiler power at the time of t, HGB(t− 1) is the gas boiler power at the time of t.

e. Hydrogen fuel cell
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Similarly, the output constraints and climbing constraints of hydrogen fuel cells are
shown in Formulas (30)–(32).

Pmin
HFC, e ≤ PHFC, e ≤ Pmax

HFC, e (30)

ΔPmin
HFC, e ≤ ΔPHFC, e ≤ ΔPmax

HFC, e (31)

ΔPHFC, e = PHFC, e(t)− PHFC, e(t− 1) (32)

Pmax
HFC, e and Pmin

HFC, e are the upper and lower limits of hydrogen fuel cell output,
ΔPmax

HFC, e is the maximum upward climb power of the hydrogen fuel cell, ΔPmin
HFC, e is the

minimum upward climb power of the hydrogen fuel cell, ΔPHFC, e is the amount of power
change, PHFC, e(t) is the hydrogen fuel cell power at the time of t, PHFC, e(t− 1) is the
hydrogen fuel cell power at the time of t − 1.

3. Game Theory Basis

Gaming theory refers to the influence of the individual income of each participant
in the case of the interdependence and interdependence of the participants. Therefore,
because the income of all parties in the game receives the influence of multiple parties, each
participant is considered to make rational judgments. Through the information obtained by
themselves, they will give their strategies in real time to the overall feedback. The complete
game consists of three basic elements:

3.1. Participants

Participants refer to the subjects that can Formulate strategies and make rational
judgments in the overall game. Among them, the collection mathematics represents the
participants (33).

N = {1, 2, 3, . . . , n} (33)

3.2. Strategy Set

Strategy is an important factor in the overall game. Participants have changed different
strategies by collecting information, that is, the methods and means of maximizing their
own interests to achieve their own interests. The number of strategies can be selected
by themselves. Because the game is the mutual impact of the main body Formulation
strategy, the sequence of the strategy Formulation has a huge impact on the results of
the game. Among them, all participants Formulated the strategy collection mathematics
indication (34).

S = {S1, S2, S3, . . . Sn} (34)

3.3. Effectiveness

The effect refers to the benefits that the participating entities of each game are after
the game. Among them, benefits can be positive income or negative benefits, that is,
the maximum benefits to obtain. The goal of the participants is to maximize the benefit
by adjusting the strategy, and the benefit collection mathematical representation of the
participants is shown in the math indication (35).

u = {u1, u2, u3, . . . un} (35)

After determining the basic three elements of the game, the establishment of a complete
game is completed.

3.4. Stackelberg Game

Because the microgrid and the user side consider the price-based demand response,
that is, there is no relevant agreement between the participants, users spontaneously change
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their energy consumption habits. Participants constantly adjust their own strategies to
maximize their own interests during the scheduling process. There is still an obvious
decision-making sequence between the microgrid and the client, with the microgrid acting
first as the leader and the client following up as the follower. Among them, the leader
first makes the appropriate decision, occupying the position of priority decision, and the
follower makes the decision after receiving the signal from the leader. That is, microgrid
is the leader to adjust the real-time price of distribution network, and the client is the
follower to respond to the real-time price proposed by microgrid. This game type is called
Stackelberg game. Stackelberg game is divided into dynamic non-cooperative game, also
known as Stackelberg game. The model problems solved by the Stackelberg game mainly
have the following characteristics [15]:

(1) There is no agreement among the participants, and they make their own decisions.
(2) The decision of each participant has an impact on the benefits of other participants.
(3) Because of the different market positions, there is a decision-making order among

the participants. The leader first makes appropriate decisions according to the target
benefit, and the followers make decisions on their own goals after receiving the
leader’s decision-making signal. There is a restrictive relationship between them.

(4) The final decision-making scheme of each participant needs the unanimous consent
of all participants.

The mathematical definition model of Stackelberg game is as follows:
Let the leader’s strategy set is X, the follower’s strategy set is Y, the leader’s utility

function is f : X×Y → R , the utility function of the follower is g : X×Y → R .
As a dynamic game, leaders send out decision signals xn ∈ X, followers make deci-

sions according to the leader’s strategy, and the set of followers’ balance points is A(x).
Therefore, the mechanism mapping is generated: X → A(Y) . When the next leader makes
a decision, in order to maximize their own interests at all times, they will consider the
follower scheme, and the overall game optimization goal is max f (x, y). Let (x∗, y∗) be the
equilibrium point of the game, then the equilibrium condition is shown in Formula (4) [16].{

max
x∈X

f (x∗, y∗(x∗))
g(x∗, y∗) ≥ g(x∗, y)

(36)

4. Multi-Energy Microgrid Model Based on Stackelberg Game

4.1. The Demand Response Type

For the classification of electric energy demand response, the response method is
mainly used as a differentiation method, both of which require a contract with the energy
supply company, one is the price-based demand response, including time-of-use electricity
price, real-time electricity price and peak electricity price. Compared with the incentive
type, the price type has a lower degree of change in the user’s energy habits, and only needs
to make voluntary adjustments to the price signal. The incentive-type response is to adjust
the energy-using behavior strictly according to the load reduction calculation method
and response time signed in the contract, and carry out the corresponding compensation
mechanism for the adjusted energy-using behavior or impose corresponding fines for the
part that does not meet the response requirements. Compared with the two corresponding
methods, the current user acceptance of price-based demand response is higher, and the
project implementation scope is wider, and this paper mainly studies price-based electricity
price in the subsequent microgrid-user game stage.

The relationship model between electricity and electricity price is mainly divided into:
electricity price elasticity matrix, user psychology model, exponential function fitting model,
and statistical principle model [17]. Among them, the elasticity matrix of electricity and
electricity prices is described as the change in electricity demand caused by the change in
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electricity price, and the elastic coefficient of electricity price is defined, and the calculation
Formula is shown in Formula (37).

ε = ΔPe
Pe

Ce
ΔCe

(37)

In the Formula, ΔPe is the amount of electricity increase, and ΔCe is the increase in
electricity price.

The electricity price response mechanism is divided into single period and multi-
period, that is, fixed ladder electricity price and real-time electricity price, due to the
peak and valley hours and price of the ladder electricity price is fixed, users will only
change energy demand in a certain period, and real-time electricity price will prompt users
to change energy consumption behavior according to different time periods. Therefore,
a multi-period response mechanism is introduced, in which the multi-period elasticity
coefficient is divided into the self-elasticity coefficient of the user response in the current
period and the cross-elasticity coefficient of the user response behavior in other periods,
and the mathematical model of the self-elasticity coefficient and cross-elasticity coefficient
obtained according to the above definition is shown in Formulas (38) and (39).

εii =
ΔPi
Pi

Ci
ΔCi

(38)

εij =
ΔPi
Pi

Cj
ΔCj

(39)

In the Formula, εii is the self-elastic coefficient and εij is the cross-elastic coefficient. i
is the ith dispatch period and j is the jth dispatch period.

According to the definition of the above elasticity coefficient and the mathemati-
cal model, the user price response model of the overall period is obtained as shown in
Formula (40) and the electricity price elasticity matrix as shown in Formula (41)⎡⎢⎢⎢⎢⎣

ΔC1
C1

ΔC2
C2
...

ΔCn
Cn

⎤⎥⎥⎥⎥⎦ = E

⎡⎢⎢⎢⎢⎣
ΔP1
P1

ΔP2
P2
...

ΔPn
Pn

⎤⎥⎥⎥⎥⎦ (40)

E =

⎡⎢⎢⎢⎣
ε11 ε12 · · · ε1n
ε21 ε22 . . . ε2n
...

...
. . .

...
εn1 εn2 . . . εnn

⎤⎥⎥⎥⎦ (41)

ΔCn is the change in electricity price at n moments after the demand response, ΔPn
is the load change at n times after the demand response, Pn is the load before the n
time response.

4.2. Microgrid-User Stackelberg Game Structure

As the leader in the Stackelberg game, microgrids generate revenue by developing
pricing strategies different from those of distribution networks, selling electricity to users
at different energy purchase prices [18,19]. Users, as followers in the Stackelberg game
relationship, formulate a decision plan to reduce the cost of electricity purchase, that is,
increase the amount of load transfer to reduce the cost of electricity purchase, and achieve
the maximization of the follower’s benefits, that is, the maximum value of the follower’s
objective function, as shown in Formula (51). Then, the scheme obtained by changing
the load transfer amount is transmitted to the microgrid, which makes the next optimal
decision based on the user’s response results. At this point, the output plan of the microgrid
may not match the user’s demand, thereby reducing the maximum profit of the microgrid.
Therefore, at this point, the microgrid will redesign its output plan and energy prices to
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achieve the highest return on the microgrid, which is the maximum value of the leader’s
objective function, as shown in Formula (42). The Stackelberg game structure of microgrids
is shown in Figure 1.

Figure 1. Microgrid Stackelberg game structure.

4.3. Microgrid Revenue Model

As the leader in the game, microgrid should achieve the optimal scheduling strategy
of microgrid operation as a whole [20,21], set the price of electricity sales within 24 h
in combination with the load change given by the user, realize the highest income, and
construct the optimal operation income scheduling model of components of microgrid as
a whole.

4.3.1. Objective Function

S is the minimum operating cost of the system in the game model, Ces, buy is the cost
of purchasing electricity from the superior power grid in the game model, Ceu, sell is the
electricity price income sold by microgrid to users, Cgs, buy is the cost of buying gas, CCO2, s
is that transaction cost of carbon in the game model, ees, buy is the unit price of selling
electricity for the distribution network, eeu, sell is the amount of electricity purchased for
the microgrid, Pes, buy is the electricity purchased by the user sold by the microgrid, Puser is
the amount of power after the user responds.

minS = min
T
∑

t=1

(
Ces, buy − Ceu, sell + Cgs, buy + CCO2, s

)
(42)

Ces, buy = ees, buyPes, buy (43)

Ceu, sell = eeu, sell Puser (44)

4.3.2. Constraints

Due to the introduction of the demand response mechanism, the upper and lower
limits of the microgrid’s power purchase from the distribution network and the upper and
lower limits of the microgrid’s selling price to users are increased, in which the power
balance is shown in Formula (47). Thermal power balance, natural gas power balance,
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and hydrogen power balance are shown in the Formulas (12)–(14). The operating models,
contribution models, and climbing models of thermoelectric units are as follows (17)–(20).
The two-stage operation model, the power model, and the climbing model of the electrical
rotation technology are as follows (21)–(26). The power boiler crew and the climbing
models are shown in the Formulas (27)–(29), respectively. Hydrogen fuel cell operation
models, contribution models, and climbing models are shown in the Formulas (30)–(32).

Pmin
es, buy ≤ Pes, buy ≤ Pmax

es, buy (45)

emin
eu, sell ≤ eeu, sell ≤ emax

eu, sell (46)

Pmin
es, buy and Pmax

es, buy are the upper and lower limits of the amount of electricity that the

microgrid purchases from the distribution network, emax
eu, sell and emin

eu, sell are the upper and
lower limits of electricity price sold by microgrid to users.

PWT(t) + PCHP(t) + PSB, dis(t) + Pe, buy(t) + PHFC, e = Puser(t) + PSB, chr(t) (47)

PWT(t) is output power for wind energy, PCHP(t) is output power for electric en-
ergy of cogeneration unit, PSB, dis(t) is discharge power for that electric storage device,
PHFC, e(t) is electricity production of hydrogen fuel cell, PSB, chr(t) is charging the power
storage equipment.

Due to the introduction of price-based demand response, the relevant constraints of
demand response should be increased. First, it is required that the total amount of load in
the whole dispatching period remains unchanged, as shown in Formulas (48) and (49). At
the same time, in order to achieve the ultimate goal of demand response, it is necessary to
control the load of each step in the scheduling between the upper and lower limits of the
load value before response, as shown in Formula (50).

∑T
t=1 ΔPuser, t = 0 (48)

ΔPuser, t = P0
user, t − Puser, t (49){

Pmax
user,t ≤ P0,max

user,t
Pmin

user,t ≥ P0,min
user,t

(50)

ΔPuser, t is the change in user electricity consumption before and after demand re-
sponse, P0

user, t is the electricity consumption of users before demand response, P0, max
user, t and

P0, min
user, t are the upper and lower limits of the demand response preload value, Pmax

user, t and
Pmin

user, t are the upper and lower limits of the demand response afterload value.

4.4. User Benefit Model

User benefit refers to the reasonable adjustment of required energy according to its
own demand for electricity and energy price in the process of demand response [22]. In
this paper, the user satisfaction model is introduced to constrain the load variation. While
considering the microgrid to guide users to adjust their own energy consumption period,
the satisfaction of power consumption mode and expenditure satisfaction are used as
constraints to participate in dispatching.

4.4.1. Objective Function

As a follower of the game, the user responds after the price signal is given by the
microgrid. Considering the user’s power consumption income and cost, the goal is to
maximize the user’s benefit, and the objective function is shown in Formula (51).

maxU = CUE − Ceu, sell (51)
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CUE = αlog(1 + Puser, t) (52)

U is that maximum benefit of user in the game model, CUE is the benefit of users, α is
energy preference coefficient for users.

4.4.2. Constraints

a. Satisfaction with electricity consumption mode

Before the introduction of electricity price demand response, users’ electricity con-
sumption periods were mainly selected according to their own preferences, and at this time,
users’ satisfaction with electricity consumption methods was the highest [23]. However,
after the introduction of electricity price demand response, the user changes his own elec-
tricity preference to reduce electricity expenditure by responding to the price signal given
by the microgrid. The mathematical model is shown in Formula (53) and the satisfaction
constraint is shown in Formula (54).

M = 1− ∑T
t=1|ΔPuser,t |
∑T

t=1 P0
user,t

(53)

M ≥ Mmin (54)

Mmin is the lower limit of user’s satisfaction with electricity consumption.

b. Expenditure satisfaction

After the price-based demand response is implemented in the microgrid, users will
adjust according to the real-time electricity price to ensure that the electricity expenditure
will not have a great impact [24]. Therefore, expenditure satisfaction is usually used to
measure the change in user expenditure. The mathematical model is shown in Formula (55),
and the satisfaction constraint is shown in Formula (56).

N = 1 +
∑T

t=1(e0
eu,sell P

0
user,t−eeu,sell Puser,t)

eeu,sell Puser,t
(55)

N ≥ Nmin (56)

In the Formula, e0
eu, sell is the unit price of electricity sales for microgrid before demand

response, P0
user is power consumption of users before demand response. Nmin is the lower

limit of user spend satisfaction.

4.5. Establishment and Proof of Microgrid-Client Stackelberg Game

As shown in Figure 2, the microgrid and the user constitute a dynamic non-cooperative
game, and the game relationship constitutes a Stackelberg game Formula as shown in
Formula (57).

G = {(MGO ∪USER); ΦMGO; ΨUSER; SMGO; UUSER} (57)

Formula (52) contains three elements of the game: participants, strategy sets, and utility.

1. Game participants: participants in the game of microgrid and users as the main slave,
expressed in the form of set as follows (MGO ∪USER).

2. Strategy set: The microgrid is the leader in the Stackelberg game and the optimization
strategy is Formulated first, and the electricity price strategy proposed by the micro-
grid to the user is represented by the set ΦMGO. The set of load adjustment strategies
made by the user is represented by set ΨUSER.

3. Utility: The cost set of the microgrid is represented by set SMGO, and the benefit set of
users is represented by UUSER. the cost collection of microgrid.
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Figure 2. Simplified flowchart of multi-population genetic algorithm.

When the follower in the game responds to the leader’s strategy, and the leader
accepts the response, it shows that the upper and lower game as a whole has reached the
equilibrium condition [24]. That is, when the user responds to the electricity price strategy
proposed by the microgrid according to the optimized operation scheme, and the microgrid
accepts the response strategy, the microgrid-user reaches the equilibrium condition. Make
Φ∗MGO a vector set representing all optimal strategies of a microgrid, and Ψ∗USER a vector set
representing all the response strategies of the client. To reach the Stackelberg equilibrium
condition, Formula (58) must be satisfied.⎧⎪⎪⎪⎨⎪⎪⎪⎩

SMGO
(
Φ∗MGO, Ψ∗USER

) ≥ SMGS
(
Φx, Φ∗n−x, Ψ∗USER

)
UUSER

(
Φ∗MGO, Ψ∗USER

) ≥ UUSER

(
Φ∗MGO, Ψy, Ψ∗n−y

)
∀Φx ∈ ΦMGO
∀Ψy ∈ ΨUSER

(58)

Φx is the optimal operation scheme of the microgrid, Ψy is the optimal response scheme
of the user terminal, Φ∗n−x is yeah, except Φx other strategies than, Ψ∗n−y yeah, and except
Ψy other strategies outside.

In the equilibrium state of Stackelberg game, neither party can obtain greater benefits
by unilaterally proposing new strategies, and it is necessary to verify the existence and
uniqueness of the equilibrium solution before solving it. The theorems for verifying the
existence of the equilibrium solution are as follows:

1. The decision schemes of leaders and followers are all non-empty bounded convex sets;
2. After the top leaders make decisions, the followers have corresponding unique solutions;
3. After the lower followers respond, the leader has a unique solution.
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Compared with the above definitions, the existence and uniqueness of Stackelberg
equilibrium solution of microgrid-user Stackelberg game model established in this chapter
are proved:

1. As shown in Formulas (46) and (50), the policy set ΦMGO and ΨUSER are non-null
bounded convex set;

2. As shown in Formulas (52)–(54), each term in SMGO is a linear or constant function
with respect to Pes, buy or Puser, then SMGO is a concave function with respect to Pes, buy
and Puser.

3. As shown in Formulas (51) and (52), UUSER is a continuous function with respect to
Pes, buy and Puser.

5. The Solution Method of Game Model Based on Multi-Population
Genetic Algorithm

The previous chapter analyzed the energy flow relationship between devices in the
microgrid and the optimization functions of various game entities, and established a
Stackelberg game model for the microgrid user. As the function to be solved is a large-scale
linear programming problem, compared to other algorithms, using multiple population
genetic algorithms can effectively reduce the complexity of the solution and improve the
efficiency of the solution.

Genetic Algorithm (GA) is an adaptive global optimization probability search algo-
rithm proposed by Professor Holland in the United States in 1975 that simulates the genetic
evolution of biological organisms in nature. Organisms evolve through heredity, variation,
and natural selection, and genetic algorithms are inspired by Darwin’s theory of natural se-
lection. The solution of the example corresponds to the chromosomes in the genetic process,
and the set of all chromosomes is a population, and the individuals are eliminated between
the populations according to the principle of “natural selection, survival of the fittest”,
and the selection between individuals in the corresponding population is in programming.
Starting from the initialization of the population, the interval judgment of the fitness func-
tion is carried out for each generation of the population, and according to the designed
fitness ratio, the appropriate strategy is selected to select the excellent individuals of the
current population, and the selected excellent individuals are crossed and mutated to form
a new population. Analogous to the evolution process of species, generation-by-generation,
continuously enhancing the fitness of the population until the optimal solution is output
after the desired conditions are completed. Since the genetic algorithm does not rely on
gradient calculation, it has strong robustness and global optimization ability [24,25].

Multi-population genetic algorithm divides a single population into multi-threaded
populations and adds immigration operators. In the evolution process of different popula-
tions, the migration operator introduces the optimal individuals to other populations every
certain number of iterations, which realizes the information exchange between different
populations and the balance of global and local search performance. Secondly, the elite
population is established, and each generation of evolution selects the best individuals of
other populations to join the elite population and save them through artificial selection
operators, and no genetic operation is carried out to ensure that the best individuals are
not destroyed, so all the optimal solutions produced by each evolution can be completely
preserved [26–29]. The simplified process of improvement is shown in Figure 3.

The solution process for the whole game system is as follows:

(1) Initializing the operation parameters of the microgrid and the load data of the user
terminal, and sending the electricity price strategy drawn up by the microgrid to the
lower layer;

(2) Converting the maximum energy consumption benefit of the user terminal into a
negative cost, feeding back according to the pricing signal of the microgrid, and
feeding back the load signal to the upper-level dispatching;

(3) The microgrid solves the objective function through the feedback signal;
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(4) Judging whether the game equilibrium solution is reached, and if so, outputting the
result; otherwise, return to (2) to continue scheduling.

Figure 3. Electricity and gas prices.

6. Example Analysis

6.1. Basic Data

The reaction parameters of each equipment are shown in Table 1. The electricity price
and natural gas price are shown in Figure 3, but considering the price-based user demand
response, the initial tiered price is adopted as shown in Figure 4, and the new demand
response parameter data are shown in Table 2 [30]. The typical electricity load, heat load,
and gas load curves of the multi energy microgrid, as well as the predicted output power
of wind power generation, are shown in Figure 5. Peak and valley time of use electricity
prices are used for billing, with low peak periods ranging from 23.00 to 7.00, flat peak
periods ranging from 8.00 to 11.00 and 15.00 to 18.00. Daytime peak periods are reached
from 12.00 to 14.00, and nighttime peak periods are reached from 19.00 to 22.00.

Table 1. Operating parameters of each device.

Equipment Value Efficiency/Carbon Emissions Quota Value

Carbon capture power plant contribution range/kw·h [0, 200] ηCHP 0.92
The range of thermal power union crew/kw·h [0, 300] ηEL 0.88

Thermoelectrician Unit is a thermal power ratio 1.8 ηMR 0.6
The range of electrolytic tank equipment/kw·h [0, 500] ηHFC 0.85

Methane reaction force range/kw·h [0, 250] εe 0.798
Hydrogen fuel cell contribution range/kw·h [0, 250] εh 0.985

Table 2. Demand Response Related Parameters.

Parameter Name Value Parameter Name Value

Mmin 0.9 εii −0.2
Nmin 0.9 εij 0.033
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Figure 4. Initial electricity price.

Figure 5. Typical daily electricity, heat, gas load forecasting, and wind power output forecasting.

6.2. Game Equilibrium Results

The lowest comprehensive cost of the microgrid is 11,667.044709 yuan, which takes
692.513986 s. Comparing Figure 6a with Figure 6b, the game process between the microgrid
and the user terminal can be analyzed. When the number of iterations is 1–8 times, the
results of the game between microgrid and user do not change, and the microgrid has the
lowest return and the highest user benefit. When the number of iterations is between 8
and 14, the revenue of microgrid gradually increases, and the corresponding user income
gradually decreases. At a time of 15–20 iterations, both microgrid and user benefits remain
the same. When the number of iterations is between 21 and 24, the revenue of microgrid
increases significantly, and the corresponding user revenue decreases sharply. When the
number of iterations is between 25 and 30, the microgrid revenue and user revenue once
again enter a stable state.
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Figure 6. Game equilibrium comparison. (a) Microgrid revenue iteration. (b) User revenue iteration.

The electricity sales plan of microgrid to users obtained by game solution is shown
in Figure 7, and the load after the price-based demand response of the user is shown
in Figure 8. According to Figure 7, it can be seen that the purchase price of microgrid
is lower than the transaction price between microgrid and users at any time, which is
the result of microgrid’s game in order to encourage users to respond and achieve the
optimal overall economic dispatching level. The price signal sent by the microgrid between
12:30–18:00 and 0:00–1:00 and 2:00–5:00 at the peak time of electricity prices continues to
be low, encouraging users to adjust the load during this period. According to Figure 8, it
can be seen that after the introduction of price-based demand response, the user’s load
curve has changed greatly, and the load has been transferred according to the real-time
price adjustment given by the microgrid.

In order to verify the optimization effect of the proposed multi-group optimization
method on the model, the multi-group optimization algorithm (MPGA) is compared with
particle swarm optimization (PSO) and standard genetic algorithm (GA), and the results
are shown in Figure 9.

Figure 7. Electricity sales plan for microgrid users.
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Figure 8. Electricity load of users after electricity price demand response.

Figure 9. Algorithm convergence curve comparison chart.

As shown in Table 3, the total cost of microgrid obtained by MPGA algorithm is 11,
667.04 yuan, which reaches convergence in 31 times. The total cost of PSO algorithm is 12,
306.7 yuan, which reaches convergence in 74 times. The total cost of GA algorithm is 13,
368.8 yuan, which reaches convergence in 87 times. It is proved that the convergence speed
and one-day expenditure cost of MPGA algorithm are the best, and the optimal solution is
due to other algorithms.

Table 3. Comparison of optimization results of different algorithms.

Algorithm
Micro-Net Total

Cost/RMB
Number of
Iterations

MPGA 11,667.04 31
PSO 12,306.73 74
GA 13,368.85 87
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6.3. Optimization of Operation Results

In order to further analyze the impact of price-based demand response on the system,
two comparison scenarios are set up. The carbon transaction cost, carbon emission, electric-
ity purchase cost, gas purchase cost, and total cost of microgrid in different scenarios are
shown in Table 4.

Table 4. Optimization results for different scenarios.

Parameter Consider Demand Response Ignore Demand Response

Carbon emission/kg 4857.90 4733.93
Carbon trading cost/RMB 2303.95 2261.96
Power purchase cost/RMB 3268.39 4046.99

Gas purchase cost/RMB 6094.70 6027.04
Total cost/RMB 11,667.04 12,335.99

As shown in Table 3, compared with not considering demand response, in the scenario
of considering demand response, the gas purchase cost has slightly increased, while the
initial carbon emissions of natural gas related equipment are low, so the carbon emissions
and carbon transaction costs have increased. However, based on a low-carbon model
with a tiered carbon trading mechanism, the cost of electricity and total costs significantly
decrease, but the increase in environmental costs is relatively small and within a reasonable
range. Moreover, considering demand response can enable users to participate in the
response, which is conducive to the consumption of renewable energy. The price is based
on demand response and leads the user to transfer the load, so the power purchase cost
is reduced. Through comprehensive calculation, the total cost of the scenario considering
demand response is reduced, and the goal of economic optimal scheduling of the microgrid
system is achieved.

The equipment scheduling level of the microgrid after considering the demand re-
sponse is shown in Figures 10 and 11, and the equipment scheduling level of the microgrid
without considering the demand response is shown in Figures 12 and 13.

Figure 10. Device operation after demand response. (a) Power balance. (b) Natural gas energy balance.
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Figure 11. Device operation after demand response. (a) Thermal balance. (b) Hydrogen balance.

Figure 12. Device operation without demand response. (a) Power balance. (b) Natural gas energy balance.

Figure 13. Device operation without demand response. (a) Thermal balance. (b) Hydrogen balance.

By comparing Figures 10a and 11a, it can be seen that the energy purchase period,
without considering demand response, is mainly in the peak time of energy consumption,
and the power purchase period in the micro grid scenario after considering demand
response is mainly distributed in the peak and valley time of electricity price. By comparing
the gas consumption of methanation reactions in Figures 10b, 11, 12b, and 13, it can be seen
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that, considering demand response scenarios, it is 26.4% and 16.7% of the gas consumption
without considering demand response scenarios, respectively. Without considering demand
response, methanation reactions account for a larger proportion of the gas consumption.
This is because in this scenario, the microgrid does not consider user load transfer, and
purchases during the low electricity price period for the first step of hydrogen production
from electricity to gas. Therefore, the hydrogen production is more than considering
demand response scenarios, and as a raw material for methanation reactions and hydrogen
fuel cells, it relatively reduces the purchase of natural gas during this scheduling period.

7. Conclusions

This article further rationalizes the configuration of microgrids and analyzes the
respective needs of the two stakeholders, microgrids, and users. Therefore, a low-carbon
economic optimization model for microgrids with a tiered carbon trading mechanism is
constructed to ensure system economy while reducing carbon emissions. In addition, on
this basis, a Stackelberg game model with price-based demand response, led by microgrids
and followed by users, was introduced. The microgrid benefits are determined as the
optimal scheduling of device operation, while the user side benefits are determined as
having the highest energy efficiency, with the lowest cost. Firstly, the three elements and
types of game are proposed, and the applicable game type in this chapter is Stackelberg
game. Secondly, a microgrid user Stackelberg game structure was established, and the goal
of the micro grid game was to achieve optimal operational economy, as well as constraints
due to the consideration of increased demand response. The game goal of the user end
was proposed to maximize revenue, and a satisfaction model including user electricity
consumption and electricity expenditure was analyzed as a constraint to participate in the
game. Once again, a Stackelberg game model was established between the microgrid and
users, and it was proven that there exists an equilibrium solution to the game. Finally,
an example analysis was conducted to verify the feasibility of the model. The specific
conclusions are as follows:

(1) Comparative analysis without considering demand response scenarios shows that the
optimization cost of microgrid operation considering price-based demand response
scenarios has decreased by 5%, which is 668.95 yuan. Among them, the power
purchase cost has decreased by 23.8%, which is 778.6 yuan, the carbon emissions have
increased by 17%, which is 83.96 kg, and the carbon trading cost has increased by
1.8%, which is 41.98 yuan. This proves that the introduction of demand response
can improve the overall economic benefits of microgrids while slightly increasing
environmental costs.

(2) After considering demand response, the selling price of microgrids is always lower
than the purchase price from the distribution network, and the price reduction rate is
relatively high during the initial load valley, encouraging users to adjust their load
during the time period. After the demand response, the user’s load curve underwent
significant adjustments and transformations, and the corresponding load transfer
was carried out according to the price signal of the microgrid, achieving the expected
“peak shaving and valley filling” effect of microgrid scheduling.

(3) In the microgrid scheduling scenario considering price-based demand response, the
electricity purchase period is mainly distributed during the low and flat peak periods
of tiered electricity prices. Due to the transfer of user load, the energy pressure caused
by user load is reduced.
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Glossary

Symbol Meaning
Pg,buy Gas purchases
Pe,.buy Purchase electricity
λe Power-hungry devices
λg Air consumption equipment
QPGU

CO2
The amount of CO2 emitted by coal-fired power plants

QCCS
CO2

The amount of CO2 captured by the carbon capture equipment
εe Unit electrical power
εx Carbon allowances per unit of power consumed by different devices
CCO2 Carbon trading costs
E Net carbon emissions of the system
i Equipment options, including cogeneration units, gas-fired boilers, and coal-fired

power plants
N Total number of devices
λ Price growth rate
l The length of the interval
c Carbon trading base price
F Minimum operating costs of the system
CPGU Fuel costs
Ce, buy Electricity purchase costs
Cg, buy The cost of purchasing gas
Pg, buy Overall system air consumption
ce Real-time electricity prices
cg Real-time gas prices
T Take 24 h
PWT(t) Wind energy output power
PCHP(t) The power output of the cogeneration unit
PSB, dis(t) Discharge power of power storage equipment
PHFC, e(t) Hydrogen fuel cells produce electricity
Pload(t) Electrical load
PSB, chr(t) The amount of charge of the storage device
HCHP(t) Combined heat and power unit thermal energy output power
HGB(t) Gas boiler heat generation
HTS, dis(t) Heat release from heat storage equipment
HTS, chr(t) Heat storage equipment stores heat
HLoad(t) Heat load
Gbuy(t) Gas purchases
GES, dis(t) Air receiver outgassing
GMR(t) The amount of CH4 produced by methanation in power-to-gas technology
Gload Gas load
GES, chr(t) Gas storage capacity for gas storage equipment
GCHP(t) Air consumption of a cogeneration unit
GGB(t) Gas boiler units consume natural gas

PEL, H2 (t)
The amount of hydrogen produced by the electrolyzer in the first step of
electro-to-gas
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PHS, dis(t) Hydrogen storage equipment storage capacity
PH2, MR Hydrogen consumption in methanation reactions
PH2, HFC Hydrogen fuel cell hydrogen consumption
PHS, chr(t) The amount of hydrogen released by hydrogen storage equipment
Pmax

PGU Upper limit of coal-fired unit output
Pmin

PGU Lower limit of coal-fired unit output
ΔPmax

PGU The maximum uphill climbing power of coal-fired units
ΔPmin

PGU Maximum downhill climb power of coal-fired units
ΔPPGU The amount of power change
PPGU(t) t time coal-fired unit power
PPGU(t− 1) t− 1 time coal-fired unit power
Pmax

CHP, e Upper limit of electrical output of cogeneration units
Pmin

CHP, e Lower limit of electrical output of cogeneration units
Hmin

CHP, h Lower limit of thermal output of cogeneration units
Hmax

CHP, h Upper limit of thermal output of cogeneration units
ΔPmax

convert, e The maximum upward climb power of the cogeneration unit
ΔPmin

convert, e Maximum downhill climb power of cogeneration units
ΔPconvert, e Maximum downhill climb power of cogeneration units
Pconvert, e(t) The electrical power of the cogeneration unit after conversion at time t
Pconvert, e(t− 1) The electrical power of the cogeneration unit after conversion at time t− 1
Pmax

EL, H2
The upper limit of hydrogen production capacity of the electrolyzer

Pmin
EL, H2

The lower limit of hydrogen production by the electrolyzer
Gmax

MR The upper limit of the amount of CH4 resulting from the reaction
Gmin

MR Lower limit of the amount of CH4 resulting from the reaction
ΔPmax

EL, H2
The maximum uphill climb power of the electrolyzer

ΔGmax
MR The maximum uphill climb power of the methanation reaction

ΔPmin
EL, H2

Maximum downhill climb power of the electrolyzer
ΔGmin

MR Methanation reaction maximum downhill climb power
PEL, H2 (t) The amount of power change in the electrolyzer
GMR(t) The amount of change in methanation reaction power
PEL, H2 (t− 1) Electrolyzer power at t− 1 time
GMR(t− 1) Methanation reaction power at time t− 1
Hmax

GB Upper limit of gas boiler output
Hmin

GB Lower limit of gas boiler output
ΔHmax

GB The maximum upward climbing power of the gas boiler
ΔHmin

GB Maximum downhill climb power of gas boilers
ΔHGB The amount of change in power
HGB(t) Gas boiler power at time t
HGB(t− 1) t− 1 time gas boiler power
Pmax

HFC, e Upper limit of hydrogen fuel cell output
ΔPmin

HFC, e Hydrogen fuel cell minimum uphill climb power
ΔPHFC, e The amount of change in power
PHFC, e(t) The power of the gas boiler at the time t
PHFC, e(t− 1) The power of the gas boiler at the time t− 1
Ces, buy The cost of purchasing electricity to the upper grid in the game model
Ceu, sell The electricity price revenue sold by the microgrid to the user
Cgs, buy The cost of purchasing gas
CCO2, s Carbon trading costs in game models
ees, buy The unit price of electricity sold in the distribution network
eeu, sell Electricity purchased by the microgrid
Pes, buy The electricity purchased by the user is sold by the microgrid
Puser The amount of power after the user responds

Pmin
es, buy

The lower limit of the amount of electricity that the microgrid purchases from the
distribution grid

Pmax
es, buy

The upper limit of the amount of electricity that microgrids can purchase from the
distribution grid
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emax
eu, sell The upper limit of the electricity price that microgrid can sell to users

emin
eu, sell The lower limit of the electricity price sold by the microgrid to the user

PCHP(t) The output power of the electrical energy of the cogeneration unit
PSB, dis(t) The discharge power of the power storage device
PHFC, e(t) The power generation of hydrogen fuel cells
PSB, chr(t) The power to charge the storage device
ΔPuser, t Changes in user electricity consumption before and after demand response
P0

user, t The user’s electricity consumption before the demand responds
P0, max

user, t The upper limit of the demand response preload value
P0, min

user, t The lower bound of the demand response preload value
Pmax

user, t The upper limit of the demand response afterload value
Pmin

user, t The lower bound of the demand response afterload value
CUE User’s interests
α User energy preference coefficient
Mmin The lower limit of user satisfaction with electricity consumption
P0

user Electricity consumption by users before demand response
Nmin Minimum consumer spend satisfaction
Φx Optimal operation scheme of microgrid
Ψy Optimal response on the user side
Φ∗n−x Other strategies except Φx
Ψ∗n−y Other strategies except Ψy
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Abstract: Friction parameters such as the angle of internal friction and the external friction of soils
(bulk materials) show the possibilities of further material use. These are, for example, possibilities for
soil processing, handling, and storage. The determination of friction parameters is usually carried
out under laboratory conditions. For the possibility of determining the properties of soils outside the
laboratory in terms of immediate material response, a laboratory prototype was developed. The main
objective for its development was to determine the effect of the shape of the friction surface when
“sliding” on the soil. This was achieved with the help of validation equipment designed to measure,
test, and validate the processes of raking, material piling, material transfer and removal, and tool
movement or sliding on or in a material. It was found that by using an appropriate speed and normal
load, the Jenike method can be applied to determine the angle of external friction over a shorter
distance with an error of about 6–7.5% from the values measured on a calibrated shear machine. The
results also showed that the method can be applied to detect the shear stresses that arise when a tool
is plunged into a material, and thus predict the possible increase in energy loss during the process.

Keywords: innovative device; development; external friction; bulk material; soil

1. Introduction

For the transport, handling, processing, storage, and other processes with soils (bulk
materials), it is important to determine the mechanical and physical properties. These prop-
erties are determined primarily to predict the process behavior of bulk/particle materials
and to possibly find the critical points, of both a given equipment and the critical conditions
of the bulk material [1]. In some cases, the mechanical properties, transport, and storage of
the material can be improved by the slight addition of a suitable additive [2–4]. In others,
pretreatment of the material, such as milling, to change the behavior of the process [5]
or pre-homogenization of alloys to improve their mechanical properties [6] are sufficient.
The selected properties are measured mainly in accredited laboratories on standardized
equipment under laboratory conditions. However, many times these properties do not
correlate with the properties of the material in its raw state, which is also closely related
to the place of collection. It is important to observe the sampling method of the different
samples and also to determine the possible sampling error rate [7]. Measuring the me-
chanical and physical properties of soils in real conditions is difficult due to environmental
influences such as rain, sun, wind, and temperature. Sample deterioration occurs during
collection and transport. The sample should have the same characteristics as when it was
collected. Loose material can degrade, change temperature, absorb moisture, or become
soft or compacted if improperly transported and stored [8]. A sample so affected may not
have the same properties as when it was collected. It would be appropriate to measure the
parameters at a given location and under given conditions (climatic, stress, and dynamic
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effects), which is only possible when portable equipment is available [9–11]. For soil shear
tests, a simple portable device has been developed to determine friction parameters in clay
soils under different climatic conditions [12]. The device works on the principle of pushing
the measuring head into the soil, and when the desired value of the normal load is reached,
the shear head rotates at a defined depth. For accurate determination of the properties
of soils, bulk materials, or other powders under realistic conditions, this approach is the
right choice.

The friction parameters (angle of internal friction and external friction) of the soils
affect all processes where the soil is further manipulated. They are important indicators of
possibilities for material use in a multitude of applications [13–16]. Friction parameters af-
fect both the life of the tools in contact with the soil and the soil itself, in the form of possible
intoxication by residues resulting from wear or degradative reactions in the soil. Experience
shows where it is essential to determine the necessary parameters on site [17,18]. These
include field experiments in snow conditions, where portable instruments can determine
the instantaneous cohesion of the snow. This can be used to analyze how cohesion and
friction affect the increase in avalanche pressure. Therefore, portable devices that determine
the angle of external friction are very important with respect to the instantaneous response
of the material. Therefore, this study focuses on the development of such a device that
determines the external friction angle based on the dynamic motion and response of the
tool. Similar issues are also being addressed by ski manufacturers. It is necessary to know
the reactions and interactions that occur between the ski motion and the snow [19,20].

This study consists of several parts. First, the validation system (device) on which the
measurements were performed and its calibration and methodologies are described. Of
course, a characterization of the bulk material used is presented. In order to ensure accurate
measurements, the calibration of the process under static as well as dynamic loading was
performed and is described below. The experiment itself, where a set of determinations
was carried out to analyze the possibility of determining the friction parameters of the
soils, was carried out and is described in detail on two different soils and at three working
speeds. The initial shear stress and the partial reaction of the material as the tool (friction
surface) moved within it were monitored in the measurement line. The final part of the
paper is devoted to a discussion of the above-mentioned issues.

2. Materials and Methods

This study describes the design of a device for determining the dynamic frictional
properties of a soil. It highlights the problem of the sliding of a solid body over the soil and
the effect of increased wall friction when the tool penetrates the soil under the application
of a specified normal load.

2.1. Materials

The soil type was determined using the composition and particle size of the coarse
sandy soil (>0.6 mm to 2 mm) according to the norm CSN EN ISO 14688-1 [19].

Two samples with different fractions were used in the study. Silica sand with a grain
size of 0.3–1 mm (sample 1) and silica sand with a grain size of 1.4–2 mm (sample 2)
were measured. PLA filament was used as the contact material, which was used in the 3D
printing of the tool. The active parts of the tools were smoothed/sanded after printing (with
120 grit sandpaper). Other materials used were aluminum (strain gauge, validation device
frame), clear polycarbonate (plastic plates), steel (rails, guides, fasteners), and chipboard
(dividing plate, bottom). The following parameters were measured: angle of external
friction, bulk density, volume density, and particle size distribution.

2.2. Devices

In this study, five devices and measurement methods were used to measure the
mechanical and physical properties of the bulk material. A Jenike shear tester was used
to measure the angle of external friction of the bulk material (Figure 1). The volume
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density of the bulk material was measured using an Anton Paar gas pycnometer, type
Ultrapyc 5000 [21,22]. The bulk density was measured via an experiment of pouring bulk
material into a measuring cylinder [23] and the particle size distribution was measured on
a Camsizer particle size analyzer [24].

 

Figure 1. Jenike shear tester.

An alternative way of measuring the friction parameters and the penetration of the
tool into the bulk material was measured on a validation system for pulling and pushing
tools (hereafter validation system, Figure 2). Also, the apparatus was used to dynamically
run the system. The validation system was patented by the VSB—Technical University of
Ostrava [25].

 

Figure 2. Validation system, (a) axonometric view, and (b) details of the device for alternative
measurement of friction parameters.

The Jenike shear tester [26,27] uses the rectilinear movement of the measuring cell
with the measured bulk material to determine the shear stress between the bulk material
and the friction surface (angle of external friction). During the measurement, the bulk
material is loaded into the shear cell/ring (I). The cell/ring (I) is then placed on the contact
material (II) (shear surface of the tool). A lid (III) is placed on the bulk material, which
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is placed in the cell/ring (I), and contains a spike on the top. This spike is used to place
a holder (IV) on which a weight (V) is placed to apply a normal load. The piston (VI)
produces a straight-line movement, which is transferred to the lid (III) and cell/ring (I) via
the tensiometer (VII) and thorn (VIII). The shear stress is measured using a tensiometer
(VII). The normal and friction parameters are then entered into tables and evaluated by
linearizing the set of measurements and reading the angle of the linearized curve and the
horizontal axis of the graph. The working speed of the Jenike shear machine used in our
laboratory is v = 25 mm min−1 and the volume of the shear cell/ring is S = 6.78 × 10−3 m2.
Normal tension was induced using 1–4 weights with a weight of 4.4 kg per weight.

The Anton Paar gas pycnometer Ultrapyc 5000 (Anton Paar GmbH, Graz, Austria) is a
device for measuring the real/volume density of solid porous and bulk materials. It works
on the principle of measuring the volume of a gas (most commonly helium) [28].

The validation system is primarily designed to provide the necessary data in the areas
of material raking, material piling, material transfer and removal, and tool movement or
sliding on or in a material. Figure 2 describes the validation system, which consists of a
support structure (I) composed of aluminum profiles and clear polycarbonate plates, an
adjustable bottom (II), a linear guide (III), and a drive (IV). The linear guide (III) consists of
the travel (V), the threaded rod TR40x7 (Libor Muron PERFEKT, Ostrava, Czech Republic)
(VI), and the guide rods (VII). A weldment (VIII) is attached to the travel (V) using fasteners,
to which the flange carriage with ball guide HGW 45HC Z0H (HIWIN s.r.o., Brno, Czech
Republic) (IX) is attached in the same way. The T-rail HIWIN HGR45T-0364 (HIWIN s.r.o.,
Brno, Czech Republic) (X) is inserted through the groove of the ball guide. A holder (XII) is
attached to the head of the rail (X) by means of a rod (XI), on which a weight (XIII) is placed.
A diaphragm force transducer (MEG30, 500 N, MEGATRON, s.r.o., Prague, Czech Republic)
(XIV) is placed at the foot of the rail (X), on which is the skid/tool (XV). The normal load on
the bulk material was set at 1–4 weights (XIII) (where one weight has a mass of 4.4 kg). In
addition, a digital caliper (HMB Machines, Moordrecht, The Netherlands) (XVI) is attached
to the device, where the values can be read from the panel (XVII), which is located on the
travel (V). The drive (IV) is started using the Sinamics G110 AIN frequency converter.

After the drive (IV) is put into operation, the threaded rod TR40x7 (VI) starts to
rotate. Using the RT40x7 nut, which is located in the linear guide (III), the rotary motion
is converted into a straight-line motion. The linear guide (III) then moves back and forth
in the axis of the threaded rod TR40x7 (VI). This motion is transferred from the weldment
(VIII), the ball guide HGW 45HC Z0H (IX), the T-rail HIWIN HGR45T-0364 (X), and the
diaphragm force transducer (MEG30, 500 N) (XIV) to the tool (XV), which moves parallel
to the axis of the threaded rod TR40x7 (VI).

Figure 3 shows the basic geometrical parameters of the experiment, the length of the
tool movement, its direction of movement, and the height of the material in the validation
device. Three working speeds were used for the experiment. The tool start-up length was
then run between points A and B and the measurement itself was run between points B
and C.

The active element of the experiment that is in contact with the soil is the tool shown
in Figure 4a. To maintain the same height and level of the soil, a raking plate was created
(Figure 4b).

The steady-state shear friction values were then evaluated and read using a strain
gauge attached to the tool.

For accurate measurement values, it was important to determine the individual
weights of the components in the unfolded state (Mettler Toledo PG5002-SDR scale,
Greifensee, Switzerland), as well as the weight of the overall assembly as a dynamic
system. The actual weight of the dynamic motion was determined using a gauge created
for this dynamic motion (Figure 5). On the ball guide rail (IX), the gauge structure (I)
(made of aluminum profiles) was placed for dynamic operation, to which a diaphragm
force transducer (MEG30, 500 N) (II) was attached in the lower part by means of a screw
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(III). The dynamic effects of motion and load acting on the rail (V) are transmitted to the
diaphragm transducer (II) by means of a pin (IV).

 
Figure 3. Basic geometric parameters for experimental measurements, trough width, wall height,
height of material in the trough, direction, and length of movement (mm).

 

Figure 4. (a) Tool geometry, (b) rake plate geometry (mm).

During motion, the diaphragm transducer (III) senses the dynamic effects and normal
forces that were inferred from the experiment from the movement over the soil. Measure-
ments were made for the unloaded system and with weights 1–4.

The theoretical speed of the tool movement was set using the current frequency f [Hz]
on the frequency converter (Siemens SINAMICS G110, SIEMENS, Munich, Germany). This
value was calculated using the measured revolutions nm (rpm) read by a revolution sensor
(Voltcraft, DT-30LK, Conrad Electronic SE, Hirschau, Germany) on the shaft with thread
pitch p (m) of the TR40x7 lead screw. The theoretical velocity vt was then determined using
Equation (1).

vt = nm·p [m·s−1] (1)

where p is the pitch of the lead screw and nm is the measured revolutions of the lead screw.
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Figure 5. Equipment for measuring dynamic effects.

The measuring tools were 3D-printed with fused filament fabrication (FFF) on a Prusa
I MKS3 printer (Prague, Czech Republic), and the filament used was PLA produced by
Prusament. The printing method used was FFF, which uses a hot–cold–hot environment.
The 3D printer head scoops and melts the PLA wire and deposits individual layers of
material onto a pre-heated bed, where they are cooled to form the desired tool shape. This
leads to better mechanical properties, where the adhesion between layers is strengthened,
and prevents warping and curling of the printed parts. The G-codes for the prints were
sliced in PrusaSlicer version 2.3.0 with a layer height of 0.20 (mm). The fillers were set at
20%. The filling pattern was chosen to be gyroid except for 100% of the filling, which is
forced rectilinear. The PLA tools were printed at an extrusion temperature of 210 ◦C and a
bed temperature of 60 ◦C.

2.3. Methods

This study is based on Jenike’s method for determining wall friction. Iqbal T. [29],
Chen P. [30], and resp. Teunou E. [31] describe the standard procedure, cell dimensions,
loads, and conditions for measurement and evaluation using the Jenike method. On this
basis, an innovative alternative method has been developed where, unlike the existing
method, the friction surface (tool surface) moves over the bulk material, at a higher speed
and on a longer trajectory.

The required soil (approximately 65–70 kg) was first loaded into the validation device.
The surface of the soil was then leveled to the desired height using a rake plate (used before
each measurement to compare the surface of the soil and to keep the material at the same
height). Next, a diaphragm force transducer (MEG30, 500 N) and a skid/tool were attached
to the rail. Before the actual slipping/sliding process of the skid/tool on the soil, the skid
was carefully and slowly placed on the soil. Then, the diaphragm force transducer (MEG30,
500 N) was reset, and the measurement started.
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During calibration, the diaphragm force transducer (MEG30, 500 N) was placed firmly
on a stable nonmoving frame and successively loaded with 1 to 4 calibrated weights. It
was then calibrated to these values using DEWESoft 7.1 software.

The normal forces were measured using a diaphragm force transducer (MEG30, 500 N),
which was attached to the dynamic effects measuring device. These forces were induced
by a weight placed on the bracket while the device was moving (Figure 5).

To determine the initial shear stress, the tool was in position A (Figure 3). Then,
a normal load was applied to the tool using weights. After placing the weights on the
holder, the diaphragm force transducer (MEG30, 500 N) was reset to zero. The device was
then put into operation. The force against the sliding motion of the tool on the soil was
measured using the diaphragm force transducer at the distance between points A and B
(Figure 3). The average steady-state values were then used in the evaluation. The data
were entered into tables and graphs. Measurements were made for 1–4 weights. These
values were compared with the angle of external friction measurements using Jenike’s
straight-line method.

To ensure the same conditions for the next experiment, we proceeded as follows: The
tool was placed on the soil at point A (Figure 3), the diaphragm force transducer was then
reset to zero. The device was put into operation and set into motion. Without weights, the
slide moved to point B. Once the tool passed point B (Figure 3), 1–4 weights were added
to the bracket. The measurement section then ran between points B and C in Figure 3. At
point C, the measurement was stopped.

The forces resisting the movement of the skid over the soil were sensed using a
membrane force transducer. The DEWESoft measuring system was used for the evaluation.

The result was data that determined the magnitude of the resistance of the skid against
movement on the soil at the chosen normal load. All experiments were performed 10 times
due to possible errors and dynamic shocks. Inaccurate values were then remeasured, and
the resulting data were statistically evaluated.

When comparing the data from the experiment and the data measured on the cali-
brated device, statistical evaluation method xs [-] Equation (2) was used to determine the
percentage deviation of the experiment from the measurements on the calibrated device.

xs = ABS
((

Xexp

Xkal
·100

)
− 100

)
(2)

where Xexp [-] is the parameters measured in the experiment on the validation device and
Xkal [-] is the parameters measured on the calibrated devices.

3. Discussion and Results

In this section of the article, we will discuss the measured parameters of the soil
and the results of the process of the tool sliding on the soil, the overall evaluation of the
experiments, and the determination of the deviations and measurement errors. From
the measured data, the deviations in the theoretically calculated and measured basic
parameters were compared and determined. All parameters were statistically evaluated
and are presented in the table and graphs below.

3.1. Characterization of Soil Using Standardized Methods

The following parameters were measured to compare the results and individual
dependencies: particle size distribution, volume weight, bulk density, angle of external
friction, and angle of repose (Table 1). These parameters were measured at BSC (Bulk Solid
Center), Czech Republic, VŠB TU-Ostrava, CENET.
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Table 1. Average values of the determined basic parameters.

Parameter
Value

Sample 1 Sample 2

Particle size
distribution x (mm)

Q3_10 (%) Q3_50 (%) Q3_90 (%) Q3_10 (%) Q3_50 (%) Q3_90 (%)

0.45 0.66 1.13 1.47 2.01 2.45

Volume weight
ρv (kg·m−3) 2.64 2.64

Bulk density
ρs (kg·m−3) 1.49 1.51

Angle of external
friction ϕe (◦) 26.74 25.4

Angle of repose
Ψs (◦) 36.91 38.8

3.2. Basic Parameters of Experimental Measurements of Dynamic Friction Parameters

First, it is important to point out the difference between the theoretical calculation
and the experimental measurement. It is important to identify the difference and thus the
possible bias for the theoretical calculations. The two values will always be different; this
can be caused by many parameters, such as an inappropriate choice of drive, resistance to
movement in the movement screw, a not-strong-enough device for the rail attachment, or
dynamic shocks in the system.

This section contains all the necessary theoretical, calculated, and experimental basic
parameters. These are mainly the parameters of the frequency converter, drive, screw line,
rotational speed, and feed rate (Table 2), and also the normal loads, component weights,
and frequency sensing parameters. The parameters were experimentally determined to be
smeared for the smooth running and calibration of the measuring experimental device of
tool sliding on the soil.

Table 2. Average measured line speed vv.

Parametr
Frequency on the Inverter

5 Hz 10 Hz 15 Hz

Average angular speed
141.49 288.62 436.64on threaded rod (rpm)

Average linear line
0.017 0.034 0.051speed (m·s−1)

The frequency converter was used to set three transport speeds for frequencies (5 Hz,
10 Hz, 15 Hz). The speed of the screw line was read using a Voltcraft DT-30LK laser
tachometer, directly on the threaded rod. The measured speeds for each frequency are
shown in Table 2. Equation (1) was used to calculate the transport speed.

The individual components of the dynamic system were considered both individually
and as a whole. They were also weighed both statically and dynamically in motion. The
weights of the individual components of the linear-line travel (Figure 2b) are as follows:
The rail weighs 3.81 kg, the diaphragm force transducer XIV 0.04 kg, the weight holder and
axle XI and XII 0.42 kg, the drop/height device 0.14 kg, the slide/tool XVI 0.12 kg, and the
weight XIII 4.43 kg. Subsequently, the total weight of the moving unit was determined for
weights 1–4. As the rail moves in the line, there is friction and consequently a loss of normal
load. The theoretical static loads and a comparison of the weights of the components
individually weighted and weighted in the guideway are shown in Table 3. The in-line
parameter is the weight of the moving components in the normal direction stored in the
line on the validation device.
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Table 3. Comparison of weights: individually weighted and weight in the guideway.

Parameter
Number of Weights

1 2 3 4

Individually weighted (kg) 8.95 13.37 17.8 22.22
Weight in the guideway (kg) 7.58 11.85 16.19 20.47

Decrease S (%) 15.32 11.38 9.07 7.88

Therefore, it can be predicted that the resistance of the ball guideway at rest absorbs
approximately 8 to 15% of the applied normal load. The weight in the guideway’s mean
absolute deviation (MAD) ranged from 0.06 kg to 0.12 kg, the root mean square error
(RMSE) ranged from 0.45 kg to 0.98 kg, and the coefficient of determination (R-squared)
was 1.

3.3. Calibration of a Strain Gauge for Measuring Shear Parameters

The calibration of the diaphragm force transducer (MEG30, 500 N, Figure 2 (XIV) and
5 (II)) was carried out by successively loading the strain gauge with four weights from
4.43 kg to 17.6 kg. A holder was attached to the strain gauge for firm fixing. The measuring
system and DEWESoft software were used for the evaluation. The values were read after
the load curve had stabilized. This calibration was performed for both the strain gauge
used for the shear readings and the strain gauge used on the device to read the dynamic
effects during motion. The strain gauge was reset before each measurement (Figure 6).

 
Figure 6. Calibration graph of diaphragm force transducer (MEG30, 500 N).

It was found that the deviation of the strain gauge from the real weight increases with
increasing load, up to a maximum of 2.35%. MAD ranged from 0.06 N to 0.12 N, RMSE
ranged from 0.09 N to 0.43 N, and R-squared was 1. The calibration of the strain gauge
was successful.

3.4. Measurement of Weighted, Static, and Dynamic Normal Loads

The average shift times were 5 Hz/48 s, 10 Hz/23.80 s, and 15 Hz/15.53 s. For accurate
measurements at such a dynamic motion, it was important to set and evaluate the normal
load for our chosen parameters of tool movement over the soil. Therefore, four normal
loads were compared, and different dynamic effects were applied in each.

Normal loads were compared, with loads applied to the soil from the rail (X), the
diaphragm force transducer (XIV), the weight holder and axis (XI, XII), and the equipment
for determining draft/height and weight; see Figure 5.

The normal load was measured in three ways: (I) The individual components were
measured separately. The end weight was obtained by summing the partial values
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(weighted). (II) The second method was static weighting of the normal load, where the rail
was placed in the line and loaded. The values were read using a calibrated balance directly
on the equipment (static, see Section 3.2). (III) The third method was the reading of the
normal load using a dynamic effect measuring device (Figure 5). The normal load values
were read in straight line motion for 3 speeds of the screw linear guideway (Dyn. 5 Hz,
Dyn. 10 Hz, Dyn. 15 Hz). For all three methods of reading the normal load, 1 to 4 weights
were used. The resulting data are shown in Figure 7.

 
Figure 7. Comparison of weighted (I), static (II), and dynamic (III) normal loads.

For the values read statically (II), it is clear that the rail guide absorbs part of the
normal load. For the data readings of the linear guideway motion (III), the normal load
gradually increases compared to the static load to values equal to the weighted component
data (I). For this experiment, this is the ideal condition where the losses that occurred in
the static method (I) disappear. MAD ranged from 0.07 kg to 0.13 kg, RMSE ranged from
0.11 kg to 0.45 kg, and R-squared was 1.

3.5. Determination of Shear Parameters of Soils on a Validation Stand

When measuring the shear parameters, emphasis was placed on three important
values. The first was the initial shear stress at start-up, the second was the shear stress
generated between the soil and the tool after start-up, and the third was the steady-state
shear stress after the measurement distance had been completed. As the tool sank/was
immersed into the soil, it was important to account for the increasing cross-sectional area
through which the tool was sliding on the soil.

When sensing the movement of the tool on the loose material, it was found that the
tool came into contact the soil with an area of S1 = 0.024 m2 during the start-up, and after
the start-up distance it sank by the measured value hx, and therefore exerted an average
shear area Sx = 0.0265 m2. After traveling the measured runway, it sank to such an extent
that it exerted a full shear area, and therefore a maximum shear area of S2 = 0.03 m2 was
calculated at the end of the measurement.

Several sets of measurements were made. The first set (a) was for initial shear friction
and angle of external friction, and the second set (b) was for steady-state shear forces
during motion.

A total of 15 measurements were evaluated for each speed (5 Hz, 10 Hz, 15 Hz) and for
individual weights (1–4 weights). Subsequently, erroneous measurements with interfering
elements or fluctuations were removed. For illustration, Figure 8 shows the evaluation of
the shear force data, induced by 1 weight at 10 Hz speed. In the results of this measurement,
measurement numbers 6, 10, 11, 12, and 15 were removed due to measurement deviations.
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Figure 8. Shear stress versus time for 1 weight at 10 Hz.

Subsequently, the values of the 10 measurements were evaluated and entered into
curves. For the given normal stresses, the given shear stresses were determined. For this
example, the average value of the steady-state shear stress is 1.86 kPa.

For the first set of measurements (a), the initial shear stress, the tool was placed on
the soil. It was then loaded with the required number of 1–4 weights and the strain gauge
was set to zero. After starting, the shear force of the tool was then read. This was carried
out for three transport speeds (5 Hz, 10 Hz, 15 Hz). The parameters were evaluated, and
the initial shear stress and the angle of external friction when the tool was run over the
soil were determined (Figure 9). This angle was then compared with the angle of external
friction, which was determined via Jenike’s method.

 

Figure 9. Evaluation of the initial shear stress for 2 tested materials and 3 transport speeds.

The second experiment (b) was performed as follows: The tool was placed on the soil,
and the strain gauge was set to zero. The run-up of the device was carried out without
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weights, and these were added after traveling the run-up distance, which is 0.1 m (AB,
Figure 3). Subsequently, the required number of weights was added, and the tool moved
along the entire measuring path, which has a length of 0.8 m (BC, Figure 3). Measurements
were taken for each speed (5 Hz, 10 Hz, 15 Hz) and the required number of weights 1–4
(Figure 10).

 
Figure 10. Evaluation of dynamic shear stresses for 2 tested materials and 3 transport speeds (start
and end).

The points were interspersed with linear regression. The angle of external friction is
defined as the angle given by a linear line with the x-axis Table 4.

Table 4. Evaluation of the angle of external friction (◦) for 2 tested materials and 3 transport speeds.

Transport
Speed

Beginning Start End

Sample 1 Sample 2 Sample 1 Sample 2 Sample 1 Sample 2

5 Hz 23.89 22.53 23.68 24.26 30.29 30.45
10 Hz 22.28 21.57 24.18 24.11 29.22 29.05
15 Hz 23.67 22.41 23.50 23.65 29.46 29.18

The measurement error variances were as follows: MAD was in the range of 0.67 N
to 1.28 N; RMSE increased with the length of the offending path, at the beginning 0.59◦ to
1.01◦, at the start 2.46◦ to 2.75◦, and at the end 6.5 to 6.68◦; and R-squared was in the range
of 0.990 to 0.999.

3.6. Comparison and Evaluation of Measured Data and Experiments

After determining these parameters, it was predicted that the dynamic motion would
affect the normal load. For this reason, a device was constructed to measure the dynamic
effects (Figure 5). Both the dynamic effects measurement device and the validation system
used (Figure 2) contain a diaphragm force transducer. Its accurate calibration was there-
fore crucial to the study. The calibration was carried out through successive loading of
1–4 weights. Then, these measured parameters were compared with those weighed on a
calibrated Mettler Toledo PG5002-SDR balance. A comparison of the individual values can
then be seen in Figure 6, where it can be seen that the measurement inaccuracy increases as
weights are added gradually, up to a maximum of 2.35% of the calibrated measurement.
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After calibration of the membrane force transducer on the validation and dynamic
effects measuring device, it was possible to determine the dynamic effects of moving
materials in motion. The speed of the moving linear line was determined according to
the frequency applied in the frequency converter (5 Hz/0.017 m·s−1, 10 Hz/0.034 m·s−1,
15 Hz/0.051 m·s−1). The values of different measured normal loads are shown in Figure 7
for comparison. Here, it can be seen that the dynamic motion for the frequency of 10 Hz
is closest to the weighted values, with a maximum deviation of 1.31% from the values
measured on the calibrated balance.

To determine the initial shear stress, the first seconds of tool movement over the
soil were evaluated at a given normal load (1–4 weights) and at three transport speeds.
Figure 10 shows the linear interleaving of the points and a comparison of the different
sets of measurements for 1–4 weights, the three transport speeds, and the two materials
tested. The angle formed by the trend line and the x-axis then gives the given friction angle.
The friction angle read at speed 2 with a frequency of 10 Hz agrees with the calibration
measurement using the Jenike shear machine with the smallest deviation for both samples
tested, with differences of 7.5% for sample 1 and 5.9% for sample 2.

The subsequent set was based on the addition of weights during the measurement
and the shear stress response as the tool moved over the soil from location A to location B
(Figure 3). To ensure repeatability and the same operating conditions in the experiment,
the unloaded tool with the rail was placed on the soil. After resetting the strain gauge, the
rail was put into a straight-line motion where it moved from point A to point B (Figure 3).
In this way, identical initial measurement conditions were achieved. After passing through
the AB path, the required number of weights (1–4 weights) was added. The tool traveled
along the path BC (Figure 3), where the response of the tool movement over the soil was
measured at a given normal load.

Table 4 evaluates the angles of external friction for the beginning shear stress, and
the start and end of the measurement under dynamic normal loading. If we consider
past measurements, the result was that the most effective tool movement speed was at
10 Hz. Therefore, the percentage difference from the initial stress at the beginning of the
experiment was higher by 8.5% and 11.8% for sample 1 and sample 2, respectively. For the
final phase of the experiment, the measured percentage deviation from the initial tension
was 31.1% higher for sample 1 and 34.7% higher for sample 2.

Such a rapid increase in shear friction was caused by a negative phenomenon that
occurred when the tool was sheared over the soil. As the tool moved, it gradually sank/was
immersed into the soil. The tool pulled the soil in front of it, and thus more forces were
exerted on the tool against the movement. This phenomenon resulted in larger shear
cross-sections of the tool.

4. Discussion

This research has shown that by using appropriate input parameters, the initial shear
stress/external friction can be determined and then this theory can be applied and used
to determine the possible increase in shear stress when the tool is immersed in the soil.
Based on this finding, further experiments will be carried out to allow a wider application
of this measurement method and the subsequent development of a measurement system
to determine the mechanical and physical properties of soils as a function of external
conditions. This can make the transportation, treatment, and processing of soils more
efficient in many industries. By measuring these parameters on site, sampling is avoided
and degradation during transport to the laboratory is prevented.

Shear stress measurements have been found to be extremely dependent on the shear
area. Therefore, a follow-up study is proposed to evaluate the relationship between fric-
tional surface area and particle grain size and the effect on frictional parameters. In this
way, we will be able to better understand the frictional properties of the frictional surface
on the soil and derive frictional parameters more accurately. Evaluation of tool penetration
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into the bulk material or prediction of tool resistance/wear during movement in soil will
also be part of future research.

5. Conclusions

This study was designed to validate the theory for the design of a device measuring
basic friction parameters for subsequent possible alternative uses and applications. The
theory is based on the Jenike shear test, which is most commonly performed under labora-
tory conditions. However, sometimes it is preferable/desirable to measure the material
directly at the place of occurrence/sampling. For this reason, the dynamic motion of the
tool on the soil (coarse sand soil) was tested and then compared with the measurement on
the calibrated device.

The basic parameters such as the basic geometric dimensions of the trough (Figure 3),
the tool, or rake plate (Figure 4) help to prepare the measurement, as well as the average
angular velocity and the average linear conduction velocity at the inverter frequencies
of 5 Hz, 10 Hz, and 15 Hz (Table 2). The required weights of the individual moving
parts were determined. These parts were weighed both individually and as a whole on a
calibrated balance. It was important to weigh these parts once already placed in the line.
By comparing individual values for different loads, it was found that the lines in which
the moving parts are placed absorb approximately 8% to 15% of the applied normal load
(Table 3).

The motion of the device was dynamic. Therefore, it was checked whether dynamic
shocks would not be generated when the skid moved. For this experiment, a device was
created to determine the dynamic effects (Figure 5). The device sensed dynamic shocks for
a defined normal load (1–4 weights) and for a defined transport speed (at frequencies of
5 Hz, 10 Hz, and 15 Hz). It was found that as the velocity of motion increased, the normal
load stabilized and the absorption of the normal force exerted by the line was canceled out.
After analysis, it was found that the smallest deviation in the normal load during dynamic
motion (max. 1.3%) and the load weighted on the calibrated balance is at a frequency of
10 Hz. After calibration of the dynamic normal load, the device was ready.

After experiments where the tool was sliding over the soil, it was found that when
comparing the initial shear stress of the validation device, the smallest percentage deviation
of the measurement from the calibrated Jenike method at a frequency of 10 Hz was found
to be 7.5% for sample 1 and 5.9% for sample 2. This was the second confirmation that the
smallest deviations from calibrated measurements occur only at the frequency of 10 Hz.

Furthermore, the shear stresses generated when the tool was immersed in the soil
were observed to determine possible negative effects. It was found that after traveling the
BC distance where the measurements were made, the shear stress increased by up to 1/3
when the tool was immersed.
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Nomenclature

Symbols

vt theoretical velocity (m·s−1)
nm measured revolutions of the lead screw (s−1)
p pitch of the lead screw (m)
Xexp parameters measured in the experiment (-)
Xkal parameters measured on the calibrated devices (-)
xs statistical evaluation method (-)
x particle size distribution (mm)
Q3_10 particle size in 10% of the cumulative curve (%)
Q3_50 particle size in 50% of the cumulative curve (%)
Q3_90 particle size in 90% of the cumulative curve (%)
ρv volume weight (kg·m−3)
ρs bulk density (kg·m−3)
ϕe angle of external friction (◦)
Ψs angle of repose (◦)
S decrease (%)

S1
area of contact between the tool and the bulk material when

(m2)
starting the tool

S2 area of the tool after the run-up distance (m2)
Sx area of the tool at the end of the path (m2)
hx drop of the tool after the run-up distance (m)
Abbreviations

PLA polylactide fibres
FFF fused filament fabrication
BSC Bulk Solid Center
VŠB TU-Ostrava VSB—Technical University of Ostrava
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Abstract: With the continuous breakthrough of natural language processing, the application of
intelligent question-answering technology in electric power systems has attracted wide attention.
However, at present, the traditional question-answering system has poor performance and is difficult
to apply in engineering practice. This paper proposes an improved BERTserini algorithm for the
intelligent answering of electric power regulations based on a BERT model. The proposed algorithm
is implemented in two stages. The first stage is the text-segmentation stage, where a multi-document
long text preprocessing technique is utilized that accommodates the rules and regulations text,
and then Anserini is used to extract paragraphs with high relevance to the given question. The
second stage is the answer-generation and source-retrieval stage, where a two-step fine-tuning
based on the Chinese BERT model is applied to generate precise answers based on given questions,
while the information regarding documents, chapters, and page numbers of these answers are also
output simultaneously. The algorithm proposed in this paper eliminates the necessity for the manual
organization of professional question–answer pairs, thereby effectively reducing the manual labor
cost compared to traditional question-answering systems. Additionally, this algorithm exhibits a
higher degree of exact match rate and a faster response time for providing answers.

Keywords: intelligent question-answering system; improved BERTserini algorithm; rules and regulations;
information retrieval

1. Introduction

The intelligent question-answering system is an innovative information service system
that integrates natural language processing, information retrieval, semantic analysis and
artificial intelligence. The system mainly consists of three core parts, which are question
analysis, information retrieval and answer extraction. Through these three parts, the system
can provide users with accurate, fast and convenient answering services.

The representative systems of the intelligent question-answering system include:
(1) Rule-based algorithms (1960s–1980s). The question-answering system based on

this pattern mainly relies on writing a lot of rules and logic to implement the dialogue.
ELIZA [1], developed by Joseph Weizenbaum in the 1960s, was the first chatbot designed to
simulate a conversation between a psychotherapist and a patient. PARRY [2] is a question-
and-answer system developed in the 1970s that simulates psychopaths. The emergence
of ELIZA and PARRY provided diverse design ideas and application scenarios for subse-
quent intelligent question-answering systems, thereby promoting the diversification and
complexity of dialogue systems. However, the main problem of this model is its lack of
flexibility and extensibility. It relies too much on rules or templates set by humans, and
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consumes a lot of time and manpower. When the questions become complicated, it is
difficult to obtain satisfactory answers through simple rules set by the model.

(2) Statistics-based algorithms (1990s–2000s). The question-answering system based
on this model adopts the method of statistical learning to learn patterns and rules from a
large number of dialogue data. Common algorithms include Vector Space Model [3] and
Conditional Random Fields [4]. ALICE (Artificial Linguistic Internet Computer Entity) [5]
is an open-source natural language processing project. The system in question is an open-
domain question-answering platform capable of addressing queries across a multitude of
subjects and domains. Jabberwacky [6] is an early intelligent chatbot employing machine
learning and conversational models to enhance its responses continually. These systems are
designed to train models that can learn the relationships between questions and answers
present in the corpus. Therefore, these models can carry out more natural and smooth
dialogue. However, the ability of context understanding and generalization ability is weak,
so it is difficult to adapt to model sharing and transfer learning in various professional
fields. Moreover, considering statistical models are trained on a large corpus, this kind of
model may suffer from data bias when dealing with domain-specific problems and fail to
provide accurate answers.

(3) Algorithms based on hybrid technology (2010s–early 2020s). The question-answering
system, grounded on this model, can amalgamate diverse techniques encompassing rules,
statistics, and machine learning. It leverages multiple input modalities, including speech,
image, and text, to interoperate seamlessly. The overarching objective is to facilitate users
in accomplishing specific tasks or goals within designated domains, such as booking, trav-
eling, shopping, or ordering food. This synergistic integration of multifarious technologies
and input modes fosters a more sophisticated and intelligent dialogue system. Typical
question-answering systems based on the hybrid technology model include Apple’s Siri [7],
Microsoft’s Cortana [8], Amazon’s Alexa [9], Facebook’s M [10], and Google’s Google
Assistant [11]. These systems are centered around artificial intelligence and natural lan-
guage processing technology, aiming to furnish users with personalized and convenient
information and services to cater to diverse needs.

The system built based on this pattern has stronger context understanding and per-
sonalized customization, but there are two shortcomings: first, the quality of dialogue in
such a system is not stable; second, the generalization ability of the model is limited. It is
difficult to realize model sharing, transfer learning and answer generation in professional
fields. The training of this model requires excessive investment in computing and data
resources, and its training and deployment speed is slow.

(4) Algorithms based on pre-trained language (2020s). The model is based on pre-
trained language models such as BERT [12], GPT (Generative Pre-trained Transformer) [13],
etc. These models are pre-trained on large-scale data and they learn rich language repre-
sentation and context understanding skills to generate more natural, fluid, and accurate
responses. In addition, through the supervised training on domain-specific question-
answering datasets, the question-answering system can answer questions in specialized
professional fields. Ref. [14] primarily investigates a question-answering system for agri-
culture. This system utilizes artificial intelligence technology and relevant datasets to
provide farmers with information on topics such as weather, market prices, plant protec-
tion, and government plans. Ref. [15] proposed a TD-BERT model based on BERT. This
model leverages the powerful semantic representation capabilities of BERT and integrates
target information to enhance the accuracy of sentiment classification. Ref. [16] proposed
a BERTserini algorithm which improves the exact match rate of the question-answering
system. In comparison to the original BERT algorithm, the proposed method surpasses its
processing byte limit and can provide accurate answers for multi-document long texts.

Although systems built on the BERTserini algorithm perform well on public datasets,
there are some problems in the application in professional fields such as electrical power
engineering. Considering the low exact match rate and poor answer quality, engineering
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applications of these models are challenging. The problems are mainly caused by the
following aspects.

(1) Lack of model expertise: Language models such as BERT or GPT are usually
pre-trained from large amounts of generic corpus collected on the Internet. However, the
digital realm offers limited professional resources pertaining to industries like electrical
power engineering. As a result, the model has insufficient knowledge reserve when dealing
with professional question, which affects the quality of the answers; (2) Differences in
document format: There are significant differences between the format of documentation
in the electrical power engineering field and that of public datasets. The documents in
the electrical power engineering field often exhibit unique formatting, characterized by
an abundance of hierarchical headings. It is easy to misinterpret the title as the main
content and mistakenly use it as the answer to the question, leading to inaccurate results;
(3) Different scenario requirements: Traditional answering systems do not need to pay
attention to the source of answers in the original document. However, a system designed
for professional use must provide specific source information for its answers. If such
information is not provided, there may arise doubts regarding the accuracy of the response.
This further diminishes the utility of the application in particular domains.

This paper proposes an improved BERTserini algorithm to construct an intelligent
question-answering system in the field of electrical power engineering. The proposed
algorithm is divided into two stages:

The first stage is text segmentation. During this phase, the text is segmented and
preprocessed. Firstly, a multi-document long text preprocessing method that supports
rules and regulations text is proposed. This approach can accurately segment rules and
regulations text and generate an index file of answer location information. By doing
so, the system can better comprehend the structure of the regulation text, enabling it to
locate the answer to the user’s question more accurately. Secondly, through the FAQ [17]
pre-module, high-frequency questions are intercepted for question pre-processing. This
module matches and classifies user-raised questions based on a pre-defined list of common
questions, intercepting and addressing high-frequency issues. This reduces the repetition
of processing the same or similar problems and enhances the system’s response efficiency.
Finally, Anserini [18] is employed to extract several paragraphs highly relevant to user
problems from multi-document long text. Anserini is an information-retrieval tool based
on a vector space model that represents a user question as a vector and each paragraph
in a multi-document long text as a vector. By calculating the similarity between the user
problem vector and each paragraph vector, several paragraphs with high relevance to the
user problem can be selected. These paragraphs serve as candidate answers for the system
to further analyze and generate the final answer.

The second stage is the answer-generation and source retrieval stage. During this
phase, the Chinese Bert model undergoes fine-tuning [19], which comprises two steps
involving key parameter adjustments. This process enhances the model’s comprehension
of the relationship between the question and the answer, thereby improving the accuracy
and reliability of the generated response. Subsequently, based on the input question, the
Bert model extracts several candidate answers from the N paragraphs with the highest
similarity to the question, as determined by Anserini. The user can then filter through
these multiple relevant paragraphs to identify the answer that best aligns with their query.
Finally, the candidate answers are weighted, and the highest-rated answer is outputted
along with the chapter and position information of the answer in the original document.
This approach facilitates users in quickly locating the most accurate answer while providing
pertinent contextual information.

The improved BERTserini algorithm proposed in this paper has three main contributions.
(1) The proposed algorithm implements multi-document long text preprocessing

technology tailored for rules and regulations text. Through optimization, the algorithm
segments rules and regulations into distinct paragraphs based on its inherent structure
and supports answer output with reference to chapters and locations within the document.
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The effectiveness of this pretreatment technology is reflected in the following three aspects:
first, through accurate segmentation, paragraphs that may include questions can be ex-
tracted more accurately, thus improving the accuracy of answer generation. Secondly, the
original Bert model exhibits a limitation that it outputs the heading of rules and regulations
text as the answer frequently. To address this issue, an improved BERTserini algorithm has
been proposed. Finally, the algorithm is able to accurately give the location information of
answers in the original document chapter. The algorithm enhances the comprehensiveness
and accuracy of reading comprehension, generating answers to questions about knowledge
and information contained in professional documents related to the field of electric power.
Consequently, this leads to a marked improvement in answer quality and user experience
for the question-answering system.

(2) The proposed algorithm optimizes the training of the corpus in the field of electrical
power engineering and fine-tunes the parameters of the large language model. This method
eliminates the necessity for the manual organization of professional question–answer
pairs, knowledge base engineering, and manual template establishment in BERT reading
comprehension, thereby effectively reducing labor costs. This enhancement significantly
enhances the accuracy and efficiency of the question-answering system.

(3) The proposed algorithm has been developed for the purpose of enhancing question-
answering systems in engineering applications. This algorithm exhibits a higher degree of
exact match rate of questions and a faster response for providing answers.

The remaining sections of this article are organized as follows. Section 2 provides
an introduction to the background technology of intelligent question-answering systems.
Section 3 describes the procedural steps of an improved BERTserini algorithm. Section 4
presents the experimental results of the proposed algorithm and its implementation in
engineering applications. Finally, Section 5 draws conclusions.

2. Background of the Technology

2.1. FAQ

Frequently Asked Questions (FAQs) are a collection of frequently asked questions and
answers designed to help users quickly find answers to their questions [17]. The key is to
build a rich and accurate database of preset questions, which consists of questions and the
corresponding answers. They are manually collated from the target documents. The FAQ
provides an answer that corresponds to the user’s question by matching it with the most
similar question.

2.2. BM25 Algorithm

The Best Match 25 (BM25) algorithm [18,19] was initially proposed by Stephen Robert-
son and his team in 1994 and applied to the field of information retrieval. It is commonly
used to calculate the relevance score between documents and queries. The main logic of
BM25 is as follows: Firstly, the query statement involves word segmentation to generate
morphemes. Then, the relevance score between each morpheme and the search result
is calculated.

Finally, by weighting summing the relevance scores of the morpheme with the search
results, the relevance score between the retrieval query and the search result documents is
obtained. The formula for calculating BM25 algorithm is as follows:

Score(D, Q) =
n

∑
i

Wi · R(qi, D) (1)

In this context, Q represents a query statement, qi represents a morpheme obtained
from Q. For Chinese, the segmented results obtained from tokenizing query Q can be
considered as morpheme qi. D represents a search result document. Wi represents the
weight of morpheme qi, and R(qi, D) represents the relevance score between morpheme qi
and document D. There are multiple calculation methods for weight parameter Wi, with
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Inverse Document Frequency (IDF) being one of the commonly used approaches. The
calculation process for IDF is as follows:

IDF(qi) = log(
N − n(qi) + 0.5

n(qi) + 0.5
) (2)

In the equation, N represents the total number of documents in the index, and n(qi)
represents the number of documents that contain qi.

Finally, the relevance scoring formula for the BM25 algorithm can be summarized
as follows:

Score(D, Q) =
n

∑
i=1

IDF(qi) · f (qi, D) · (k1 + 1)

f (qi, D) + k1 ·
(

1− b + b · |D|
avgdl

) (3)

where k1 and b are adjustment factors, f (qi, D) represents the frequency of morpheme qi
appearing in document D, |D| denotes the length of document D, and avgdl represents the
average length of all documents.

2.3. Anserini

Anserini [20] is an open-source information retrieval toolkit that supports various text-
based information retrieval research and applications. The goal of Anserini is to provide
an easy-to-use and high-performance toolkit that supports tasks such as full-text search,
approximate search, ranking, and evaluation on large-scale text datasets. It enables the
conversion of text datasets into searchable index files for efficient retrieval and querying.
Anserini incorporates a variety of commonly used text retrieval algorithms, including
the BM25 algorithm. With Anserini, it becomes effortless to construct a BM25-based text
retrieval system and perform efficient search and ranking on large-scale text collections.
The flowchart of the algorithm is illustrated in Figure 1.

Figure 1. The flowchart of the Anserini algorithm.

2.4. BERT Model

Bidirectional Encoder Representations from Transformers (BERT) [12] is a pre-trained
language model proposed by Google in 2018. The model structure is shown in Figure 2. In
the model, Ei represents the encoding of words in the input sentence, which is composed
of the sum of three word embedding features. The three word embedding features are
Token Embedding, Position Embedding, and Segment Embedding. The integration of
these three words embedding features allows the model to have a more comprehensive
understanding of the text’s semantics, contextual relationships, and sequence information,
thus enhancing the BERT model’s representational power. The transformer structure in
the figure is represented as Trm. The Ti represents the word vector that corresponds to the
trained word Ei.
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T T Tn

E E En  
Figure 2. Architecture of BERT.

BERT exclusively employs the encoder component of the Transformer architecture.
The encoder is primarily comprised of three key modules: Positional Encoding, Multi-Head
Attention, and Feed-Forward Network. Input embeddings are utilized to represent the
input data. Addition and normalization operations are denoted by “Add&norm”. The
fundamental principle of the encoder is illustrated in Figure 3.

Figure 3. Transformer encoder principle.

In recent years, several Chinese BERT models have been proposed in the Chinese
language domain. Among these, the chinese-BERT-wwm-ext model [21] released by the
HIT·iFLYTEK Language Cognitive Computing Lab (HFL) has gained significant attention
and serves as a representative example. This model, based on the original Google BERT
model, underwent further pretraining using a total vocabulary of 5.4 billion words, in-
cluding Chinese encyclopedia, news, and question-answer datasets. The model adopts
the Whole Word Masking (wwm) strategy, which is an improvement tailored to Chinese
language characteristics. In Chinese processing, as words are composed of characters, and
a word may consist of one or more characters, it becomes necessary to mask the entire word
rather than just a single character. The wwm strategy is designed to better understand and
capture the semantics of Chinese vocabulary. In summary, this model is an improved Chi-
nese version of BERT that, through whole-word masking, exhibits enhanced performance
in Chinese language understanding.

2.5. BERTserini Algorithm

The architecture of BERTserini algorithm [16] is depicted in Figure 4. The algorithm
employs the Anserini information extraction algorithm in conjunction with a pretraining
BERT model. In this algorithm, the Anserini retriever is responsible for selecting text
paragraphs containing the answer, which are then passed to the BERT reader to determine
the answer scope. From Figure 4, it can be observed that BERTserini is an intelligent
question-answering system that combines the BERT language model with the Anserini
information retrieval system. It synergistically harnesses the powerful language under-
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standing capabilities of BERT and the efficient retrieval functionalities of Anserini. This
algorithm exhibits significant advantages over traditional algorithms. It demonstrates fast
execution speed similar to traditional algorithms while also possessing the characteristics
of end-to-end matching, resulting in more precise answer results. Furthermore, it supports
extracting answers to questions from multiple documents. This algorithm is primarily
applied to open-domain question-answering tasks, where the system needs to find answers
to questions from a large amount of unstructured text.

Figure 4. Architecture of BERTserini.

3. Improved BERTserini Algorithm

3.1. Algorithm Description

The improved BERTserini algorithm presented in this paper can be divided into
two stages, and the flowchart is illustrated in Figure 5.

Figure 5. Flowchart of the proposed algorithm.

(1) Phase 1: Text Segmentation Stage

The first stage is text segmentation stage, which comprises two key components:
(1) Question preprocessing: The FAQ module is utilized to intercept high-frequency ques-
tions in advance, thereby achieving question preprocessing. If the FAQ module cannot
provide an answer that corresponds to the user’s query, then the query is transferred to
the subsequent stage of paragraph extraction. Anserini retrieval technology is utilized for
paragraph extraction, enabling the rapid extraction of highly relevant paragraphs which
are pertinent to user queries within multi-document long text. (2) Document preprocessing:
Due to the high degree of keyword overlap in power regulation documents. The paper
proposes a multi-document long text preprocessing method supporting regulation texts,
which can accurately segment the regulation texts and support the retrieval and tracing of
the answer chapters’ sources.

STEP 1: The FAQ module filters out high-frequency problems.
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The FAQ module is designed to pre-process questions by intercepting and filtering
out high-frequency problems. To achieve this, the module requires a default question
library that contains a comprehensive collection of manually curated questions and their
corresponding answer pairs from the target document. By matching the most similar
question to the user’s inquiry, the FAQ module can efficiently provide an accurate answer
based on the corresponding answer to the question.

The FAQ module employs ElasticSearch, an open-source distributed search and anal-
ysis engine, to match user queries in a predefined question library. ElasticSearch is built
upon the implementation of Lucene, an open-source full-text search engine library released
by the Apache Foundation, and incorporates Lucene’s BM25 text similarity algorithm. This
algorithm calculates similarity by evaluating word overlap between the user query’s text
and the default question library, as shown in (3).

The FAQ module will directly return the preset answer to the matched question if the
BM25 score returned by ElasticSearch exceeds the predetermined threshold. In cases where
the return score falls below this threshold, instead of returning an answer, the question is
referred to subsequent steps.

STEP 2: Text preprocessing and document index generation.
This step involves two tasks.
The first task is due to the high overlap of professional terminology in similar regula-

tory texts. If Anserini is directly used to retrieve and calculate the paragraphs in professional
documents, it may result in an issue where certain professional terms have lower weights
Wi in Equation (2). The main reason for this is that if we assume qi is a power industry term
initially used as a retrieval keyword, its occurrence in multiple professional documents
results in a larger value for n(qi) in the calculation of Equation (2). This value becomes
essentially close to the total document count N, leading to a decrease in the calculated result
of IDF(qi). The issue arising from this is that when retrieving the professional term qi, the
original expectation was to find paragraphs or documents strongly related to it. However,
due to the decrease in IDF(qi), the probability of finding paragraphs or documents strongly
associated with this professional term is actually reduced. Conversely, in this situation,
some non-specialized terms may have relatively larger IDF values. This situation is exactly
opposite to the intended calculation goal of the IDF algorithm. For keywords that possess
strong discriminative power for document categories, the expectation is that documents
containing such keywords should be relatively scarce in the corpus. Consequently, the IDF
value for these keywords should be larger.

For example, “generator” is a professional term and keyword in power regulatory
texts. However, due to its high frequency across multiple professional documents, the
IDF value calculated according to Equation (2) may not be high. On the other hand, non-
specialized terms like “tool” may have a higher IDF value because of their infrequent
occurrence in professional documents. As a result, after inputting the retrieval query,
Anserini calculates and retrieves documents that are not strongly related to the professional
term, contrary to the intended outcome. Therefore, in the process of constructing the
index file, besides incorporating regulatory texts, Chinese Wikipedia textual data has been
included. This action increases the value of N, consequently enlarging the gap between and
n(qi). This adjustment elevates the calculated IDF value for professional terms according
to Equation (2), thereby mitigating the adverse effects caused by the high frequency of
certain professional terms.

The second task Involves proposing a multi-document lengthy text preprocessing
algorithm that supports regulatory texts. This algorithm accurately segments regulatory
texts, retains information about the sections to which paragraphs belong, and generates an
index file. The specific method is as follows:

Convert documents in .pdf or .docx format to plain text in .txt format.
Remove irrelevant information such as header/footer and page number.
Use regular expressions to extract the title number from the text (for example:

Section 3.3.1), and match the title number to the text.
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Use rules to filter out paragraphs in the text such as tables and pictures that are not
suitable for machine reading comprehension.

Use Anserini to divide the text title number into words and index the correspond-
ing text.

STEP 3: Determine the two parameters k1 and b.
The k1 and b parameters utilized in the Anserini module are empirically selected to

determine the optimal parameters for this study. A specific methodology is employed,
starting from 0.1 within their respective value ranges and incrementing by 0.05 to system-
atically explore all possible combinations of k1 and b values. The selection of the best
k1 and b values is based on the accuracy assessment of the second stage Bert reading
comprehension module.

STEP 4: Extract paragraphs and generate paragraph scores.
Based on the user’s question, Anserini extracts relevant paragraphs from the prepro-

cessed document by filtering out those that are not related to the query. It then matches
the question with the paragraphs in the index and selects the top N paragraphs with the
highest relevance to the question. This paragraph is evaluated using the BM25 algorithm,
as specified in Equations (1)–(3), and is denoted by Sanserini.

(2) Phase 2: answer generation and source retrieval stage

The second stage is the answer-generation and source-retrieval stage. After undergo-
ing two steps of fine-tuning and key parameter tuning, the model is capable of extracting
accurate answers from N paragraphs based on the given question. Additionally, the model
can output the chapter information of the answer in the original document according to the
index file.

STEP 5: Select the appropriate Chinese Bert model and fine-tune it.
In this research, the Chinese-Bert-WWM-EXT Base model is chosen as the foundational

framework. The initial step involves fine-tuning the model using the Chinese Open domain
Question answering dataset (CMRC2018). Subsequently, a second round of fine-tuning is
conducted by employing the training exam questions related to rules and regulations as
specialized datasets.

STEP 6: Algorithm parameter tuning.
Based on the structural and characteristic features of regulatory documents, the fol-

lowing five crucial parameters of the improved BERTserini algorithm have been optimized:
paragraph_threshold. The paragraph threshold is employed to exclude paragraphs

with Anserini scores below this specified limit, thereby conserving computational resources.
phrase_threshold. The answer threshold serves as a filter, excluding responses with a

Bert reader score below the specified limit.
remove_title. Removes the paragraph title. If this item is True (y = True, n = False),

paragraph headings are not taken into account when the Bert reader performs reading com-
prehension.

max_answer_length. The maximum answer length. The maximum length of an answer
is allowed to be extracted when the Bert reader performs a reading comprehension task.

mu. Score weight is implemented to evaluate both the answer and paragraph using
the Bert reader and Anserini extractor, subsequently calculating the final score value of
the answer.

STEP 7: Extract the answers and give a reading comprehension score.
Bert is used to extract the exact answers to the question from the N paragraphs

extracted by Anserini. The sum of the probability of starting and ending positions (logits)
for each answer predicted by the model is used as the score of the answer generated by the
Bert reading comprehension module. It can be expressed by the following equation:

Sbert = max(start logit) + max(end logit) (4)
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STEP 8: The candidate answers are scored by a comprehensive weighted score, rank
the answers by score, output the answer with the highest score, and give the original
document name and specific chapter information for the answer.

Use the following equation to calculate the overall weighted score of the answer:

S = (1− μ)× Sanserini + μ× Sbert (5)

The final score of the answer is calculated by the above formula. Sanserini represents
the BM25 score returned by the Anserini extracter, and Sbert represents the answer score
returned by Bert. The answers are sorted by the calculated answer score, and the final
output is the answer with the highest score. According to the index file, the original
document name and chapter information are output together.

3.2. Main Innovations

(1) Multi-document long text preprocessing method which can process rules and regula-
tions text and support answer provenance retrieval.

In this paper, a multi-document long text preprocessing method is proposed that
facilitates answer provenance retrieval and can effectively process the rules and regulations
text, which provides a technical path for the construction of intelligent question-answering
system in specific professional fields. The innovation point of this method is reflected in
STEP 2. This method divides the rules and regulations into chapters. The original document
name of each paragraph and its chapter number information can be preserved. To address
the issue of excessive frequency of certain proper nouns, the method incorporates text data
from Chinese Wikipedia and performs balance processing. By incorporating a larger corpus,
the frequency of a specific proper noun in the text can be effectively diminished, thereby
mitigating its influence on the model. This innovative preprocessing method can improve
the calculation effect of the subsequent reading comprehension module. The answer can be
provided in the original document, including chapter and location information.

(2) Determination of optimal parameters of Anserini and improved BERTserini algorithm.

1©Determination of the optimal parameters of Anserini. In STEP 3, the optimal param-
eters of Anserini are determined. All possible combinations of k1 and b are experimentally
tried one by one. And the best value is selected according to the answer performance of the
subsequent reading comprehension module questions. The determination of the optimal
parameters of Anserini improves the performance of the intelligent question-answering
system and the exact match of answers (EM).

2© Determination of the optimal parameters of the improved BERTserini algorithm:
In STEP 6, the optimal parameters of the improved BERTserini algorithm are determined.
According to the structure and characteristics of regulation documents, five important
parameters are optimized. Thus, the algorithm can determine the reasonable threshold of
generating candidate answers when the Bert reading comprehension module performs
the reading comprehension task. And the answer generation does not take into account
the paragraph title and the optimal overall rating weight and other details that constitute
high-quality questions and answers.

(3) Fine-tuning of multi-data sets for Bert reading comprehension model.

This step is illustrated in STEP 5. The Bert model is pre-trained using the CMRC2018
data, and a two-step fine-tuning was carried out using the existing rules and regulations
exam questions. By making full use of data sets in different fields, the accuracy and
generalization ability of the model are improved. This method achieves better results in
question-answering system. At the same time, this method also reduces the time and labor
cost required for the manual editing of question–answer pairs in traditional model training.
It also significantly improves Bert’s reading comprehension of rules and regulations.
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(4) Clever use of FAQ.

The clever use of the FAQ is reflected in STEP1. In this paper, the existing rules
and regulations are used to train and test questions, which constitutes the questions and
answers pairs required by the pre-FAQ module to intercept some high-frequency questions.
In this way, a low-cost FAQ module is constructed, which improves the answering efficiency
of high-frequency questions, and also improves the exact match rate (EM) of the intelligent
question-answering system.

4. Results Analysis of the Experiment

4.1. Data Description
4.1.1. Document Description

For the present study, a total of 30 documents including regulations, provisions, and
operation manuals related to the theme of power safety are selected, such as a company
power grid work regulations. The total size of the documents is 30.1 MB, and the intelligent
system is required to preprocess all the content within the documents, perform machine
reading comprehension, and efficiently answer questions.

4.1.2. Fine-Tuning Dataset Description

In this study, four datasets are experimented for fine-tuning the Bert model, which
include Chinese Machine Reading Comprehension 2018 (CMRC2018) [22], Delta Reading
Comprehension Dataset (DRCD) [23], Safety Procedure Test Item data set (SPTI), and a
dataset generated through data augmentation based on documentations of a power grid
company. The first two datasets are open-source. Among them, the CMRC2018 dataset
contains a large amount of Chinese text. After fine-tuning, it can be adapted to specific
domains or application scenarios, thereby improving performance. DRCD is also a Chinese
machine reading comprehension dataset, primarily used to train and evaluate models
in understanding Chinese texts and answering related questions. The text in the DRCD
dataset is sourced from various authentic corpora, including Chinese Wikipedia, to ensure
a simulation of real-world scenarios. Based on end-to-end manual evaluation, the results
indicate that the model trained using CMRC2018 data performs the best in this study.
Therefore, it has been selected as the fine-tuning training dataset. The dataset follows
the format of the SQuAD dataset [24]. It consists of a total of 10,142 training samples,
3219 validation samples, and 1002 testing samples. The overall size of the dataset is
32.26 MB. The SPTI consists of 1020 training and examination questions related to electrical
safety regulations.

4.1.3. BERT Model Description

In this study, the Chinese-BERT-wwm-ext model [25] released by the HFL is used
for training.

4.1.4. Parameter Tuning Explanation for Improved BERTserini Algorithm

The parameter settings in this study are as follows. paragraph_threshold = 10,
phrase_threshold = 0, remove_title = n (n = False, y = True), if remove_title = y, the
paragraph titles will not be considered by the BERT reader algorithm during reading
comprehension. max_answer_length = 50, mu = 0.6.

The parameter in the BM25 algorithm used in the Anserini module has a value range
of (0–1), and the parameter has a value range of (0–3).

4.2. Document Preprocessing Performance

In accordance with the document pre-processing algorithm proposed, the document
format output by Anserini is illustrated in Figure 6. Within this context, “text” denotes
the output paragraphs obtained from Anserini, “paragraph_score” represents the specific
score assigned to each paragraph, this is the Sanserini mentioned in STEP 4 in Section 3.
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Finally, “docid” indicates the name of the document along with the corresponding section
information where the paragraph is situated.

Figure 6. Document preprocessing of the Anserini module.

4.3. Question-Answering Performance

The comparison of the question-answering performance before and after the improve-
ment of the BERTserini algorithm is presented in Table 1. It can be observed that the
original BERTserini algorithm exhibits inaccuracies in extracting the start and end positions
of answers when addressing power regulations and standards questions, and even results
in incomplete sentences. Compared to the original BERTserini algorithm, the improved
BERTserini algorithm proposed in this paper can accurately locate the paragraph containing
the correct answer and perform precise answer extraction. Additionally, it removes specific
details like paragraph headings during the answering process, adapting to the structural
characteristics of professional domain regulatory texts. The answers to certain questions
are more accurate and concise than manually generated standard answers.
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4.4. Comparison of Different Algorithms

This paper uses the Exact Match rate (EM), Recall rate (R), and F1 score to measure
the question-answering performances of different algorithms. Among them, EM represents
the percentage of questions in the question-answering system where the answers provided
are an exact match with the standard answers.

The specific calculation formula is as follows:

EM =
1

nsamples

nsamples−1

∑
i=0

I(ŷi = yi) (6)

where nsamples represents the total number of samples. I(x) is an indicator function that
takes the value of 1 when ŷi is identical to yi, and 0 otherwise. As can be seen from the
formula, a higher EM value indicates a higher exact match.

Recall rate is to determine the proportion between the number of questions accurately
answered by the question-answering system and the total number of questions.

The calculation formula is as follows:

R =
TP

TP + FN
(7)

where TP signifies the accurate count of questions answered correctly by the question-
answering system. Conversely, FN denotes the incorrect count of questions that were
responded to inaccurately by the system.

The calculation formula for the F1 score is as follows:

F1 =
2(EM× R)

EM + R
(8)

In this study, Algorithm 1, as shown in Table 2, used the original BERTserini algorithm,
adopting the algorithmic steps from reference [17] to construct the intelligent question-
answering system. In Algorithm 2, an additional pre-processing algorithm is incorporated
based on Algorithm 1. Fine-tuning is conducted using the CMRC2018 dataset, and parame-
ter optimization for the BERTserini algorithm is performed. Algorithm 3 is an extension of
Algorithm 2, incorporating the SPTI dataset for fine-tuning. Algorithm 4 is an improved
version of the Bertserini algorithm, which is based on Algorithm 3. In addition to incorpo-
rating the SPTI dataset for fine-tuning, a pre-processing FAQ module based on short-text
similarity calculation is added to filter out frequently asked questions. This module enables
more efficient and effective preprocessing of the questions.

Table 2. Comparison of different algorithms.

Algorithm Content

EM R F1

Value
Percentage

of
Improvement

Value
Percentage

of
Improvement

Value
Percentage

of
Improvement

Algorithm 1 Original BERTserini 0.261 —— 0.453 —— 0.331 ——

Algorithm 2 Document preprocessing + Original BERTserini
+Fine-Tuning (CMRC2018) + Parameter tuning 0.502 48% 0.783 42.1% 0.615 46.1%

Algorithm 3

Document preprocessing + Original
BERTserini + Fine-Tuning

(CMRC2018) + Parameter tuning + Fine-Tuning
(SPTI)

0.702 62.8% 0.919 50.7% 0.796 58.4%

Algorithm 4

Document preprocessing + Original
BERTserini + Fine-Tuning

(CMRC2018) + Parameter tuning + Fine-Tuning
(SPTI) + FAQ

0.856 69.5% 0.976 53.6% 0.912 63.7%

Note: In the table “Percentage of improvement” is calculated based on the values of Algorithm 1 as a reference
point. It represents the relative increase in evaluation value (EM, R, and F1) achieved by Algorithm 2, Algorithm 3,
and Algorithm 4 compared to Algorithm 1.
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As shown in Table 2, the EM value for Algorithm 1 is only 0.261, indicating poor
performance. After adopting Algorithm 3, the EM value reaches 0.702, representing an
improvement of 62.8%. After adopting the proposed Algorithm 4, the EM value reaches
0.856, demonstrating the best performance. In comparison to Algorithm 1, the proposed
algorithm achieved an improvement of 69.5% in terms of EM value, 53.6% in terms of
R value, and 63.7% in terms of F1 value. These results demonstrate a practical level of
engineering advancement.

4.5. Engineering Application

An intelligent question-answering system for power regulations and standards is con-
structed based on the proposed improved BERTserini algorithm and experimental data pre-
sented in this paper, the UI interface of intelligent question-answering system based on improved
BERTserini algorithm, as shown in Figure 7. The English explanation of UI interface in intelligent
question-answering system based on improved BERTserini algorithm is shown in Figure 8.

  
(a) 

  
(b) (c) 

Figure 7. UI interface of intelligent question-answering system based on improved BERTserini
algorithm. (a) Multi-turn interactive question-answering interface. (b) Knowledge details page.
(c) Full-text source page.
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(a) 

  
(b) (c) 

Figure 8. English explanation of UI interface in intelligent question-answering system based on im-
proved BERTserini algorithm. (a) Multi-turn interactive question-answering interface. (b) Knowledge
details page. (c) Full-text source page.

The system provides users with a multi-turn interactive question-answering interface
on the topic of power safety, as illustrated in Figures 7a and 8a. Users can ask questions
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by either voice input or manual input. After sending the question, they will receive the
system’s response within 400 ms. Clicking on the “view details” link below the answer will
cause the system to pop up a window displaying the source of the answer, including the
name of the original document and the chapter number, as shown in Figures 7b and 8b.
Clicking on the “full text” link allows users to view the content of the original document
where the answer is located, as shown in Figures 7c and 8c.

5. Conclusions

The improved BERTserini algorithm proposed in this paper is designed for intelligent
question-and-answer processing of power regulation documents. In comparison to the
original BERTserini algorithm, this approach offers the following advantages:

(1) The improved BERTserini algorithm supports multi-document long text preprocess-
ing for rules and regulations. This algorithm is capable of answering documents
containing 30+ rules and regulations with a length of 30M+ bytes. This addresses the
issue in the original BERTserini algorithm where document titles of regulatory docu-
ments were erroneously output as answers. Furthermore, it accurately provides the
document name and chapter/page number information for answers that the original
BERTserini algorithm could not identify. These enhancements significantly enhance
the quality of answers and user experience in the question-answering system.

(2) The improved BERTserini algorithm proposed in this paper underwent two rounds
of fine-tuning using the CMRC2018 and the specialized dataset SPTI. Algorithm
parameters were also optimized. The intelligent question-answering system built
upon it demonstrates a more precise answer generation capability compared to the
original BERTserini algorithm when addressing domain-specific questions.

(3) The improved BERTserini algorithm proposed in this paper significantly enhances
the exact match rate for intelligent question-answering in the domain of regulatory
texts. Experimental data indicate that, compared to the original BERTserini algo-
rithm, the exact match rate has increased by 69.5%, the R-value has improved by
53.6%, and the F1-value has risen by 63.7%. The algorithm maintains an average
question–answer response time of within 400 milliseconds, meeting the requirements
for engineering applications.

The improvements made to the BERTserini algorithm proposed in this paper are ver-
satile, with the expectation that they can be widely applied in the research and construction
of intelligent question-answering systems for regulatory texts across various industries.
The limitations of this study lie in the current engineering practices, which are currently
confined to the power industry. There is a lack of engineering cases for the construction
of intelligent question-answering systems in industries such as petroleum, steel, trans-
portation, and others where regulatory knowledge is prevalent. The generalizability of the
algorithmic process across multiple domains needs further validation.

The next research direction involves applying this algorithm to construct intelligent
question-answering systems for regulatory texts in other industry sectors. Additionally, by
incorporating algorithmic iterations and leveraging advancements in technology, particu-
larly with large language models, there is a continuous effort to optimize and enhance the
effectiveness of the question-answering system.
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Abstract: The increasing uncertainty of wind power brings greater challenges to the control for
mitigation of cascading failures. In order to minimize the risk of cascading failures in large-scale wind
power systems at a lower economic cost, a multi-stage blocking control model is proposed based
on sensitivity analysis. Firstly, the propagation mechanism of cascading failures in power systems
with wind power integration is analyzed, and the propagation path of such failures is predicted.
Subsequently, sensitive lines that are prone to failure are identified using the power sensitivity matrix,
taking into account the effects of blocking control on the propagation path. By constraining the
power flow of these sensitive lines, a multi-stage blocking control model for the predicted cascading
failure path is proposed with the objective of minimizing the control cost and cascading failure
probability. Based on probabilistic optimal power flow calculations, the constraints related to wind
power uncertainty are transformed into opportunity constraints. To validate the effectiveness of
the proposed model, the IEEE 39-node system is used as an example, and the results show that the
obtained control method is able to balance economy and safety. In addition, the control costs for the
same initial failure are higher as the wind power penetration rates and confidence levels increase.

Keywords: power systems; cascading failure; multi-stage blocking control; sensitive lines

1. Introduction

In recent years, global blackouts have become increasingly frequent, predominantly
attributed to random failures that trigger abnormal operational states within the system,
subsequently leading to cascading failures across various components [1–3]. Cascading
failures are a serious threat to the safe operation of the power system.

According to data released by the Global Wind Energy Commission (GWEC), in 2022,
the grid-connected capacity of global wind power increased by 77.6 GW, with an additional
offshore installed capacity of 8 GW. The top five countries in terms of newly added wind
power installations are China, the United States, Brazil, Germany, and Sweden. In China,
wind power constitutes 13% of the total installed power generation capacity, providing
7.5% of the total electricity consumption. With the increasing integration of wind pow-
er sources into the grid, there is heightened uncertainty in source-side output and new
dynamic behavioral properties of the grid, leading to an escalated risk of cascading failures
in the power grid [4]. Therefore, it is very crucial to control cascading failures under the
uncertain nodal power injection of wind power.

Currently, significant progress has been achieved in researching the prevention and
control of cascading failures. Modern digital systems [5], complex systems theory [6,7], and
complex network theory [8,9] are employed to investigate early warning, fault situation
identification, and prevention control of cascading failures. However, modern digital
systems are highly dependent on data, and monitoring systems within power systems
involve numerous agents with varying data structures. Complex network theory and
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complex system theory primarily analyze the macroscopic characteristics of the power grid.
Consequently, these limitations impede the guidance for formulating control schemes to
prevent power grid cascading failures. Subsequently, adopting control methods based on
deterministic safety criteria becomes crucial. This involves considering safety constraints
during grid operation and employing sensitivity analysis [10], mathematical program-
ming [11,12], and other methodologies to devise optimal control schemes. The objective
is to eliminate abnormal operational states of the power grid and prevent cascading fail-
ures. In a specific emergency control model proposed in [10], sensitivity analysis is used
to identify power adjustment nodes and prioritize the adjustment sequence of node sets
based on their impact on line power adjustment. This approach successfully addresses the
cascading overload tripping problem caused by line overload through multiple rounds of
system power adjustment. Meanwhile, Dvorkin et al. [11] introduced a safety-constrained
optimal power flow model into cascading failure preventive control, ensuring the lowest-
cost dispatch of controllable generators while adhering to all operational constraints in
both pre- and post-accident states. To address the high control cost or practical infeasibility
associated with preventive control alone, Zhai et al. [12] established a cascading failure
defense model based on preventive-emergency coordinated control. This model optimizes
the initial operating state of the system using preventive control, considers the power
grid’s constraints on the tolerability of cascading failure consequences, and maximizes the
dispatchable potential of generators during an accident, effectively suppressing cascading
failures under economically optimal conditions. While these control models are gener-
ally effective for selected failure modes, they often overlook the influence of power grid
operational status on component failure probability, leading to challenges in accurately
quantifying the power grid’s safety degree and resulting in conservative control schemes.
Consequently, several studies have incorporated risk assessment theory into cascading
failure control, considering uncertainties in system operation to develop control schemes
that balance safety and economy. For instance, Wang et al. [13] proposed a risk assessment-
based preventive-blocking coordinated control model to implement control measures at the
link with the highest risk in the cascading failure path. This approach simplifies the opti-
mization objective. Rui et al. [14] established a coordinated control model with system risk
and control cost as indicators, and employed a multi-objective particle swarm optimization
algorithm accounting for preferences to determine the optimal control scheme.

In fact, most studies focus on fault voltage ride-through control of wind turbines,
security-constrained optimal power flow considering wind power uncertainty, and preven-
tion control of cascading failures. However, hierarchical blocking control for mitigating
cascading failures is rarely addressed. The predominant focus in existing research is on
power grid operation scenarios where source output is predetermined. These studies
deduce the propagation path of cascading failure based on the law of power flow trans-
fer to formulate control schemes. However, in systems incorporating wind power, the
substantial uncertainty in their power output heightens the complexity of controlling cas-
cading failures. On one hand, when the proportion of wind power integrated into the grid
is substantial, the fluctuating nature of its output introduces greater uncertainty in line
power flow. Consequently, the challenge of addressing line overload becomes more severe
and intricate to prevent. On the other hand, the uncertainty associated with wind power
output may disrupt the power balance of the system. During such instances, the number
and adjustment amplitude of conventional units participating in the adjustment process
increase. This inevitably alters the flow transfer dynamics and may even lead to changes in
the cascading failure path, accentuating the occurrence of new failures during the control
process. Hence, formulating a cascading failure control scheme that considers both safety
and economy is crucial. This approach ensures the safe and stable operation of the system
by accounting for the impact of wind power output uncertainty on cascading failure.

Building upon the aforementioned analysis, this study presents a multi-stage blocking
control model for cascading failure that explicitly considers the impact of wind power
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output uncertainty on sensitive lines within the framework of power systems with wind
power integration. The key contributions of this article are outlined as follows:

(1) A probabilistic power flow is employed to delineate the uncertainties associated
with wind power output, serving as the computational foundation for forecasting
cascading failure pathways. We propose a cascading failure path prediction method
tailored for power systems incorporating wind power integration.

(2) We analyze the mutual influences among the uncertainty of wind power output,
the propagation path of cascading failure, and the control measures implemented
to mitigate these effects. We propose the utilization of a power sensitivity matrix
to identify susceptible lines prone to failure due to control measures. In the control
model, distinct safety constraints are established for these sensitive lines to diminish
the likelihood of failure and avoid causing new line failures during the control process,
particularly in the context of cascading failures.

(3) Taking into account the uncertainties in control variables arising from wind power,
constraints involving random variables are expressed as expected value constraints
using probability optimal power flow. Additionally, the boundary constraints of
output variables are portrayed as chance constraints. We construct a multi-stage
blocking control model for cascading failures in wind power systems, ensuring the
economic and safe implementation of the derived control scheme.

(4) The efficacy of the presented control model is validated through simulation analy-
sis. The impact of large-scale wind power on cascading failure blocking control is
examined by considering the wind power penetration rate and confidence level as
key factors in the analysis.

The rest of this paper is organized as follows: Section 2 introduces the propagation
path of cascading failure in power systems with wind power integration; Section 3 describes
the sensitive lines in power systems with wind power integration. The blocking control
model of cascading failure in power systems with wind power integration is proposed
in Section 4; the simulation and results on IEEE test systems are given in Section 5, and
Section 6 concludes the paper.

2. Propagation Path of Cascading Failure in Power Systems with Wind
Power Integration

2.1. Probabilistic Power Flow Calculation

With the ongoing development of new energy sources, the consideration of uncertainty
in new energy output at the source side is becoming increasingly crucial in probabilistic
power flow calculations [15]. The analytical approach, exemplified by the cumulant method,
linearizes the mathematical relationship between input and output random variables.
It employs simple algebraic operations between cumulant variables instead of complex
convolution operations to calculate the cumulant variables of each order of output variables.
The probabilistic characteristics of output variables are then derived through the level
expansion method, offering the advantages of reduced computational effort and higher
computational efficiency [16]. Consequently, this paper develops a probabilistic power
flow model that takes into account wind power uncertainty based on the cumulant method.
Uncertainties in the wind power system primarily arise from the variability in user-side
load demand and the fluctuations in the active output of the wind turbine due to changes
in wind speed. In this paper, we assume that the power at the load node approximately
follows a normal distribution, and the power output model is expressed by Equation (1):⎧⎪⎪⎨⎪⎪⎩

f (PL) =
1√

2πσPL
exp[− (PL−μPL )

2

2σPL
2 ]

f (QL) =
1√

2πσQL
exp[− (QL−μQL

)2

2σQL
2 ]

(1)
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where f (PL) is the probability density function of active power. f (QL) is the probability
density function of reactive power. μPL , σPL

2 are the expectation and variance of load
active power, respectively. μQL , σQL

2 are the expectation and variance of the load reactive
power, respectively.

In this paper, it is assumed that the wind speed follows the Weibull distribution, and
its probability density function is represented by Equation (2):

f (v) =
k
c
(

v
c
)

k−1
e−(v/c)k

(2)

where k is the shape parameter of the Weibull distribution, c is the scale parameter of the
Weibull distribution. According to Reference [17], the relationship between wind power
active output Pw and wind speed v satisfies can be described as:

Pw =

⎧⎪⎨⎪⎩
0, v < vci or v ≥ vco
v3−vci

3

vr3−vci
3 Pwn vci ≤ v ≤ vn

Pwn v ≥ vn

(3)

where Pwn and vn are the rated power and rated wind speed of the wind turbine, re-
spectively. vci and vco are the cut-in wind speed and cut-out wind speed of the wind
turbine, respectively.

A probabilistic power flow model is employed in this work, which is based on t the
AC power flow. In the AC power flow model, the nodal power equation is expressed in
matrix form. Subsequently, a Taylor series expansion is conducted around the base run
operating point, wherein higher order terms are disregarded, resulting in the following
simplified expression: {

X =X0+ΔX =X0 + S0ΔW
Z =Z0+ΔZ =Z0 + T0ΔW

(4)

where X and ΔX are the node state variables (including node voltage amplitude and phase
angle) and their changes. Z and ΔZ are the branch power flow variable (including branch
active power flow and reactive power flow) and its variation. The subscript 0 indicates the
value at the base run point. S0 and T0 are the sensitivity matrix. S0 = J0

−1; T0 = G0J0
−1;

G0= (∂Z/∂X)|X=X0
; J0 is the Jacobi matrix; ΔW is the node injection power perturbation.

According to the cumulant property, the random perturbation of the injected power at
the node can be mathematically represented as:

Δwi
(k) = ΔwGi

(k) + ΔwLi
(k) (5)

where Δwi
(k) add the k-order and half invariance of the power to the node i. ΔwGi

(k) and
ΔwLi

(k) add the k-order and half invariance of the power of the generator and the power of
the load to the node i, respectively.

Thus, the k-order cumulant of the output variable can be obtained as:{
ΔXk = Sk

0ΔWk

ΔZk = Tk
0ΔWk (6)

where S0
k and T0

k are the matrices formed by the matrix S0 and the powers T0 of the k
elements in the matrix, respectively.

After applying Equations (5) and (6) to calculate the cumulant of the output vari-
able, the probability distribution function of the output variable, specifically the node
voltage and the line power flow, can be derived using the Gram–Charlier progression
expansion method.
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2.2. Prediction of Cascading Failure

Cascading failure is a phenomenon characterized by the simultaneous occurrence of
multiple factors, a short propagation time, and severe consequences. According to the
literature [18], it is noted that the primary driving factor behind cascading failure in new
energy power systems is still predominantly overload. Therefore, the present study aims to
analyze and mitigate the occurrence of overload-dominated cascading failure. Overload-
dominated cascading failure is a phenomenon in which a system experiences a failure
that alters the optimal power flow transmission path. This leads to a redistribution of
power flow from the faulty line to the non-faulty line, causing the non-faulty line to become
overloaded. As a result, protection measures are triggered to remove the non-faulty line,
leading to a chain reaction that ultimately results in the collapse of the entire system [19].
The probability of line tripping due to overload is commonly represented using a piecewise
function [20].

c =

⎧⎪⎨⎪⎩
c0, Pk ≤ Pk

r

c0 +
1−c0

Pk
m−Pk

r (Pk − Pk
m), Pk

r < Pk ≤ Pk
m

1, Pk > Pk
m

(7)

where c0 is the protection recessive fault probability, which is 0.01. Pk is the active
power on the line k. Pk

r and Pk
m are the rated power and limit transmission power

of the line k, respectively.
When the proportion of wind power is high, the fluctuating nature of its power output

results in line power flow that exhibits uncertain characteristics. The probabilistic power
flow model can be employed to determine the probability distribution state of power flow
in power systems that incorporate wind power. However, the power flow along the line
is no longer considered a constant value, but rather a probability density function. As a
result, it is not possible to directly substitute this function into Equation (7) in order to
determine the line outage probability. Therefore, Equation (8) combines the probability
density function of the line power flow and the line outage probability to determine the
line outage probability in power systems with wind power integration.

cw =
∫ +∞

0
c · f (Pk)dPk (8)

where f (Pk) is the probability density function of line k active power. c is the probability of
line tripping due to overload.

In the context of cascading failure propagation, the subsequent faulty lines are primar-
ily impacted by the disconnection of the line in the previous stage if no mitigation measures
are implemented. Therefore, the prediction of the propagation path of cascading failures in
power systems with wind power integration can be achieved by continuously selecting
the line with a higher probability of outage as the subsequent faulty line, as determined by
Equation (8).

3. Sensitive Lines in Power Systems with Wind Power Integration

3.1. Impact of Blocking Control on the Propagation of Cascading Failure

Blocking control refers to the application of control measures in the early stages of
the projected propagation trajectory of cascading failure, with the objective of hindering
the further amplification of the failure. The control strategy for mitigating overload-
dominated cascading failure primarily focuses on altering the power flow distribution state
of the system by making adjustments to generator output and reducing the load. This
measure is implemented in order to reduce the impact of excessive line load and prevent
the occurrence of cascading failures. The redistribution of power flow within a system
can result in alterations to the load rate of additional transmission lines and the outage
probability of lines. This, in turn, has the potential to induce overload occurrences and
trigger subsequent cascading reactions through the tripping of overloaded lines. Figure 1
depicts the dynamic relationship between the uncertainty of wind power output, the
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propagation of cascading failures, and the implementation of blocking control measures
in power systems that incorporate the integration of wind power. The equilibrium of the
system is disrupted due to the modification in wind power generation and the tripped lines
caused by overload. The redistribution of power flow on tripped lines has a prominent
influence on the optimal control measures. Currently, there is a rise in both the quantity
and magnitude of conventional units participating in the process of adjustment. This
increase can potentially exert a substantial influence on the operational status, resulting
in a modification of the propagation path of cascading failures. Therefore, subsequent to
the implementation of control measures, the propagation trajectory of cascading failure is
influenced by both line disconnection and injection power alteration. The outcome will
inevitably deviate from the initial predicted result, resulting in the failure of the original
blocking control and hastening the malignant propagation of failure. In actuality, when
there is a significant change in the power output of the generator, only a portion of the
transmission lines are significantly affected and experience overloading. If the specific lines
responsible for the cascading failure can be identified and appropriate defensive measures
are implemented during the design of a blocking control scheme, it can effectively prevent
the control measure from modifying the transmission path of the cascading failure. This
ensures that the blocking control measure successfully achieves the intended outcome.

power system operating states

Multi-stage blocking control

The first step 
blocking measure

The initial failure The Second fault The nth fault

change flow transfer change flow transfer change

The second step 
blocking measure

change change

cascading failure propagation process

Uncertainty of 
wind power output

influence

influence

Figure 1. Interactive impact diagram of wind power, control measures, and cascading failure propa-
gation process.

3.2. Determination of Sensitive Lines Based on Power Sensitivity Matrix

Based on the provided power grid topology and parameters, as well as the current cor-
relation coefficient matrix, it is possible to derive a power sensitivity matrix that represents
the relationship between the injected power variable of a node and the power variable of
the line. From this, it can be concluded that the power sensitivity βk−i between the power
flow variables of the branch Bk in the power grid and the injected power variables of the
node Ni is:

βk−i =
λk−iUk,B

Ui,N
cos(ϕk,B − ϕi,N) (9)

where λk−i is the current correlation coefficient between the current phasor of branch Bk
and the injection current phasor of node Ni; Uk,B and ϕk,B are the first terminal voltage
modulus and phase angle of branch Bk, respectively; Ui,N and ϕi,N are the voltage mode
values and phase angles of node Ni, respectively.

218



Energies 2024, 17, 442

Considering that the voltage amplitude and phase angle of each node in the power flow
calculation of the transmission network are not significantly different, Uk,B

Ui,N
and cos(ϕk,B − ϕi,N)

can be approximately equal to 1. Therefore, Equation (9) can be equivalent to:

βk−i = λk−i (10)

The current correlation coefficient λk−i can be calculated by Equation (11):

C(λ) = YBATY−1
N (11)

where, for a power grid with n nodes and b branches, C(λ) is its current correlation
coefficient matrix, YB is its branch admittance matrix, A is its node incidence matrix, YN is
the node admittance matrix.

From Equation (10), it is evident that power sensitivity βk−i is solely dependent on
the parameters and topology of the power grid, and remains unaffected by the operational
state of the system. The influence of node injection power change on the flow power on the
branch is directly proportional to the power sensitivity βk−i between each line and node.

The blocking control of cascading failure is primarily accomplished through the adjust-
ment of the generator’s output. Hence, the power sensitivity matrix for each controllable
generator node and all lines is computed using Equation (10) prior to implementing the
blocking control strategy. The lines that experience significant changes in their adjustment
are identified as sensitive lines based on the magnitude of their power sensitivity. When
implementing control measures, it is advisable to prioritize the prevention and control
of these factors. This approach not only reduces the likelihood of new failures caused by
control blockages, but also mitigates the issue of high control costs.

4. Blocking Control Model of Cascading Failure in Power Systems with Wind
Power Integration

Based on the aforementioned analysis, it is evident that the incorporation of control
constraints is crucial in order to effectively manage the power flow in sensitive transmission
lines. This measure is imperative in order to guarantee that the implementation of blocking
control measures does not modify the propagation path of cascading failure following
the integration of wind power. After the integration of wind power, the control variables,
such as node injection power adjustment, and the output state variables, including power
flow and voltage, may exhibit uncertain behavior. Traditional control models that rely on
deterministic optimal power flow are no longer applicable for blocking cascading failures.
The application of probability optimal power flow with opportunity constraints and the
integration of probability information of random variables have gained popularity in the
optimization of new energy power systems. This approach entails the manipulation of
different system parameters to account for the potential scenario in which the formulated
scheme may not meet the constraint conditions with a certain level of confidence. Hence,
the objective of this study is to mitigate the control cost associated with each link in the
transmission path of cascading failure. This can be achieved through the adjustment of
output from conventional units, discontinuation of wind power, and load reduction. The
aforementioned objective is accomplished by employing the calculation of probabilistic
optimal power flow. Constraints involving stochastic control variables are commonly
formulated as expected value constraints, while boundary constraints on output state vari-
ables are expressed as opportunity constraints. The proposed multi-stage blocking control
model aims to effectively mitigate the occurrence and propagation of cascading failure.
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4.1. Objective Function

Considering that the purpose of cascading failure blocking control is to reduce the
probability of cascading failure in the system with the most economical control cost possible,
the objective function is:

f =
l

∑
k=1

(α(
NG

∑
i=1

ΔPk
uGi +

NG

∑
i=1

ΔPk
dGi) + β

NW

∑
i=1

ΔPk
dWi + γ

ND

∑
i=1

ΔPk
dDi) (12)

where the superscript “—” indicates the expected value of the control variable. l is the

number of links passed by the cascading failure propagation paths.
NG
∑

i=1
ΔPk

uGi and
NG
∑

i=1
ΔPk

dGi

are the upward and downward power adjustment of the k link adjustable generator node i.
NW
∑

i=1
ΔPk

dWi is the downward power adjustment of the k link wind turbine node i.
NL
∑

i=1
ΔPk

dDi

is the load reduction amount of the first link load node i. α, β and γ are the cost coefficients
of adjusting generator output, wind abandonment penalty and load shedding; considering
that grid dispatchers do not want to lose load on the grid, they will adjust generator output
first and then consider wind abandonment afterwards, so the cost of load shedding is much
higher than the generator dispatching cost and wind abandonment penalty [21]. NG, NW
and ND are the adjustable generators, the number of wind turbine nodes and the number
of load nodes, respectively.

4.2. Expectation Constraints

The expectation constraints of the cascading failure blocking control model, which is
based on probabilistic optimal power flow, primarily encompass the power balance and
generator output range constraints.

(1) Power balance constraint:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(P̃Gi +
k
∑

m=1
ΔP̃m

uGi −
k
∑

m=1
ΔP̃m

dGi) + (P̃Wi −
k
∑

m=1
ΔP̃m

dWi)−

(P̃Di −
k
∑

m=1
ΔP̃m

dDi)−Ṽi ∑
j∈i

Ṽj(Gij cos θ̃ij + Bij sin θ̃ij) = 0

(Q̃Gi +
k
∑

m=1
ΔQ̃m

uGi −
k
∑

m=1
ΔQ̃m

dGi) + (Q̃Wi −
k
∑

m=1
ΔQ̃m

dWi)−

(Q̃Di −
k
∑

m=1
ΔQ̃m

dDi)−Ṽi ∑
j∈i

Ṽj(Gij sin θ̃ij − Bij cos θ̃ij) = 0

(13)

(2) Upper and lower bound constraints on control variables:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Pmin
Gi ≤ PGi +

k
∑

m=1
ΔPm

uGi −
k
∑

m=1
ΔPm

dGi ≤ Pmax
Gi

Qmin
Gi ≤ QGi +

k
∑

m=1
ΔQm

uGi −
k
∑

m=1
ΔQm

dGi ≤ Qmax
Gi

Pmin
Wi ≤ PWi −

k
∑

m=1
ΔPm

dWi ≤ Pmax
Wi

Qmin
Wi ≤ QWi −

k
∑

m=1
ΔQm

dWi ≤ Qmax
Wi

(14)

220



Energies 2024, 17, 442

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

0 ≤ ΔPk
uGi ≤ ΔPmax

uGi

0 ≤ ΔPk
dGi ≤ ΔPmax

dGi
0 ≤ ΔPk

dWi ≤ ΔPmax
dGi

0 ≤ ΔQk
uGi ≤ ΔQmax

uGi

0 ≤ ΔQk
dGi ≤ ΔQmax

dGi

0 ≤ ΔQk
dWi ≤ ΔQmax

dGi

(15)

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

0 ≤ ΔPk
dDi ≤ Pmax

Di

0 ≤ ΔQk
dDi ≤ Qmax

Di

Pmin
Di ≤ k

∑
m=1

ΔPm
dDi ≤ Pmax

Di

Qmin
Di ≤ k

∑
m=1

ΔQm
dDi ≤ Qmax

Di

(16)

where the superscript “~” represents random variables. The superscript “—” represents
the expected value of random variables. PWi and QWi respectively represent the active and
reactive power of the wind power at the feed node i. PGi and QGi are the active power and
reactive power of the generator i, respectively. PDi and QDi respectively represent the active
load and reactive load of the node i. ΔPk

uGi, ΔPk
dGi, ΔQk

uGi, ΔQk
dGi, ΔPk

dDi, ΔQk
dDi, ΔPk

dWi
and ΔQk

dWi are the active power up-regulation, active power down-regulation, reactive
power up-regulation, reactive power down-regulation, active load reduction, reactive load
reduction and curtailment volume of the adjustable generator in the k link of the cascading
failure, respectively. Gij and Bij are the real and imaginary parts of the elements of the row
i and column j of the node derivative matrix, respectively, indicating that the node j is
connected to the node i. Vij and θij are the voltage magnitude and phase angle between
the node i and node j, respectively. The superscripts max and min correspond to the upper
and lower limits of each variable, respectively. Also, assuming that the power balance can
always be satisfied during the control process, Equation (10) can be transformed to take the
desired power balance equation [22]:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(PGi +
k
∑

m=1
ΔPm

uGi −
k
∑

m=1
ΔPm

dGi) + (PWi −
k
∑

m=1
ΔPm

dWi)−

(PDi −
k
∑

m=1
ΔPm

dDi)−Vi ∑
j∈i

Vj(Gij cos θij + Bij sin θij) = 0

(QGi +
k
∑

m=1
ΔQm

uGi −
k
∑

m=1
ΔQm

dGi) + (QWi −
k
∑

m=1
ΔQm

dWi)−

(QDi −
k
∑

m=1
ΔQm

dDi)−Vi ∑
j∈i

Vj(Gij sin θij − Bij cos θij) = 0

(17)

4.3. Chance Constraints

In the context of cascading failure blocking control, the active power of the trans-
mission lines and the amplitude of node voltages are crucial output state variables. The
uncertainty associated with wind power introduces a probability distribution for these state
variables. However, imposing strict security constraints to ensure compliance can result in
high control costs that may not align with the practical scenario. Therefore, an alternative
approach is to express these constraints as opportunity constraints, allowing for a certain
level of violation of the security constraints with a specified confidence level. Furthermore,
it is imperative to implement essential measures for preventing and controlling failures of
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sensitive lines, particularly those greatly affected by adjustments in generator output. The
limitations on setting output state variables are as follows:{

Pr
{|Pk| ≤ μPr

k
} ≥ ρ ∀k /∈ S

Pr
{|Pk| ≤ Pr

k
} ≥ ρ ∀k ∈ S

(18)

Pr
{

Vmin
i ≤ Vi ≤ Vmax

i

}
≥ ρ (19)

where Pr{∗} is the probability that the inequality constraint is established. ρ is the preset
confidence level. Pk and Vi are the active power flow on the line k and the voltage amplitude
of the node i, respectively. μ is the artificially set control coefficient, S is a sensitive line set.

The approach used in this paper to handle chance constraints is based on the deter-
ministic transformation method proposed in the literature [22,23]. Equations (18) and (19)
can be expressed uniformly as follows.{

Pr{x ≤ xmax} ≥ ρ
Pr{x ≥ xmin} ≥ ρ

(20)

where xmax and xmin generalize the upper and lower limits of the variable taken. From
the probabilistic power flow calculation, the probability distribution state of the output
variable can be obtained, and then the probability density function and quantile function of
the random variable Z(ρ) can be fitted. Suppose that the quantile of the random variable x
at the confidence level is ρ, then Equation (20) can be transformed into:{

Z(ρ) ≤ xmax
Z(1− ρ) ≥ xmin

(21)

The chance constraint is consequently converted into a deterministic inequality con-
straint, and the probabilistic power flow calculation, which relies on the chance constraint,
is resolved through the subsequent steps.

First, without considering the uncertainty, ρ = 1 is transformed into a deterministic
optimal power flow problem to solve the optimal control scheme.

Subsequently, the control scheme is utilized to solve the probabilistic power flow, tak-
ing into account the uncertainty in wind power output. This analysis yields the probability
distribution and quantile function of line power flow and node voltages.

Finally, the quantile of the output variable is compared with the boundary of the
variable using Equation (21) at a specified confidence level for the chance constraint. The
success of the solution is determined by the satisfaction of the constraint. However, in
the event that the constraint is breached, the computational boundary of the variable is
modified to rectify the deterministic optimal trend. The boundary adjustment strategy is
denoted by Equation (22).⎧⎨⎩ xmax = xmax ∗max

{
1− Z(ρ)−xmax

xmax
, 1− α

}
xmin = xmin ∗min

{
1 + xmin−Z(ρ)

xmin
, 1 + α

} (22)

where a is the adjustment parameter to prevent unreasonable adjustment of the upper and
lower limits of the random variables; 5% is desirable, and if Z(ρ) > xmax, then the upper
limit xmax of the calculation is adjusted. If Z(1− ρ) < xmin, the lower limit xmin of the
calculation is adjusted.

Furthermore, Equation (18) demonstrates that altering the control coefficient has an
impact on the permissible power flow limit. A higher value of the control coefficient
indicates a lower level of control effort, which in turn increases the likelihood of a line
failure. However, this reduction in control effort is accompanied by a corresponding
decrease in control costs. The objective of implementing cascading failure blocking control
is to mitigate the likelihood of cascading failure while minimizing the associated control
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expenses. During the initial phases of cascading failure, the system exhibits a robust
resistance to interference, which allows for the possibility of adjusting the control coefficient
of non-sensitive lines. This adjustment permits a slight increase in power flow beyond the
limit, thereby reducing control costs. However, it is crucial to prevent the occurrence of
cascading failure before the system collapses.

4.4. Model Solution

The development of the proposed cascading failure blocking control model is based
on the probabilistic optimal power flow, which involves solving a nonlinear programming
problem using AC power flow. The direct solution to this problem is computationally
intensive, and ensuring convergence is challenging. Hence, this study employs the concept
of linearizing the AC power flow in order to estimate the nonlinear component of the con-
straints through the utilization of the Taylor series expansion method [24]. This approach
transforms the problem into a linear programming problem. The proposed model and the
optimization program are constructed using MATLAB programming tools, and the CPLEX
solver is employed for solving. The flowchart of the proposed method is shown in Figure 2.

Figure 2. Flowchart of the proposed method.

5. Simulation and Results

In this paper, the IEEE 39-node system is used as a test arithmetic example; it contains
10 generators, 39 nodes and 46 lines with a total load of 6254.23 MW. The system section
line diagram is shown in Figure 3. Among them, the generators on node 33 and node 37
are replaced by wind farms with installed capacities of 630 MW and 540 MW, respectively,
where the total wind power penetration rate is about 20%. Assuming that the local wind
speed approximately obeys the Weibull distribution and the wind farm active output is
only related to the wind speed, the shape parameter and scale parameter of the Weibull
distribution are 4 and 10.35, respectively, and the wind turbine models installed in the wind
farm are WD5000 units, whose cut-in wind speed is 3 m/s, cut-out wind speed is 25 m/s,
and rated wind speed is 11.3 m/s. α, β and γ will be taken as USD $1/MW, $10/MW and
$100/MW, respectively. μ is 1.2 in the l − 1 link of the cascading failure propagation path,
and 1 in the l link. The generator adjustment parameters are shown in Table 1. The data,
shown in Figure 3 and Table 1, come from the MATPOWER package in MATLAB.
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Table 1. Generator adjustment parameters.

Generator
No.

Initial Active
Output
(MW)

Upper/Lower
Limit of Active
Output (MW)

Initial Reactive
Output
(Mvar)

Upper/Lower Limit
of Reactive Output

(Mvar)

G1 250 1040/0 161.76 400/140
G2 677.87 976/0 221.57 300/−100
G3 650 725/0 206.97 300/150

WG4 630 630/0 108.29 250/0

Table 1. Cont.

Generator
No.

Initial Active
Output
(MW)

Upper/Lower
Limit of Active
Output (MW)

Initial Reactive
Output
(Mvar)

Upper/Lower Limit
of Reactive Output

(Mvar)

G5 508 508/0 166.69 167/0
G6 650 687/0 210.66 300/−100
G7 560 580/0 100.17 240/0

WG8 540 540/0 0 250/0
G9 830 865/0 21.73 300/−150

G10 1000 1100/0 78.47 300/−100
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Figure 3. Diagram of IEEE 39 system.

5.1. Propagation Path of Cascading Failure

Line 1–2 disconnection is considered as a random initial fault, as shown by the red
arrow in Figure 3. The first step is to utilize probability power flow to determine the
probability distribution of power flow in each branch after the failure. Figure 4 illustrates the
probability distribution curve of power flow through Line 4–5 after Line 1–2 is disconnected.
Subsequently, Equation (2) is employed to calculate the probability of overload in other
lines and the probability of failure. The largest probability of outage for each link is then
selected to generate a cascading failure path, as presented in Table 2. This path is used as
an example for blocking control.
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Table 2. Propagation path of cascading failure without blocking control.

Failure Links Failure Lines Failure Probability

1 L1–2 1

2 L4–5 0.37

3 L4–14 0.66

4 L3–4 0.8
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Figure 4. Probability distribution of power flow on line 4–14.

As evident in Table 2, Line 1–2 can be interpreted as representing the initial fault with
a probability of failure set at 1. After the disconnection of Line 1–2, a significant shift in
tides occurs in a large area, resulting in successive trips of Line 4–5 and Line 4–14 due to
overload. Until the disconnection of Line 3–4 occurs, leading to system decoupling, there is
a resultant load loss of approximately 500 MW.

5.2. Sensitive Line Set

According to power sensitivity analysis, it is possible to identify the lines that exhibit
higher sensitivity to changes in generator output, as illustrated in Figure 5.
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Figure 5. Sensitive lines of IEEE 39 system.

According to the findings presented in Figure 5, it is evident that making significant
adjustments to the generator output results in notable fluctuations in power flow. However,
these fluctuations primarily affect a limited number of sensitive transmission lines located
in close proximity to the generator outlet. Consequently, these lines are more susceptible
to experiencing overload conditions. After the generator G3 at node 32 experiences a
substantial increase in its output, it has the potential to result in overload failure in the
sensitive Line1–10 and Line10–13. Considering the varying adjustable capacities of each
generator, it is expected that generators with smaller adjustable capacities, such as G7, will
not cause significant fluctuations in the power flow of the corresponding sensitive line.
Hence, to minimize control expenses and enhance solution efficiency, this study exclusively
concentrates on the prevention and management of sensitive line failures associated with
higher adjustable capacity and wind turbines.

5.3. Control Effect Analysis

Taking the propagation path of cascading failure in Section 5.1 as an example, the
control model established in this article is used for blocking control:

Model 1: without considering multi-stage blocking control of sensitive lines.
Model 2: considering multi-stage blocking control of sensitive lines.
The control effect and cost are shown in Figures 6 and 7, respectively.
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Figure 6. Control effect of Model 1 and Model 2.
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Figure 7. Control cost of Model 1 and Model 2.

From the analysis of Figure 6, it is evident that both models exhibit a significant reduc-
tion in the probability of failure at each stage when compared to the failure link without
blocking control, as indicated in Table 2. However, Model 1 does not take into account the
impact of blocking control measures. Upon implementing control measures for Line 1–2,
the failure probability of the subsequent Line 4–5 decreased from 0.39 to 0.20. Nevertheless,
as a result of the unpredictability of wind power generation and its consequential effects, a
significant number of instances of active power shortages were observed subsequent to the
occurrence of failures. The likelihood of failure in Line 2–25, located near the wind farm,
and Line 10–13, situated near the generator with significant output adjustment, is greater
compared to that of Line 4–5. Therefore, the subsequent propagation of cascading failure
may deviate from the anticipated trajectory, resulting in the failure of the initial control
scheme. Similarly, the occurrence of new line failures may also arise with the implemen-
tation of subsequent control measures. Model 2 effectively mitigates the deviation of the
propagation path of cascading failure from the predicted outcomes through the proactive
implementation of preventive control measures on vulnerable transmission lines. This
ensures the effectiveness of control measures for each individual link.

From Figure 7, it is evident that during the initial phase of cascading failure, the
implemented control measures involve modifying the generator output and implementing
a limited amount of wind power abandonment. These measures aim to decrease the
likelihood of subsequent failures. When the cascading failure extends to the point where
Line 4–14 becomes disconnected, the two subnets within the system are only linked by
Line 3–4. In order to avoid system disconnection, it is no longer feasible to restore the
system to a safe operating state by solely making adjustments to conventional units and
abandoning wind power. Therefore, the implementation of load shedding is necessary in
order to regulate the power flow within the entire network line, ensuring that it remains
below the rated value. In contrast to Model 1, Model 2 requires a slight reduction in
load during the initial stages of cascading failure when generator adjustment is limited.
This is necessary to maintain the power flow constraints of vulnerable transmission lines
and ensure that the propagation path of cascading failure remains unchanged under
limited generator adjustment conditions. Therefore, the initial control cost of Model 2 is
comparatively high.

If multi-stage blocking control measures are not implemented, the enforcement of
stringent control measures will be necessary during the initial stages of cascading failure.
Specifically, the control coefficient will be consistently set to 1, while the other parameters
will remain unaltered, as denoted by Model 3. The cost and effectiveness of control
measures in Model 3 are outlined in Table 3.
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Table 3. Model 3 control cost and control effectiveness.

Failure Links
Generator

Adjustment
Cost ($)

Wind
Abandonment

Cost ($)

Load Shedding
Cost ($)

Failure
Probability of

Lines

1 (L1–2) 620.13 596.80 34,572.36 0.01

Based on the findings outlined in Table 3, it is apparent that disconnecting Line 1–2
leads to the successful mitigation of all potential line failures and greatly diminishes the
probability of cascading failure. The achievement of this outcome is facilitated through
the implementation of the single-stage control in model 3. Despite its advantages, the
system requires a substantial amount of load shedding and adjustment of generator output,
resulting in increased control costs and impeding the economic efficiency of the system.

5.4. Influence of Wind Power on Blocking Control

Then, the impact of wind power penetration rates or confidence levels on control
measures is analyzed. Under the condition of maintaining a confidence level of 90%
and keeping other parameter settings unchanged, the wind power penetration rate was
increased to 30% by replacing generator G5 with a wind farm having an installed capacity
of 500 MW. Subsequently, generator G9 was replaced by a wind farm with an installed
capacity of 830 MW to achieve a wind power penetration rate of 40%. The cascading failure
was successfully blocked and controlled under both operating conditions. The resulting
control cost is presented in Figure 8.
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Figure 8. Control costs under different wind power penetration rates.

From the analysis presented in Figure 8, it is evident that the augmentation of wind
power penetration leads to an exponential rise in control costs. When wind farms constitute
a larger proportion of the power system and blocking control is implemented, there is a
need to compensate for the active power deficit caused by insufficient wind power output.
However, this compensation is constrained by the upper limit of the adjustable power
generation capacity of conventional units. Consequently, significant load reduction is
required to ensure the safety and stability of the system.

Furthermore, when applying the deterministic control method, it is necessary to ensure
that the system state variables strictly adhere to the imposed constraints during the control
process. This implies that the confidence levels of the variable constraints should all be
100%. However, this approach may lead to the issue of increased control costs. In this
paper, the confidence levels of 90%, 95%, and 100% are employed for the comparison test.
The remaining parameters are kept consistent with Model 1. The resulting control cost is
presented in Figure 9.
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Figure 9. Control costs under different confidence levels.

From the analysis of Figure 9, it is evident that the control scheme is influenced
by the uncertainty of wind power output. The confidence level plays a significant role
in determining the level of conservatism in the control scheme. As the confidence level
increases, the control scheme becomes more conservative. Consequently, there is an increase
in both the amount of load shedding and control cost. Without the inclusion of a chance
constraint, the control scheme will lead to a substantial amount of load shedding, even
when the confidence level is set at 100%. However, the confidence level does not show a
significant improvement in this scenario. Hence, the control model presented in this paper
compromises a certain level of confidence in order to develop a scheme that may not fully
satisfy the constraint with a low probability but significantly minimizes the control cost.

In conclusion, as the scale of wind power increases, it is important to consider the
impact of uncertain wind power output and the limited adjustable power generation
capacity of conventional units. In the event of a cascading failure in the system, various
load shedding methods will be implemented to ensure the system operates within safe
operating state constraints. However, these measures also result in increased control costs.

6. Conclusions

This article presents a novel approach to constructing a propagation path prediction
model for cascading failure in power systems with wind power integration. The model is
based on probabilistic power flow analysis. Based on the anticipated outcome, an analysis
is conducted on the importance of incorporating sensitive lines into blocking control.
Subsequently, a multi-stage blocking control model that takes into account sensitive lines is
developed using probability optimal power flow. Through conducting simulation analysis
on the IEEE 39-node system, several conclusions can be derived.

(1) The obtained blocking control measures can effectively reduce the risks of cascading
failure. Sensitivity analysis is employed to reduce the solving dimension of the model
by identifying the lines that exert a substantial influence on the control measures.

(2) The proposed control method can offer a viable solution for mitigating the impact of
wind power while simultaneously minimizing control costs. This approach enables
the development of a control scheme that effectively balances the objectives of safety
and economy.

(3) The escalation of wind power penetration rate and confidence level will result in an
increase in the expenses associated with cascading failure blocking control.

This paper exclusively focuses on the impact of cascading failure caused by overload,
which is a steady-state problem. However, the outage of transmission lines may trigger
transient issues, including voltage disturbances and frequency disturbances. These can
lead to power system protection actions, including the disconnection of wind turbines
from the grid. Furthermore, this paper does not address the subsequent effects of these
disturbances on the propagation of cascading failures after the disconnection. Therefore,
future work should focus on the transient cascading effects.
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Abstract: An effective equaliser is crucial for eliminating inconsistencies in the connected serial
batteries and extending the life of the battery system. The current equalisers generally have the
problems of low equalisation efficiency, slow equalisation speed, and complex switching control.
A layered parallel equaliser based on a flyback transformer multiplexed for a lithium-ion battery
system is proposed. The equaliser employs both hierarchical and parallel equalisation techniques,
allowing for simultaneous processing of multiple objectives. This enhances both the efficiency
and speed of the equalisation process. The efficiency of equalisation can be further improved by
implementing PWM control with deadband complement. Additionally, the flyback transformer serves
as an energy storage component for both layers of the equalisation module, resulting in a significant
reduction in the size and cost of the equaliser. The circuit topology of the equaliser is presented,
and its operational principle, switching control, and equalisation control strategy are analysed in
detail. Finally, an experimental platform consisting of six lithium-ion batteries is constructed, and
equalisation experiments are conducted to verify the advantages of the proposed equaliser in terms
of equalisation speed, efficiency, and cost.

Keywords: equaliser; multiplexed flyback transformer; layered parallel equalisation; ithium-ion battery

1. Introduction

Lithium-ion batteries are commonly used in grid energy storage and electric vehicles
due to their high energy density, lack of memory effect, and long cycle life [1]. However,
individual lithium-ion batteries have a low nominal voltage that does not meet the re-
quirements for applications such as electric vehicles and energy storage. To achieve the
necessary power levels, a large number of individual batteries must be connected in series
and parallel [2]. However, lithium-ion batteries inevitably vary in terms of individual
capacity and internal resistance during the manufacturing process, leading to inconsistency
between batteries. This inconsistency gradually increases during the use cycle, making
the battery pack prone to a single overcharge or overdischarge, which seriously affects the
overall performance of the battery system. Thus, it is imperative to address the issue of
inconsistency among battery system monomers. Battery equalisation technology proves to
be an effective solution [3].

There are two main types of equalisation methods: passive equalisation and active
equalisation [4,5]. The passive consumes the excess energy through a parallel resistor.
Despite its simplicity, the passive equalisation structure results in high energy loss and
slow equalisation speed [6].

The active equalisation employs an inductor, capacitor, and transformer as the energy
storage elements to transfer energy between batteries. Capacitor-based equalisation is a
method of transferring battery energy using capacitance. It controls the on-off of switching
devices to transfer energy between adjacent batteries. This method avoids the need for
direct electrical connections between batteries [7–9]. Inductor-based equalisation is a
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method of transferring battery energy using inductance, allowing for highly controllable
equalisation currents. However, the process is time-consuming and can negatively impact
efficiency [10–14]. LC-based equalisation utilises an inductor (L) and capacitor (C) to form
a resonant tank for achieving energy equalisation. However, this method can only work at
a specific frequency and duty cycle range, leading to a more complex design and control of
LC-based equalisation circuits [15–19].

According to the type of the transformer, transformer-based equalisation can be
divided into four types: forward transformer-based equalisation [20], flyback transformer-
based equalisation [21,22], forward-flyback transformer-based equalisation [23–25], and
multi-winding transformer-based equalisation [16,26–29]. Shang et al. [20] proposed a for-
ward transformer equaliser that uses the voltage difference to automatically transfer energy
between batteries. However, as the voltage difference decreases, equalisation becomes
more difficult, resulting in poor equalisation results. Guo et al. [21] proposed a flyback
transformer equaliser, which has the advantages of easy electrical isolation and simple
control. However, the equalisation speed decreases, and the cost and volume increase as
the number of series-connected batteries increases. Shang et al. [23] proposed a forward-
flyback transformer-based equaliser that reduces the voltage difference between batteries
by combining the characteristics of forward and flyback transformers. The equalisation
speed is improved because the forward transformer is used before the flyback transformer.
However, the equalisation effect of the forward transformer is poor when the voltage
difference is small. Liu et al. [26] proposed a multi-winding transformer-based equaliser
using forward conversion, which is easy to control, but the equalisation speed is slow, and
the equalisation effect is poor when the voltage difference is low.

This paper proposes a layered parallel equaliser based on a flyback transformer
multiplexed for a lithium-ion battery system to address the design issues mentioned above.

(1) The equaliser uses a layered equalisation mode to double the input voltage and
improve equalisation efficiency. Additionally, the use of complementary PWM control
with a dead band reduces switching loss, further improving equalisation efficiency.

(2) The parallel equalisation mode is utilised to enable simultaneous charging or dis-
charging of multiple batteries or battery units, resulting in a significant improvement
in equalisation speed.

(3) The equaliser employs flyback transformers as multiplexed energy storage elements,
reducing both cost and size. The primary winding of the flyback transformer acts as
an inductor in the first-layer equalisation, facilitating energy transfer between the two
batteries. In the second-layer equalisation, the flyback transformer functions as an
energy storage element, facilitating energy transfer between battery units through an
energy transfer unit.

(4) The equaliser has a modular design, allowing for the simple addition of equalisation
modules as the number of batteries connected in series increases while maintaining
the parameters within the equalisation module.

The paper is structured into six sections. Section 2 provides a detailed explanation
of the layered equalisation working principle and MOSFET control. Section 3 introduces
the equalisation control strategy. Section 4 presents the experimental platform parameters,
procedure, and results. Section 5 presents a comparative analysis of the proposed equaliser
with various types of equalisers. Section 6 provides a general description of the main
features of the proposed equaliser and identifies areas for improvement. Finally, Section 7
analyses the conclusion.

2. Proposed Equaliser

2.1. Structure of the Proposed Equaliser

The architecture of the proposed equaliser is illustrated in Figure 1 and consists of
two equalisation modules: the first-layer equalisation module (FMi) and the second-layer
equalisation module (SMi). The battery pack is divided into a single battery (Bi) and a
battery unit (BUi) according to the equalisation process. The first-layer equalisation module
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primarily achieves energy equalisation between two single batteries within the battery unit.
The second-layer equalisation module aims to achieve energy balance between the battery
units. Once the first-layer equalisation is complete, the second-layer equalisation begins.

+

Figure 1. The architecture of the proposed equaliser.

The circuit topology of the proposed equaliser is shown in Figure 2, which consists
of a battery system of n single batteries connected in series, n/2 flyback transformers,
3n MOSFETs, and an energy transfer unit E. Six MOSFET switches with anti-parallel diodes
(Mi1 to Mi6) and a flyback transformer Ti form an equalisation module. Each battery unit
BUi consists of two single batteries, which correspond to an equalisation module. The
energy transit unit E is composed of two single batteries connected in series.

2.2. Operating Principle of the Proposed Equaliser
2.2.1. Operating Principle of the First-Layer Equalisation

To address the energy equalisation issue between two single batteries in the battery
unit, the primary winding Li1 of the transformer is utilised as the energy storage component.
The first-layer equalisation works in DCM mode in order to avoid the situation of magnetic
saturation of the inductor. The corresponding switches adopt complementary PWM with a
headband in order to further improve equalisation efficiency.

SOCBij represents the state of charge of the battery Bij. Taking batteries B11 and B12
as an example, assuming SOCB11 > SOCB12. Figure 3 shows the key waveforms of the
first-layer equalisation. The first-layer equalisation stage can be divided into four steps.
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+

+

+

+

+

+

+

Figure 2. The circuit topology of the proposed equaliser.

2t 3t 4t1t

Figure 3. The key waveforms in the first-layer equalisation.

State I [0−t1]: As shown in Figure 4a, M11 is turned on, M12 and M14 and M14 are
stayed on, and the energy of B11 is transferred to the primary winding L11 of transformer
T1. In this state, the current of the inductor L11 can be expressed as

iL11 =
VB11 − 2Vmos

L11
t (1)

where iL11 and L11 are the current and the inductance of L11, respectively. VB11 is the input
voltage, Vmos is the conduction voltage drop of MOSFET.
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Figure 4. Operational states of the first−layer equalisation. (a) State I. (b) State II. (c) State III.
(d) State IV.

State II [t1−t2]: As shown in Figure 4b, M11 is turned off, and then the energy in L11
flows to the battery B12 through the reverse parallel diode of M15. In this state, the current
of L11 can be expressed as

iL11 = iL11(t1)− Vout+2Vmos + VD

L11
(t− t1) (2)

where t1 is the turn-on time of M11, t1 is the output voltage, VD is the forward voltage of
the reverse parallel diodes of MOSFETs.

State III [t2−t3]: As shown in Figure 4c, M15 is turned on, and then the energy of L11
is transferred to battery B12. In this state, the current of L11 can be expressed as

iL11 = iL11(t2)− Vout+3Vmos

L11
(t− t2) (3)

State IV [t3−t4]: As shown in Figure 4d, M11, M13, M15 are turned off, and the current
of L11 is zero. This indicates that the first-layer equalisation has been completed.
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Considering the conduction losses of diodes and MOSFETs, the efficiency of the
first-layer equalisation is:

η1= 1−
2
∫ t1

0 RdsiL11
2dt +

∫ t2
t1

iB12(VD + 2RdsiL11)dt + 3
∫ t3

t2
RdsiL11

2dt∫ t1
0 VB11iL11dt

(4)

where Rds is the on-resistance of MOSFETs, iL11 is the RMS current of L11.

2.2.2. Operating Principle of the Second-Layer Equalisation

The second-layer equalisation utilises the flyback transformer to transfer energy between
different battery units via the energy transfer unit E. This process ultimately achieves energy
equalisation among all battery units within the entire battery system. The equalisation process
can be carried out simultaneously on multiple battery units during discharging or charging.
High-energy battery units transfer energy to the energy transfer unit E during discharging,
and the energy of E is transferred to low-energy battery units simultaneously. Additionally,
the equalisation speed increases with the number of parallel equalisation targets.

To determine which battery unit is discharged or charged in the second-layer equali-
sation, it is necessary to compare the average value of all battery units, SOCBUi, with the
average value of the SOC of the battery pack, SOCavg. As the first-layer equalisation is
complete, the SOC values of B11 and B12 are equal, the SOC values of B21 and B22 are equal,
and the SOC values of B31 and B32 are equal, respectively: SOCBU1 = SOCB11 = SOCB12,
SOCBU2 = SOCB21 = SOCB22, and SOCBU3 = SOCB31 = SOCB32. For instance, let us
consider the battery units BU1, BU2, and BU3. It is assumed that SOCBU1 > SOCBU2 > SO-
Cavg > SOCBU3. The equalisation process can be divided into two states.

State I: As shown in Figure 5a, M11 and M21 are turned on, while M13 and M23
remain on. L11 absorbs and stores the energy released by battery units BU1 and BU2. The
current on L11 can be expressed as

iL11 =
VBU1 − 2Vmos

L11
t (5)

where VBU1 is the voltage of BU1 and L11 is the inductance of the primary winding of T1.
The current iL21 on the primary winding L21 of T2 is as stated above.
When M11 and M21 are turned off, the energy induced by the secondary winding

flows to E through the anti-parallel diodes of switches M16 and M26. At this stage, the
current on the secondary winding L12 of T1 can be expressed as

iE =
VBU1 − 2Vmos

L11
DT +

VBU2 − 2Vmos

L21
DT− Vout + VD

L12
(t−DT)− Vout + VD

L22
(t−DT) (6)

where L12 and L22 are the inductance of the secondary winding of T1 and T2, respectively.
Vout is the out voltage, D is the duty cycle of MOSFETs, T is the cycle-time.

State II: As shown in Figure 5b, M36 is turned on, and then E releases energy to the
secondary winding L32 of T3. The current of E can be expressed as

iE =
VE −Vmos

L32
t (7)

where VE is the voltage of E.
When M36 is turned off, M13 remained on. The energy stored in L31 is transferred

to the battery unit BU3 through the anti-parallel diode of M31. The current of E can be
expressed as

iL31 =
VE −Vmos

L32
DT− Vout + Vmos + VD

L31
(t−DT) (8)
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Using the BU1 discharging as an example and considering the conduction losses of
diodes and MOSFETs, the efficiency η2 of the second-layer equalisation is:

η2= 1− 2
∫ DT

0 RdsiL11
2dt +

∫ (D+α)T
DT VDiL12dt∫ DT

0 VBU1iL11dt
(9)

where α is the duty cycle required to release energy from the secondary winding L12 of T1.

+

+

+

+

+

+

+

+

+

+

+

+

+

(a) (b)

Figure 5. Operational states of the second-layer equalisation. (a) State I. (b) State II.

3. Equalisation Strategy Design

Figure 6 shows the equalisation control strategy of a layered parallel equaliser based on
a flyback transformer multiplexed for a lithium-ion battery system. The control procedure
for MOSFET equalisation is divided into two sequential layers. Before beginning the
first-layer equalisation, it is necessary to estimate the quiescent state of charge (SOC) for
all batteries.

The first-layer equalisation occurs when the difference in SOC between two batteries
within the battery units exceeds the threshold value ε. The battery with the higher SOC
value discharges, while the battery with the lower SOC value charges. The second-layer
equalisation can only occur after all battery units have undergone internal equalisation.
If any battery units remain unequalised, the first-layer equalisation will be repeated. The
second-layer equalisation begins when the average SOC value SOCBUi of each battery
unit differs from the average SOC value SOCavg of the battery pack by ε. Battery units
larger than SOCavg discharge to the energy transfer unit E, while battery units smaller
than SOCavg absorb energy from E. When the difference between the average SOC value
SOCBUi of all the battery units and the average SOC value SOCavg of the battery pack is
within the threshold value ε, the equalisation process ends.
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Figure 6. The equalisation strategy of the proposed equaliser.

4. Equalisation Experiment

4.1. Experimental Platform and Parameters

To demonstrate the effectiveness of this equaliser, an equalisation experimental plat-
form consisting of six series-connected batteries was built, as shown in Figure 7. The
rated voltage of the battery is 3.6 V, and the rated capacity is 2600 mAh. The equalisation
experimental platform mainly consists of Labview, Battery String, Energy Transfer Battery,
Measurement Module, Isolated Drive Supplies, Equaliser, Controller, DC Power Source
and Oscilloscope. Table 1 shows the important parameters of the equalisation circuit.

Figure 7. Experiment platform.
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Table 1. Experimental parameters.

Parameters Value

Battery
Model LS18650-10A

Nominal capacity 2600 mAh
Nominal voltage 3.6 V

MOSFET Mij

TTD85N03AT
(VDS = 10 V, ID = 85 A,

RDS = 4.5 mΩ)

Transformer
N1:N2 1:1

Lm 21 μH
Lk 0.1 μH

Equalisation start threshold (ε) 0.1%
Switching frequency of the first-layer

equalisation (f 1) 50 kHz

Switching frequency of the second-layer
equalisation (f 2) 50 kHz

The parameters for the equalisation circuit above are also applicable to a battery
system composed of 2n (where n = 1, 2. . ., ∞) batteries connected in series.

4.2. The First-Layer Equalisation Experiment

Table 2 displays the initial SOC values of each battery. During the first-layer equalisa-
tion process, batteries B11, B21, and B31 are discharged simultaneously, while batteries B12,
B22, and B32 are charged simultaneously. This allows for internal equalisation of the three
battery units to occur simultaneously.

Table 2. Initial SOC value of each single battery.

Battery
Number

SOC (%) Voltage (V)
Battery

Number
SOC (%) Voltage (V)

B11 82.39 3.898 B22 67.34 3.891
B12 76.88 3.896 B31 62.75 3.888
B21 72.68 3.894 B32 57.28 3.884

Figure 8a shows the waveform of the current in the battery unit BU2 when the battery
B21 is discharged and the waveforms of the complementary PWM driving signals of the
switches M11 and M14 in the course of the experiment. Figure 8b shows the waveform of
the current in the battery unit BU2 when the battery B22 is charged and the waveforms of
the complementary PWM driving signals of the switches M11 and M14 in the course of the
experiment. The equalisation current is about 2 A, the duty cycle for M11 is about 31%, the
conduction duty cycle of M14 is about 67%, and the driving signals for both switches have
a dead time of about 2%.

4.3. The Second-Layer Equalisation Experiment

The second-layer equalisation experiment of the battery system contains three battery
units, where the battery unit whose average SOC value SOCBUiavg is higher than the
battery system average SOC value SOCavg releases energy, and the battery unit whose
average SOC value SOCBUiavg is lower than the battery system average SOC value
SOCavg absorbs energy.
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(a)

(b)

Figure 8. Experimental waveforms of the first-layer equalisation. (a) PWM signal waveforms of
M11, M14 and discharging current waveform of B11. (b) PWM signal waveforms of M11, M14 and
charging current waveform of B12.

Figure 9a shows the discharging current waveform of battery unit BU1 and the driving
signal waveform of switching device M11 intercepted during the experiment. Figure 9b
shows the charge current waveform of the energy transit battery E and the driving signal
waveform of the switching device M11. The equalisation current is 2.467 A, and the
conduction duty cycle of M11 is about 35%.

4.4. Equalisation experiment results

Figure 10 shows that the battery with a high SOC value in each battery unit releases
energy, the battery with a low SOC value absorbs energy, and finally the SOC values
between the two batteries reach the same. The equalisation times for the three battery
units are 20 min, 21 min and 21 min, respectively, so the time required for the first layer of
equalisation is 21 min. After equalisation, the SOCs of the three battery units are 79.44%,
70.11% and 59.89%, respectively.

Figure 10 also shows that the battery unit with a high SOC value in the battery system
releases energy, and the battery unit with a low SOC value absorbs the energy. This process
continues until the SOC values of all three battery units in the system are equalised. The
second-layer equalisation process takes 77 min. Following equalisation, the SOC values of
all three battery units are 69.85%.
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(a)

(b)

Figure 9. Experimental waveforms of the second-layer equalisation. (a) PWM signal waveforms of
and discharge current waveform of BU1. (b) PWM signal waveforms of M11 and charge current
waveform of E.

Figure 10. SOC curves of the battery string during the equalisation experiment.
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5. Analysis of Experimental Results

5.1. Calculation of Equalisation Efficiency
5.1.1. Equalisation Efficiency of the First-Layer Equalisation

The first-layer equalisation utilises PWM with deadband complementary to operate
the MOSFETs, resulting in reduced switching losses and improved equalisation efficiency.
For instance, when considering batteries B11 and B12, the equalisation efficiency of the
first-layer can be calculated using Equation (4) according to the relevant parameters and
graphs from the equalisation experiment. The calculation process is shown as follows:

η1 = 1− 2
∫ 0.31T

0 4.5×10−3×0.7362dt+
∫ 0.32T

0.31T 0.651×(0.6+2×4.5×10−3×0.651)dt+3
∫ 0.65T

0.32T 4.5×10−3×0.6512dt∫ 0.31T
0 3.898×0.736dt

≈ 98.8%
(10)

5.1.2. Equalisation Efficiency of the Second-Layer Equalisation

The second-layer equalisation process doubles the voltage of the battery unit by using
it as the equalisation object. For instance, in the case of battery unit BU2, the equalisation
efficiency of the second layer is calculated using Equation (9) and the relevant parameters
and graphs from the equalisation experiment. The calculation process is shown as:

η2 = 1− 2
∫ 0.35T

0 4.5× 10−3 × 0.9612dt +
∫ 0.67T

0.35T 0.6× 0.767dt∫ 0.35T
0 (3.894 + 3.891)× 0.961

≈ 94.3% (11)

5.2. Comparison with Other Methods

To demonstrate the advantages of the proposed layered parallel equaliser based on a
flyback transformer multiplexed for a lithium-ion battery system. Table 3 lists the equalisers
that are compared with different types of equalisers in terms of the number of devices and
equaliser performance. The number of devices included in the equaliser determines the
size and cost of the equaliser, which is mainly compared to the number of MOSFETs (M),
diodes (D), inductors (L), capacitors (C), and transformers (T) included in different types of
equalisers. This paper classifies the comparison of equalisers into three categories: low (L),
medium (M), and high (H), based on their cost, complexity, speed, efficiency, and size.

Table 3. Comparison of existing equalisers.

Equalisers
Components Equalisation Performance

M D L C T Cost Efficiency Speed Complexity Volume

[9] 2N 0 0 N − 1 0 L 93.1% L M L
[10] 4N + 2 0 N − 1 0 0 H 80% M H M
[15] 4N 0 N N 0 H 95.2% L H L
[16] 2N 0 2N N N H 92% M H H
[18] 4N + 1 0 1 1 0 M 96.05% L H L
[19] N/2 0 N/2 0 0 M / M H M
[20] N 1 N/2 0 N/4 L 95.6% M L H
[22] 2N + 6 0 1 0 1 M 80.4% L M L
[25] 5/4N 0 5/4N 0 N/4 M 93.15% M L M
[28] 2N 0 N 0 1 M 70.14% L M L

Proposed
equaliser 3N 0 0 0 N/2 M 98.8%/94.3% H M M

The proposed equaliser uses a flyback transformer as an equalisation element. To pro-
vide a more intuitive comparison, it will be compared with a design based on transformer
equalisation. In [16], half-bridge LC transformers are used as an equalisation topology.
This topology uses more transformers and inductors, which are larger in size. Due to the
fact that equalisation circuit is more intricate, the MOSFET control method is complex. The
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equaliser described in [22] only requires a flyback transformer, and the volume is small.
Equalisation can only be conducted sequentially between batteries, and the equalisation
speed is slow. The equalisation path contains more MOSFETs for energy flow, resulting
in high switching losses and low equalisation efficiency. The topology in [25] employs
multi-winding transformers as the equalisation element, resulting in faster equalisation
with fewer MOSFETs and higher efficiency. However, it is unable to selectively charge
during the charging process. In [28], the topology also employs multi-winding transform-
ers as equalisation elements. However, as the number of batteries in series increases, the
transformer has too many windings, resulting in poor equalisation efficiency.

Table 3 compares the proposed equaliser with various types of equalisers. It is evident
that the proposed equaliser outperforms other equalisers in terms of efficiency and speed.
Additionally, the proposed equaliser requires fewer components, resulting in a smaller size
and lower cost.

6. Discussion

This paper proposes a layered parallel equaliser based on flyback transformer mul-
tiplexing for a lithium-ion battery system that has higher equalisation efficiency, faster
equalisation speed, and greater scalability than other transformer-based equalisation de-
signs. The equaliser employs layered and parallel equalisation to improve efficiency and
speed. Additionally, the size of the equaliser is reduced by using a flyback transformer as a
two-layer energy storage element. The efficiency of the equaliser is further improved by
the short energy path and the small number of MOSFETs passing through the equalisation
loop. The equaliser has a modular design and is highly scalable, with component param-
eters remaining constant as the number of series-connected batteries increases, making
it suitable for large-scale energy storage battery systems. However, there are some areas
for improvement in this proposed equaliser. For instance, the suggested equaliser uses
a greater number of MOSFETs. By decreasing the number of MOSFETs, the cost of the
equaliser can be further reduced. Additionally, MOSFET losses can be minimised through
the implementation of resonant soft-switching techniques. It is anticipated that this can be
improved in future research.

7. Conclusions

Aiming at the problems of slow equalisation speed, low equalisation efficiency and
weak modularity in the large-scale energy storage lithium-ion battery system, this paper
proposes a layered parallel equaliser based on a flyback transformer multiplexed for a
lithium-ion battery system. The equaliser has the following characteristics:

1. High equalisation efficiency. The equaliser adopts a layered equalisation strategy.
The first-layer equalisation targets a single battery and utilises a Buck-Boost circuit
and complementary PWM driving method to prevent energy reflux. This approach
results in low equalisation loss and high efficiency. The second-layer equalisation
focuses on the battery unit and doubles the voltage to improve equalisation efficiency.
This is achieved through a multi-winding transformer equalisation circuit. The first
and second layer equalisation experiments resulted in an efficiency of 98.8% and
94.3%, respectively.

2. Fast equalisation speed. The multi-objective parallel equalisation method is utilised
by the equaliser. The first-layer equalisation ensures that equalisation within each
battery cell does not interfere with each other. The more parallel equalisation targets
there are, the faster the entire battery system can be equalised. The second-layer
equalisation module uses flyback transformers to parallel discharge or charge multiple
battery units. It also enables simultaneous charging and discharging of multiple units,
significantly increasing the speed of equalisation.

3. Strong modularity. With an increase in the number of series-connected batteries,
the hardware parameters of the equaliser remain unchanged. It is only necessary to
adjust the number of corresponding equalisation modules according to needs, which
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greatly improves the equaliser’s scalability. The equaliser is suitable for a large-scale
lithium-ion battery energy storage system.
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Abstract: The popularization of electricity-gas systems leads to increasing demand for state manage-
ment of systems. However, the existence of neglected measurement correlations brings uncertainties
to the electricity-gas systems state estimation. In this paper, an interval state estimation method
that considers measurement correlations existing in the electricity-gas systems is presented. We
derive the linear measurement model for the electricity-gas systems through Taylor series expansion
and estimate the measurement variance-covariance matrix with measurement correlations. The
system parameter matrix and the measurement variance-covariance matrix containing measurement
correlations are combined into an interval, and the interval state matrix considering measurement
correlations is constructed. Then, the linear equations for the state estimation interval consider-
ing measurement correlations are established based on the measurement containing correlations
and interval state matrix; as a result, the electricity-gas system state estimation model containing
measurement correlations is established. In addition, a method for determining the range of state
estimation intervals is proposed. Numerical tests on an integrated electricity-gas system comprising
a 10-node natural gas network and IEEE 30-bus system indicate that the proposed approach has more
advantages over the UT+KO approach in computation accuracy and computation efficiency.

Keywords: electricity-gas systems; measurement correlations; interval state estimation

1. Introduction

The popularization of electricity-gas systems leads to increasing demand for system
state supervision, and electricity-gas system state estimation is becoming an important
role of effective monitoring and control systems [1]. Most studies of state estimation
assumed that the measurements follow the independent Gaussian distribution and ignored
the correlations of the measurements. Nevertheless, this is not applicable in practice.
Since measurement data is usually obtained by the data acquisition system and the same
measurement equipment, every step from data acquisition may be affected by the same
errors—after the superposition and propagation of these errors, there will be a certain
correlation between the measurements [2]. The research shows that the long-term existence
of measurement correlations may have adverse effects on the results of electricity-gas
systems state estimation [3–5], such as the impact on the precision of state estimation in
distribution systems [3], as well as the impact of bad data with measurement correlations
on the measurement sets [4,5]. Thus, it is necessary to consider the existing measurement
correlations in the state estimation of electricity-gas systems. However, in practice, the
impact of these correlations on the system is hard to quantify. Therefore, we need to provide
the uncertainty range of state variables induced by measurement correlations, and ensure
that the state variables always exist in this range, for the sake of reducing the influence
of measurement correlations on system safety and ensuring the stability and reliability of
energy system.
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Currently, there are relatively few studies considering the measurement correlations
of the electricity-gas system; most focus on the study of the electricity system, and few
involve both the measurement correlation of electricity system and natural gas system.
As for the measurement correlations of electricity systems, the unscented transformation
(UT) is regarded as an effective solution. For instance, a state estimation framework of
electricity system based on UT for measurement correlations and measurements with
incomplete time synchronization was developed in [6]. In [7–9], UT was employed to
calculate the correlations between the measurements of the electricity system and the corre-
lations between the voltage phasor, active and reactive power of the bus. These methods
based on UT considered the measurement correlations of electricity systems, obtained the
correlation between the measured values through symmetric sampling strategy, and then
utilized the covariance to transfer the correlation. Although they had a certain tolerance for
measurement correlations, they need to calculate the measurements independently and
symmetrically, and are therefore mainly aimed at small-scale electricity systems. As the
system size increases, the calculation efficiency will gradually decrease.

In addition to UT, some methods based on the Kalman filter were used to solve
measurement correlations, including the Kalman filter (to predict the error covariance
matrix) [10,11], and the point estimation method based on an extended Kalman filter [12].
In addition, the combination of untracked transform and Kalman filter has been used to
detect bad data with measurement correlations [13]. These Kalman filter methods reduce
the measurement correlations by filtering the measurement values, and the state estimation
is therefore still based on the filtering and depends on the precise measurement values to a
certain extent.

Furthermore, the measured data was modeled as multivariable time series to simulate
the spatial correlation in [14,15]. Nevertheless, time series is only suitable for simulating
the system state in the short term, and, because it is difficult to accurately describe long-
term and fluctuating energy systems, such studies have not delved into the calculation
of correlations. Apart from time series, some literatures combined least squares with
point estimation to calculate the measurement correlations of electricity systems [16–18].
However, least squares is mainly used for linear calculations and is not very suitable
for calculating nonlinear relationships in power systems. Although the correlations of
load and input variables were considered in other studies, they mainly focus on pseudo-
measurements and stochastic power flow calculation [19,20].

The above methods for considering the measurement correlations existing in the state
estimation are mainly aimed at the electricity system. Of these methods considering the
measurement correlations, the method based on UT obtained the correlation between the
measured values through the symmetric sampling strategy, which is inefficient to solve.
Although the Kalman filter method reduces the measurement correlation through filtering,
the state estimation still depends on the accurate measurement value to a certain extent,
and has low tolerance for measurement correlations. The time series is only suitable for
simulating short-term system states, and the least squares method is not very suitable for
nonlinear energy systems. Individual studies that considered correlation mainly focus on
pseudo-measurements and stochastic power flow calculations. Therefore, these existing
methods that considered measurement correlations in electricity systems still have some
limitations, and current research rarely involves both electricity system and gas system.

To further effectively solve the state estimation of electricity-gas systems considering
measurement correlations, an interval state estimation method is developed in this paper.
Firstly, we derive the linear measurement model for the electricity-gas systems through
Taylor series expansion and estimate the measurement variance-covariance matrix with
measurement correlations. Subsequently, we combine the system parameter matrix with
the measurement variance-covariance matrix containing measurement correlations into an
interval to construct the interval state matrix considering measurement correlations. Then,
the linear equations for the state estimation interval considering measurement correlations
are established based on the measurement containing correlations and interval state matrix;
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as a result, the electricity-gas system state estimation model with measurement correlations
is constructed. Finally, a method for determining the range of state estimation intervals
is presented. By comparing the state estimation interval with the safe operating range of
system, we can determine if the safe operating range of the system fully covers the state
estimation interval, which helps the system administrators enhance situational awareness
capabilities, and guides administrators to make effective adjustments as well as to control
the energy system when needed. Compared with stochastic methods, the interval state
estimation method does not require iterative calculations, and the obtained interval results
are more stable, avoiding the randomness of the results. Nevertheless, stochastic methods
rely on random selection and have randomness and uncertainty. For multiple calculations
of the same case, the results may differ significantly, making it difficult to ensure the
reliability of the obtained results range. An integrated electricity-gas system comprised
of the 10-node natural gas network and IEEE 30-bus system is taken for numerical tests,
and the estimated results of gas demand, pressure at nodes, voltage amplitude, and
voltage angle in the integrated electricity-gas system are validated under different levels of
measurement correlation, to attest the effectiveness of the proposed approach.

The main contributions of this paper are summarized as follows:

(1) The derived linear model for measurements of electricity-gas systems transfers the
nonlinear electricity-gas system model into the measurements-based linear model,
describing the statistical characteristics of state variables in the nonlinear system
through linear equations and converting them into measurements.

(2) The constructed interval state matrix and the linear equations of state estimation
interval consider the correlation between measurements in the electricity-gas system
(including the correlation between pressure at node and gas mass flow in the gas
network, the correlation between active power and reactive power in the electricity
system), and establish the electricity-gas system state estimation model containing
these correlations.

(3) The proposed method for determining the range of state estimation interval allows
the existence of measurement correlations, has a certain tolerance for measurement
correlations, and provides the ideal distribution range of state variables under various
measurement correlations.

The remainder of this paper is organized as follows. Section 2 gives the basic model
and the linear measurement model for the electricity-gas systems. Section 3 gives the
measurement variance-covariance matrix containing measurement correlations, and also
establishes the interval state matrix and linear equations of state estimation interval.
Section 4 presents a method for determining the range of state estimation intervals.
Section 5 validates the effectiveness of the proposed method on an integrated electricity-gas
system. Finally, some conclusions are drawn in Section 6.

2. The Linearized Model for Measuring Electricity-Gas Systems

This part mainly introduces the basic model of electricity-gas system, as well as the lin-
ear measurement model for the electricity-gas systems deduced by Taylor series expansion.

2.1. The Gas Pipeline System Model

The transmission of natural gas in a pipe exhibits slow dynamic characteristics, and
the influence of temperature on the gas pipeline system can be ignored. It is generally
considered that the temperature of natural gas in pipe is close to the ambient temperature,
and the driving force of pressure causes natural gas to flow axially along a pipe, as shown
in Figure 1.
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Figure 1. Schematic diagram of natural gas flow inside the pipeline.

The dynamic behavior of gas system is depicted via partial differential equations [21,22],
and the state variables of natural gas flow mainly include pipeline pressure and gas flow.
The dynamic behavior of natural gas system can be expressed as follows:
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G denotes the natural gas mass flow, t denotes the time, t = 1, . . . , N, π refers to
the pressure, Z is the gas compressibility factor, R refers to ideal gas constant, f is the
friction coefficient, T represents the average temperature of natural gas in the pipeline,
L is the pipeline length, d represents the pipe inner diameter, S refers to the pipeline
cross-section area.

Since the natural gas system model is a set of partial differential equations, direct
calculation is more complex. Therefore, we linearize the above partial differential equa-
tions. It is assumed that gas flows unidirectionally in pipelines, so the time step is set as
Δt = Tn/N, the spatial step is set as ΔL = L/M, then Equation (1) is rewritten as follows:
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and πst represent gas flow and pressure of steady state operation, respectively.
Then, we take a matrix to express the relationship between the gas flow and pressure

at the inlet of the pipe and the pressure and gas flow at the pipe outlet, and convert
Equation (2) into the matrix form in Equation (3).
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where input variables consist of pressure Δπt−1
i+1 in the pipe in length of i + 1 at time t− 1,

gas flow Δ
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parameter matrix.
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For a natural gas network, taking the length of the pipeline as the step, the change of
pressure and the mass flow are expressed as:
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where Nn is the number of node, Li,j is the pipeline length, Δπt−1
j is the pipeline outlet

pressure at node j at time t− 1, Δπt
j is pipeline outlet pressure and Δ
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j is outlet gas flow.
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i is pipeline inlet pressure and Δ

.
G

t
i is inlet gas flow. The network parameter matrix is

expressed as Equation (5). The elements A11, A12, A21, A22 of A are represented as below:

Ag =

[
A11 A12
A21 A22

]
(5a)

⎧⎪⎪⎪⎨⎪⎪⎪⎩
A11 = f ·

.
Gst · Δt · L2

i,j/A0

A12 = −4d · S · πst · Δt · Li,j/A0
A21 = −4d · S2 · πst · Δt · Li,j/(ZRT · A0)
A22 = 4d · S2 · πst · L2

i,j/(ZRT · A0)

(5b)

A0 = f ·
.

GstL2
i,j − 4d · S · πst · Δt (5c)

In a natural gas system, the gas flow at a node should satisfy the mass conservation
constraint as:

∑
i→

.
Gi,j −∑

→i

.
Gk,i +

.
G

load
i −

.
G

inject
i = 0 (6)

where ∑
i→

.
Gi,j is the sum of gas flows from node i, ∑

→i

.
Gk,i means that the gas flows into i

from other nodes,
.

G
inject
i represents the gas injection at node i,

.
G

load
i is the gas load at node i.

2.2. The Electricity System Model

The electricity system model is represented as follows [23]:

Pi =
(

V2
i −ViVj cos θij

)
gij −ViVj sin θijbij (7)

Qi = −
(

V2
i −ViVj cos θij

)
bij −ViVj sin θijgij (8)

where Qi represents the reactive power at bus i, Pi denotes the active power at bus i, θij
denotes the voltage angle between bus i and bus j, Vi refers to the voltage magnitude at
bus i, bij refers to the susceptance, gij represents the conductance.

In the integrated electricity-gas system, the general efficiency of gas-fired generators
in converting natural gas into electric energy is stated as [24]:

Hg
i = α

g
i + β

g
i · ΔPg

i + γ
g
i

(
ΔPg

i

)2
(9)

Δ
.

G
g
i =

Hg
i

GHV
(10)

where ΔPg
i represents the electric energy generated by gas-fired generator, Hg

i denotes the

heat value of gas, Δ
.

G
g
i represents the gas flow demand, GHV denotes the gross heat value

of gas, α
g
i , β

g
i , and γ

g
i refer to fuel coefficients.
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2.3. The Derivation of Linear Measurement Model for the Electricity-Gas Systems

In this section, we use Taylor series expansion to derive the linear measurement model
of electricity-gas systems, thereby further linearizing the nonlinear gas system model,
enabling us to then obtain a model for measurement. Firstly, we write the independent

variables in the natural gas system, namely, Δπt
i and Δ

.
G

t
i at node i in the following

function form:

Δ
.

G
t
i = ϕ−1

1

[
ϕ1

(
Δ

.
G

t
i

)]
(11a)

Δπt
i = ϕ−1

2
[
ϕ2

(
Δπt

i
)]

(11b)

Then, the outlet pressure Δπt
j and outlet gas flow Δ

.
G

t
j of the pipeline at node j in

Equation (4) are respectively written in the following form:

Δπt
j = A11

⎛⎝Δπt−1
j

Δt
+

ZRT · Δ
.

G
t
i

S · Li,j

⎞⎠+ A12

⎛⎝Δπt
i

Li,j
− f · ZRT ·

.
Gst · Δ

.
G

t
i

4dS2πst

⎞⎠ (12a)

Δ
.

G
t
j = A21

⎛⎝Δπt−1
j

Δt
+

ZRT · Δ
.

G
t
i

S · Li,j

⎞⎠+ A22

⎛⎝Δπt
i

Li,j
− f · ZRT ·

.
Gst · Δ

.
G

t
i

4dS2πst

⎞⎠ (12b)

Subsequently, we linearize Δπt
j , Δ

.
G

t
i , and Δπt

i by Taylor series expansion, and obtain:

αg =
∂Δπt

j

∂Δ
.

G
t
i

∣∣∣∣∣∣ Δ
.

G
t
i = Δ

.
G

t
i,0

Δπt
i = Δπt

i,0

= A11 · ZRT
S · Li,j

− A12 · f · ZRT ·
.

Gst

4d · S2 · πst
(13)

βg =
∂Δπt

j

∂Δπt
i

∣∣∣∣∣ Δ
.

G
t
i = Δ

.
G

t
i,0

Δπt
i = Δπt

i,0

= A12 · 1
Li,j

(14)

Δ
.

G
t
i − Δ

.
G

t
i,0 ≈

∂Δ
.

G
t
i

∂ϕ1

(
Δ

.
G

t
i

)
∣∣∣∣∣∣∣∣
Δ

.
G

t
i=Δ

.
G

t
i,0

{
ϕ1

(
Δ

.
G

t
i

)
− ϕ1

(
Δ

.
G

t
i,0

)}
(15)

Δπt
i − Δπt

i,0 ≈
∂Δπt

i
∂ϕ2

(
Δπt

i
) ∣∣∣∣∣

Δπt
i=Δπt

i,0

{
ϕ2

(
Δπt

i
)− ϕ2

(
Δπt

i,0
)}

(16)

Then, we replace ϕ1

(
Δ

.
G

t
i

)
with Δ

.
G

t
i and ϕ2

(
Δπt

i
)

with Δπt
i to obtain the linearized

model for measurement Δπt
j with respect to variables Δ

.
G

t
i and Δπt

i :

Δπt
j ≈ αg

(
Δ

.
G

t
i − Δ

.
G

t
i,0

)
+ βg

(
Δπt

i − Δπt
i,0
)
+ Δπt

j,0 (17)

where, we take
.

Gst and πst in steady state as the initial values, expressed as Δπt
i,0 and Δ

.
G

t
i,0,

respectively. Δπt
j,0 can be derived from Equations (12a), (13)–(15).

For the electricity system, the voltage amplitude V and voltage angle θij are repre-
sented in the following function form:

V = φ−1
1 [φ1(V)] (18a)

252



Energies 2024, 17, 755

θij = φ−1
2

[
φ2

(
θij

)]
(18b)

Then, we linearize the active power Pi injected at bus i via Taylor series expansion to
obtain the linearized model for measurement Pi, with respect to voltage amplitude V and
voltage angle θij:

Pi − Pi,0 ≈ ∂Pi
∂ViVj

∣∣∣
V = V0

θi,j = θij,0

(
ViVj −Vi,0Vj,0

)
+ ∂Pi

∂θij

∣∣∣
V = V0

θi,j = θij,0

(
θij − θij,0

)

= ∂Pi
∂ViVj

∣∣∣
V = V0

θi,j = θij,0

{
∂ViVj

∂φ1(Vi)

∣∣∣
V=V0

{φ1(Vi)− φ1(Vi,0)}+ ∂ViVj

∂φ1(Vj)

∣∣∣∣
V=V0

{
φ1

(
Vj

)− φ1
(
Vj,0

)}}

+ ∂Pi
∂θij

∣∣∣
V = V0

θi,j = θij,0

{
∂θij

∂φ2(θij)

∣∣∣∣
θij=θij,0

{
φ2

(
θij

)− φ2
(
θij,0

)}}
(19)

where we take voltage amplitude, as well as voltage angle at the balance node in electricity
systems, as the initial values, denoted as Vi,0, Vj,0, and θij,0.

We define αe and βe as:

αe =
∂Pi

∂ViVj

∣∣∣∣∣ V = V0
θi,j = θij,0

(20a)

βe =
∂Pi
∂θij

∣∣∣∣∣ V = V0
θi,j = θij,0

(20b)

Assuming that there is only one branch connection between bus i and bus j, we replace
φ1(V) with V and φ2

(
θij

)
with θij to obtain a linearized model for measurement Pi with

respect to voltage amplitude V and voltage angle θij:

Pi ≈ αe
(
ViVj −Vi,0Vj,0

)
+ βe

(
θij − θij,0

)
+ Pi,0 (21)

It should be noted that Equations (19)–(21) represent the case where there is only one
branch between bus i and bus j. For other special cases with multiple branches, the flux
increment needs to be summed.

3. The Construction of State Matrix and Linear Equations of State Estimation Interval
Considering Measurement Correlations

In this section, we calculate the measurement variance-covariance matrix containing
measurement correlations, and combine the system parameter matrix and measurement
variance-covariance matrix into a unified framework to construct a state matrix considering
measurement correlations, and construct the state estimation model of the electricity-gas
systems containing measurement correlations.

3.1. The Calculation of Measurement Variance-Covariance Matrix with Measurement Correlations

We extend the gas flow Δ
.

G
t
i and pressure Δπt

i at pipeline inlet of the natural gas

network to Δπt
i,k and Δ

.
G

t
i,k with the same mean and variance, as follows:

Δπt
i,k =

{
Δπt

i + δΔπt
i
, i f k = 1

Δπt
i − δΔπt

i
, i f k = 2

(22)
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Δ
.

G
t
i,k =

⎧⎪⎨⎪⎩
Δ

.
G

t

i + δ
Δ

.
G

t
i
, i f k = 1

Δ
.

G
t

i − δ
Δ

.
G

t
i
, i f k = 2

(23)

where Δπt
i and Δ

.
G

t

i are the means of Δπt
i and Δ

.
G

t
i , respectively, and δΔπt

i
and δ

Δ
.

G
t
i

are the

standard deviations of Δπt
i and Δ

.
G

t
i , respectively.

Then, we replace Δ
.

G
t
i with Δ

.
G

t
i,k and Δπt

i with Δπt
i,k, and rewrite (15) as:

Δπt
j,k = αg

(
Δ

.
G

t
i,k − Δ

.
G

t
i,0

)
+ βg

(
Δπt

i,k − Δπt
i,0

)
+ Δπt

j,0 (24)

where Δπt
j,k =

{
Δπt

j,1, Δπt
j,2

}
; similarly, we also need to calculate the expanded Δ

.
G

t
j,k, and

finally obtain Δ
.

G
t
j,k =

{
Δ

.
G

t
j,1, Δ

.
G

t
j,2

}
.

We select N sets of experimental data and calculate the measurement variance-
covariance matrix on the basis of an extended matrix:

Δπt
j = E

[
Δπt

j,k

]
=

1
2N

N

∑
n=1

2

∑
k=1

Δπ
t,(n)
j,k (25)

Δ
.

G
t

j = E
[

Δ
.

G
t
j,k

]
=

1
2N

N

∑
n=1

2

∑
k=1

Δ
.

G
t,(n)
j,k (26)

σ2
Δπt

j
=

1
2N

N

∑
n=1

2

∑
k=1

[(
Δπ

t,(n)
j,k − Δπt

j

)(
Δπ

t,(n)
j,k − Δπt

j

)T
]

(27)

σ2
Δ

.
G

t
j
=

1
2N

N

∑
n=1

2

∑
k=1

[(
Δ

.
G

t,(n)
j,k − Δ

.
G

t

j,k

)(
Δ

.
G

t,(n)
j,k − Δ

.
G

t

j,k

)T
]

(28)

where Δπt
j and Δ

.
G

t

j are the mean values of pressure and gas flow, respectively. σ2
Δπt

j
, σ2

Δ
.

G
t
j

are variances of pressure and gas flow, respectively.
We further calculate the correlation parameters of gas network measurements. For

the measurement variance-covariance matrix, the non-diagonal term corresponds to the
value of the measurement correlations. We take the product of standard deviation of the
measurements and the correlation coefficient between the measurements as measurement
correlation parameters, as follows:

Corr
Δπt

j ,Δ
.

G
t
j
= σΔπt

j
· σ

Δ
.

G
t
j
· ρ

Δπt
j ,Δ

.
G

t
j

(29)

∑g =

⎡⎢⎣ σ2
Δπt

j
Corr

Δπt
j ,Δ

.
G

t
j

Corr
Δ

.
G

t
j ,Δπt

j
σ2

Δ
.

G
t
j

⎤⎥⎦ (30)

where σΔπt
j

is the standard deviation of Δπt
j , σ

Δ
.

G
t
j

is standard deviation of the outlet gas flow

Δ
.

G
t
j , ρ

Δπt
j ,Δ

.
G

t
j

is the correlation coefficient between the measurement Δπt
j and Δ

.
G

t
j , ∑g is the

measurement variance-covariance matrix in the gas system considering the measurement
correlations.
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Similar to the gas system, we extend voltage amplitude V as well as voltage angle θij
in the electricity system to Vi,k, Vj,k, θij,k with the same mean and variance, as follows:

Vi,k =

{
Vi + δVi , i f k = 1
Vi − δVi , i f k = 2

(31)

Vj,k =

{
Vj + δVj , i f k = 1
Vj − δVj , i f k = 2

(32)

θij,k =

{
θij + δθij , i f k = 1
θij − δθij , i f k = 2

(33)

Furthermore, we assume that there is only one branch connection between bus i and
bus j; we replace Vi with Vi,k, Vj with Vj,k, and θij with θij,k, and Equation (21) is rewritten as:

Pi,k = αe

(
Vi,kVj,k −Vi,0Vj,0

)
+ βe

(
θij,k − θij,0

)
+ Pi,0 (34)

where Pi,k = {Pi,1, Pi,2}, Equation (34) represents the case where there is only one branch
between bus i and bus j; for other special cases where there are multiple branches, the flux
increment needs to be summed. Similarly, we also need to calculate the expanded Qi,k, and
finally obtain Qi,k = {Qi,1, Qi,2}.

We calculate a measurement variance-covariance matrix of the electricity system
as follows:

Pi = E[Pi,k] =
1

2N

N

∑
n=1

2

∑
k=1

P(n)
i,k (35)

Qi = E[Qi,k] =
1

2N

N

∑
n=1

2

∑
k=1

Q(n)
i,k (36)

σ2
Pi
=

1
2N

N

∑
n=1

2

∑
k=1

[(
P(n)

i,k − P
)(

P(n)
i,k − Pi

)T
]

(37)

σ2
Qi

=
1

2N

N

∑
n=1

2

∑
k=1

[(
Q(n)

i,k −Qi

)(
Q(n)

i,k −Qi

)T
]

(38)

where Pi denotes mean value of active power and Qi denotes mean value of reactive power,
respectively; σ2

Pi
is variance of active power, σ2

Qi
is variance of reactive power.

We then calculate measurement correlation parameters of electricity systems. For
the electricity system measurement variance-covariance matrix, we take the product of
standard deviation of measurement and correlation coefficient between measurements as
the measurement correlation parameter, which is expressed as a non-diagonal term, as
shown below:

CorrPi ,Qi = σPi · σQi · ρPi ,Qi (39)

∑e =

[
σ2

Pi
CorrPi ,Qi

CorrQi ,Pi σ2
Qi

]
(40)

where σPi is standard deviation of active power, σQi is standard deviation of reactive power,
ρPi ,Qi represents the correlation coefficient between measurements Pi and Qi, and ∑e repre-
sent the measurement variance-covariance matrix considering measurement correlations in
electricity systems.

3.2. Constructing the State Matrix and Linear Equations of State Estimation Interval Considering
Measurement Correlations

Considering the existence of measurement correlations, we combine the natural gas
network parameter matrix Ag in Equation (5) with the measurement variance-covariance
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matrix ∑g in Equation (30) into a framework through interval to further construct the state
matrix Ãg considering the measurement correlations of natural gas network.

Firstly, we extend the natural gas network parameter matrix Ag in Equation (5),
as follows:

A∗g =

⎡⎢⎢⎣ Ag

(
1 0
0 1

)
(

0 0
0 0

) (
1 0
0 1

)
⎤⎥⎥⎦ (41)

where A∗g is the expanded natural gas network parameter matrix.

We represent the natural gas network state variables Δπt
i and Δ

.
G

t
i in Equation (4) as

Xg, and include the measurement noise eΔπt
j

and e
Δ

.
G

t
j

in Xg, as follows:

Xg =

⎡⎢⎢⎢⎢⎢⎢⎣

Δπt−1
i+1

Δt + ZRT·Δ
.

G
t
i

S·ΔL
Δπt

i
ΔL − f ·ZRT·

.
Gst ·Δ

.
G

t
i

4dS2πst
eΔπt

j

e
Δ

.
G

t
j

⎤⎥⎥⎥⎥⎥⎥⎦ (42)

where eΔπt
j

and e
Δ

.
G

t
j

take the standard deviation of measurements Δπt
j and Δ

.
G

t
j.

Then, we use B∗g to denote the measurements Δπt
j and Δ

.
G

t
j, and extend the matrix

as follows:

B∗g =

⎡⎢⎢⎢⎢⎢⎣
Δπt

j

Δ
.

G
t
j

eΔπt
j

e
Δ

.
G

t
j

⎤⎥⎥⎥⎥⎥⎦ (43)

The relationship between extended gas network parameter matrix A∗g, natural gas
network state variable Xg, and measurement B∗g is established as follows:

⎡⎢⎢⎣ Ag

(
1 0
0 1

)
(

0 0
0 0

) (
1 0
0 1

)
⎤⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣

Δπt−1
i+1

Δt + ZRT·Δ
.

G
t
i

S·ΔL
Δπt

i
ΔL − f ·ZRT·

.
Gst ·Δ

.
G

t
i

4dS2πst
eΔπt

j

e
Δ

.
G

t
j

⎤⎥⎥⎥⎥⎥⎥⎦ =

⎡⎢⎢⎢⎢⎢⎣
Δπt

j

Δ
.

G
t
j

eΔπt
j

e
Δ

.
G

t
j

⎤⎥⎥⎥⎥⎥⎦ (44)

According to Equations (41)–(43), Equation (44) is further rewritten as:

A∗gXg = B∗g (45)

Furthermore, considering the computational dimension of the matrix and taking

∑−1
g ·

[
eΔπt

j
; e

Δ
.

G
t
j

]
= [0; 0] as the target for calculation, we extend the measurement variance-

covariance matrix ∑g considering measurement correlations in Equation (30) as follows:

δg =

⎡⎢⎢⎣
(

1 0
0 1

) (
1 0
0 1

)
(

0 0
0 0

)
∑−1

g

⎤⎥⎥⎦ (46)

where δg is the extended matrix with respect to ∑g.
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We take s = [s1, s2, . . . , sn] to represent correlation factor, and si ∈ { si ∈ R| − 1 ≤ si ≤ 1},
i = 1, 2, . . . , n. We combine expanded matrix A∗g and expanded measurement variance-
covariance matrix δg considering measurement correlation into the interval, as follows:

Ãg = A∗g + sδg, Ãg ∈
[

Ã∗g − δg, Ã∗g + δg

]
(47)

where Ãg denotes the natural gas system state matrix with measurement correlation.

We represent Ãg in Equation (47) as the interval
[

Ãg

]
, where Ãg ∈

[
Ãg, Ãg

]
, we

define
[

Ãg

]
as: [

Ãg

]
=

[
Ãg, Ãg

]
=

{
Ãg ∈ R

∣∣∣Ãg ≤ Ãg ≤ Ãg

}
(48)

where Ãg is lower bound of interval
[

Ãg

]
, Ãg is upper bound of interval

[
Ãg

]
.

Similarly, we rewrite the measurements B∗g containing the correlations of natural gas
network measurements as interval

[
Bg

]
and introduce ΔBg as follows:

Bg = B∗g + sΔBg, Bg ∈
[

B∗g − ΔBg, B∗g + ΔBg

]
(49)

ΔBg =

⎡⎢⎢⎢⎢⎣
eΔπt

j

e
Δ

.
G

t
j

0
0

⎤⎥⎥⎥⎥⎦ (50)

where eΔπt
j

and e
Δ

.
G

t
j

take standard deviation of Δπt
j , Δ

.
G

t
j, respectively.

Then, the Xg of the natural gas network is represented as interval
[
Xg

]
. Based on

Equations (45)–(50), combined with Equations (45), (47) and (49), we can obtain the approx-
imate linear equation of state estimation interval that considers measurement correlations
of the natural gas network. [

A∗g + sδg

][
Xg

] ≈ [
B∗g + sΔBg

]
(51)

For electricity systems, the transformation of system model into equation form is given
by [25]; active power Pi, reactive power Qi, voltage amplitude V, and voltage angle θ are
classified according to different bus types:⎡⎢⎢⎢⎢⎢⎢⎣

PL
PS
PR
QL
QS
QR

⎤⎥⎥⎥⎥⎥⎥⎦ =

⎡⎢⎢⎢⎢⎢⎢⎣

A11 A12 A13 A14 A15 A16
A21 A22 A23 A24 A25 A26
A31 A32 A33 A34 A35 A36
A41 A42 A43 A44 A45 A46
A51 A52 A53 A54 A55 A56
A61 A62 A63 A64 A65 A66

⎤⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎣

θL
θS
θR
VL
VS
VR

⎤⎥⎥⎥⎥⎥⎥⎦+

⎡⎢⎢⎢⎢⎢⎢⎣

C1
C2
C3
C4
C5
C6

⎤⎥⎥⎥⎥⎥⎥⎦ (52)

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
P =

[
PT

L PT
S PT

R
]T

Q =
[

QT
L QT

S QT
R

]T

V =
[

VT
L VT

S VT
R

]T

θ =
[

θT
L θT

S θT
R

]T

(53)

where subscript L denotes PQ bus, subscript S denotes PV bus, subscript R denotes Vθ
bus. Aij is the electricity system parameter matrix, Ci is the constant term.
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Considering the electricity system measurement correlations, the parameter matrix
Aij is represented as Ae and it is extended as:

A∗e =

⎡⎢⎢⎣ Ae

(
1 0
0 1

)
(

0 0
0 0

) (
1 0
0 1

)
⎤⎥⎥⎦ (54)

where A∗e refers to the expanded electricity system parameter matrix.
The Xe is employed to represent the V and θ of electricity system in Equation (52), and

measurement noise ePi and eQi are included as follows:

Xe =

⎡⎢⎢⎣
θ
V
ePi
eQi

⎤⎥⎥⎦ (55)

where ePi and eQi take the standard deviation of P and Q, respectively.
Then, we use B∗e to represent the measurements P and Q in the electricity system, and

extend the matrix as follows:

B∗e =

⎡⎢⎢⎣
P
Q
ePi
eQi

⎤⎥⎥⎦ (56)

The relationship between the extended electricity system parameter matrix A∗e , elec-
tricity system state variables Xe, and measurement B∗e is established as follows:⎡⎢⎢⎣ Ae

(
1 0
0 1

)
(

0 0
0 0

) (
1 0
0 1

)
⎤⎥⎥⎦
⎡⎢⎢⎣

θ
V
ePi
eQi

⎤⎥⎥⎦ =

⎡⎢⎢⎣
P
Q
ePi
eQi

⎤⎥⎥⎦ (57)

We denote Equation (57) as:
A∗e Xe = B∗e (58)

Then, considering the computational dimension of the matrix and taking
∑−1

e ·[ePi ; eQi

]
= [0; 0] as the target for calculation, we extend the measurement variance-

covariance matrix ∑e considering measurement correlations in Equation (40) as follows:

δe =

⎡⎢⎢⎣
(

1 0
0 1

) (
1 0
0 1

)
(

0 0
0 0

)
∑−1

e

⎤⎥⎥⎦ (59)

where δe is the expanded measurement variance-covariance matrix with regard to ∑e.
Similar to gas systems, we combine expanded electricity system parameter matrix A∗e

and the expanded measurement variance-covariance matrix δe considering measurement
correlations in the interval, as follows:

Ãe = A∗e + sδe, Ãe ∈
[

Ã∗e − δe, Ã∗e + δe

]
(60)

where Ãe is the electricity system state matrix containing measurement correlations.
We rewrite the measurement B∗e containing the measurement correlations of electricity

system, and further express it via interval [Be], and introduce ΔBe, as follows:

Be = B∗e + sΔBe, Be ∈ [B∗e − ΔBe, B∗e + ΔBe] (61)
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ΔBe =

⎡⎢⎢⎣
ePi
eQi
0
0

⎤⎥⎥⎦ (62)

where ePi and eQi take the standard deviation of P and Q, respectively.
We represent Xe of electricity system as the interval [Xe]. According to Equations (58)–(61),

the state estimation interval approximates linear equation; in considering measurement
correlations of electricity systems, we can obtain:

[A∗e + sδe][Xe] ≈ [B∗e + sΔBe] (63)

4. Determining the Range of State Estimation Intervals with Measurement Correlations

In this section, we put forward an approach to determine the range of state estimation
intervals containing measurement correlations. We represent the natural gas network state
variables Xg and the electricity system state variables Xe as interval [X], the gas system
measurement Bg as well as the electricity system measurement Be as electricity-gas system
measurement [B]; and A∗g and A∗e as A∗, respectively. Combining Equations (51) and (63),
the linear equation of state estimation interval considering electricity-gas system measure-
ment correlations is stated as:

[A∗ + sδ][X] ≈ [B∗ + sΔB] (64)

We define U = (A∗)−1sδ and multiply Equation (64) by (A∗)−1 to obtain:

[X] + U[X] = (A∗)−1B∗ + (A∗)−1sΔB (65)

Then, we replace (A∗)−1B∗ with X̃, and further define [X] = X̃ + sΔX, and
Equation (65) is stated as:

X̃ + sΔX + U
(

X̃ + sΔX
)
= X̃ + (A∗)−1sΔB (66)

After simplification, we obtain:

sΔX(k+1) =
(

Ã∗
)−1 · sΔB−UX̃−UsΔX(k) (67)

The termination condition for iteration is set to:∥∥∥ΔX(k+1)
∥∥∥

∞
−

∥∥∥ΔX(k)
∥∥∥

∞
< ε, ε > 0 (68)

5. Case Studies

In the current experimental conditions, our method is validated on an integrated
electricity-gas system shown in Figure 2, which is comprised of a 10-node natural gas
network and the IEEE 30-bus system. In Figure 2, there are six generators in the electricity
system, where G2, G5 are gas-fired generators. In the natural gas network, nodes five
and ten are load nodes. Node six is connected to G5, and node nine is connected to G2.
Table 1 provides standard parameters of gas in the pipeline network, Table 2 gives the
gas network parameters, Table 3 shows the node parameters. The IEEE 30-bus system
parameters are given by Matpower 4.0 [26]. We also simulate the integrated electricity-gas
system to calculate the established state estimation model in MATLAB/Simulink (2021
version). MATLAB is an effective tool for simulating hybrid energy systems [27], which
can, in combination with Matpower [28,29], be used to test and calculate the power flow of
the power system. The widespread use of MATLAB in various energy system situations
sufficiently demonstrates its effectiveness.
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Table 1. Natural gas operating parameters.

Term Value Term Value Term Value

Z 0.9 R 500 J/(kg·K−1) T 278 K

Table 2. Node parameters of 10-node natural gas network.

Node Gas Injection (kg/s) Pressure (MPa)

5 −16.3 3.01
6 −11.8 3.04
9 −13.2 2.86
10 −18.7 2.93

Table 3. 10-node natural gas network parameters.

Number From To L (km) f d (m) Mass Flow (kg/s)

1 1 2 10 0.01 0.5 60
2 2 3 20 0.012 0.4 34.6
3 2 4 15 0.011 0.45 25.4
4 3 5 10 0.01 0.5 16.3
5 3 7 15 0.011 0.45 18.3
6 4 6 10 0.01 0.5 11.8
7 4 7 20 0.012 0.4 13.6
8 7 8 5 0.01 0.4 31.9
9 8 9 5 0.01 0.4 13.2

10 8 10 5 0.01 0.4 18.7

Figure 2. The integrated electricity-gas system comprising 10-node natural gas network and IEEE
30-bus system. (a) Topology of 10-node natural gas network; (b) Topology of IEEE 30-bus system.
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5.1. Case 1: The Correlation Coefficient ρ
Δπt

j ,Δ
.

G
t
j

between Measurements Δπt
j and Δ

.
G

t
j and the

Correlation Coefficient ρPi ,Qi between Measurements Pi and Qi Are Set to 0.15

In this section, considering the existence of measurement correlations, our approach
is used to estimate integrated electricity-gas system state. As shown in Figure 2, the
natural gas network is connected to the electricity system through gas-fired generators
G5 and G2 respectively, and nodes six and nine are supplied with gas by nodes four
and eight respectively. Therefore, changes in gas flow at node six and node nine will
result in changes in pressure of nodes four and eight. When gas demand of gas-fired
generator G2 changes constantly, we track inlet pressure dynamic response of node 8.
We set measurement correlation coefficients ρ

Δπt
j ,Δ

.
G

t
j

and ρPi ,Qi in Equations (29) and (39)

to 0.15, and set termination threshold ε in Equation (68) as ε = 10−4. The gas flow of
G2 at node 9 and pressure at node 8 are estimated with our method, and the results are
compared with those of the Krawczyk operator (KO) interval method based on unscented
transformation (UT). Krawczyk Operator (KO) is an iterative method that takes the interval
vector obtained by the interval Gaussian elimination method as the initial value, and
obtains the solution set of the interval linear equation by iterating the interval vector. The
Krawczyk operator (KO) interval method based on unscented transformation (UT) mainly
obtains the correlation between measurements through the symmetric sampling strategy of
unscented transformation (UT), and describes and calculates the interval range where the
correlation exists by using the Krawczyk operator (KO) interval method.

Figure 3 provides state estimation uncertainty ranges caused by measurement corre-
lations obtained through the proposed method and UT+KO method. This paper mainly
studies the slow change of natural gas flow. It can be intuitively seen that, compared
with the UT+KO method, the interval boundary of the state variable of gas flow variation
and pressure change given by the proposed method is more compact; while the interval
upper boundary and lower boundary provided by the UT+KO method is far from real
values, the interval range is larger. This is because UT requires independent calculation
of measurements, and the KO interval method requires measurements to participate in
multiple iterative operation. Multiple iterative operation of measurement interval at the
same time will lead to the superposition and transmission of measurement correlations,
which inevitably expands the interval range. These will easily exceed the operating limit of
the system, thus losing the reference value.

Then, the voltage magnitude and voltage angle of electricity system is estimated.
Figures 4 and 5 give voltage amplitude interval, voltage angle interval, and corresponding in-
terval widths when the measurement correlation coefficient ρPi,Qi = 0.15. In Figures 4a and 5a,
we use purple vertical lines to represent the voltage amplitude range obtained through
the proposed method, green vertical lines to represent the results provided by the UT+KO
method, and blue horizontal lines to represent the real value. In Figures 4b and 5b, we
highlight the voltage amplitude interval width and voltage angle interval width given
by our method and UT+KO method in red and blue, respectively. Obviously, the upper
boundary and lower boundary of interval obtained by our method are closer to real values,
while interval range provided by the UT+KO method is larger, and the estimation results
are somewhat conservative. This is mainly due to the superposition and transfer of mea-
surement correlations of each measurement interval in the process of iterative calculation
of multiple measurement intervals by the UT+KO method, which enlarges the interval and
makes estimation results more conservative.
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Figure 3. State estimation interval bound of the natural gas system, considering the measurement
correlation coefficient ρ

Δπt
j ,Δ

.
G

t
j
= 0.15. (a) Gas flow demand variation; (b) Pressure change.

Figure 4. State estimation interval bound of IEEE 30-bus system with measurement correlation
coefficient ρPi ,Qi = 0.15. (a) Voltage magnitude; (b) Interval width of voltage magnitude.
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Figure 5. State estimation interval bound of IEEE 30-bus system with measurement correlation
coefficient ρPi ,Qi = 0.15. (a) Voltage angle; (b) Interval width of voltage angle.

5.2. Case 2: The Correlation Coefficient ρ
Δπt

j ,Δ
.

G
t
j

between Measurements Δπt
j and Δ

.
G

t
j and the

Correlation Coefficient ρPi ,Qi between Measurements Pi and Qi Are Set to 0.3

To further verify the effectiveness of our method at different measurement correlation
levels, the measurement correlation coefficients ρ

Δπt
j ,Δ

.
G

t
j

and ρPi ,Qi are set to 0.3, and the

changes in gas flow demand and pressure at nodes are estimated, as shown in Figure 6.
In Figure 6, the estimated range of gas flow demand variation and pressure change at

ρ
Δπt

j ,Δ
.

G
t
j
= 0.3 is greater than that at ρ

Δπt
j ,Δ

.
G

t
j
= 0.15 in Figure 3. The measurement correla-

tion level therefore affects the estimation accuracy. When the measurement correlation is
large, the upper bound and lower bound of estimation interval will deviate from the ideal
state interval. Although state estimation interval range will increase as the measurement
correlations increase, our method is superior to the UT+KO method.

Furthermore, we estimate the electricity system state when the measurement correla-
tion coefficient ρPi ,Qi = 0.3; the results are shown in Figures 7 and 8.
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Figure 6. State estimation interval bound of natural gas system with measurement correlation
coefficient ρ

Δπt
j ,Δ

.
G

t
j
= 0.3. (a) Gas flow demand variation; (b) Pressure change.

Figure 7. State estimation interval bound of IEEE 30-bus system with measurement correlation
coefficient ρPi ,Qi = 0.3. (a) Voltage magnitude; (b) Interval width of voltage magnitude.
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Figure 8. State estimation interval bound of IEEE 30-bus system with measurement correlation
coefficient ρPi ,Qi = 0.3. (a) Voltage angle; (b) Interval width of voltage angle.

In Figures 7 and 8, when measurement correlation coefficient ρPi ,Qi changes from 0.15
to 0.3, the estimated ranges of voltage magnitude and voltage angle expand. Both our
method and the UT+KO method are affected to a certain extent, but the overall variation
of our method is relatively small. This is because our method does not need to perform
the iterative calculation of measurement interval at the same time, which avoids the
accumulation and transmission of measurement correlations.

Furthermore, we evaluate the accuracy of results by using the following two indicators:

M1 =
1
n∑n

i=1(xi − xi) (69)

M2 = max(xi − xi) (70)

where xi represents the upper boundary, and xi represents the lower boundary of the
interval variable, respectively. M1 is the interval width average value, M2 is the interval
width maximum value. When M1 and M2 are smaller, accuracy is higher.

Table 4 provides statistics for the estimation results of integrated electricity-gas system
given by two methods, and provides the corresponding estimation accuracy indicators
when the measurement correlation coefficient is 0.15 and 0.3, respectively. The results
indicate that although estimation results accuracy decreases as the measurement correlation
increases, the M1 and M2 indicators corresponding to the proposed method are smaller.
This is mainly due to the accumulation of the measurement correlation of UT+KO method
during the multiple iterative calculation of various measurement intervals, which enlarges
interval range and reduces estimation results accuracy. In addition, Table 5 provides
the calculation time of our method and UT+KO method. It can be seen that when the
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measurement correlation coefficients are smaller, the average execution time is shorter.
The UT+KO method uses multiple measurement intervals iterative calculation, so the
calculation time is longer.

Table 4. Estimation accuracy (of the IEGS) of different measurement correlation coefficients.

Accuracy Indices

The Measurement Correlation Coefficients
ρ

Δπt
j ,Δ

.
G

t
j
=0.15, ρPi ,Qi =0.15

The Measurement Correlation Coefficients
ρ

Δπt
j ,Δ

.
G

t
j
=0.3, ρPi ,Qi =0.3

M1 M2 M1 M2

Proposed method Gas flow demand variation at
node 9: Δ

.
G

t
i

0.3964 0.4541 0.5391 0.9308
UT+KO 0.8070 0.9681 1.2772 2.0476

Proposed method Pressure change at
node 8: Δπt

i

0.2749 0.3516 0.3704 0.6096
UT+KO 0.7523 0.7846 0.8961 1.3971

Proposed method Voltage magnitude of IEEE
30-bus system: V

0.0046 0.0065 0.0084 0.0143
UT+KO 0.0099 0.0110 0.0161 0.0176

Proposed method Voltage angle of
IEEE 30-bus: θij

0.371 0.4486 0.4055 0.5495
UT+KO 0.527 0.7703 0.8143 1.0329

Table 5. IEGS computation time with different measurement correlation coefficients.

Method

Average Execution Time (s)

The Measurement Correlation Coefficients
ρ

Δπt
j ,Δ

.

G
t
j
=0.15, ρPi,Qi

=0.15
The Measurement Correlation Coefficients

ρ
Δπt

j ,Δ
.

G
t
j
=0.3, ρPi,Qi

=0.3

Proposed method 2.68 3.41
UT+KO 43.59 54.37

6. Conclusions

An interval state estimation method that considers the measurement correlations
of electricity-gas systems is presented in this paper. The linear measurement model
of electricity-gas systems is derived via Taylor series expansion, and the measurement
variance-covariance matrix with measurement correlations is estimated. Then, the system
parameter matrix and the measurement variance-covariance matrix with measurement
correlations are combined into an interval, and the interval state matrix and linear equa-
tions of state estimation interval considering measurement correlations are constructed;
as a result, the state estimation method for the electricity-gas system with measurement
correlations is proposed. Finally, a method for determining state estimation interval range
is presented. Comparing the state estimation interval with the safe operating limit range
of the system will help system administrators to make effective judgments and effectively
adjust electricity-gas systems. The numerical tests on an integrated electricity-gas system
illustrate that our method outperforms the UT+KO method in terms of calculation accuracy
and efficiency.

This paper quantifies and describes the measurement correlations of electricity-gas sys-
tems, but does not deeply consider the effects of measurement correlations on electricity-gas
systems. In future work, we will further analyze the impacts of measurement correlations
on electricity-gas systems, and will develop an adaptive interval state estimation method
that dynamically adjusts the estimation process on the basis of real-time measurement data.
This will improve the robustness and adaptability of interval state estimation, helping it to
adapt to different working conditions and system changes.
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Abstract: This paper presents an innovative solution that is able to suppress the thrust ripple in a
high-power asynchronous linear induction motor (LIM) used in a microgravity experiment facility
electromagnetic launch (MEFEL) system. By addressing the crucial need for low levels of thrust
ripple in MEFEL applications, we propose a dynamic model-based adaptive controller (MAC) and an
enhanced quasi-proportional-resonant (PR) controller. The MAC is designed to compensate for the
inherent impedance asymmetry of the linear motor. The PR controller minimizes thrust ripple by
eliminating harmonics within the current loop. A comparative analysis indicates that both MAC and
PR control are effective in reducing harmonics, suppressing the thrust ripple, and maintaining system
stability. Computer simulations show a noteworthy 75% reduction in the thrust ripple and a decrease
in the negative current. Partial tests on the MEFEL device validate the practical efficacy of the
proposed control methods, emphasizing the method’s ability to enhance the quality of microgravity
in real-world scenarios significantly.

Keywords: linear induction motor; control system simulation; model-based adaptive control; thrust
ripple suppression; microgravity facility; electromagnetic launch

1. Introduction

The electromagnetic microgravity experimental facility is a device used to simulate
space environments on Earth [1]. Microgravity drop towers usually simply drop the
experimental capsule from the top of the tower to create a microgravity environment. The
improved drop towers are equipped with catapult systems to launch the experimental
capsule so that the experimental capsule can perform the round-way free-fall motion. The
ability to achieve microgravity time could be doubled by using catapult methods. There are
two main ways to catapult the experimental capsule in drop towers, hydraulic catapult and
linear motor catapult. Compared with hydraulic catapult, the method using linear motors
has a better overload character which benefits the microgravity experimental objects.

This paper researches an electromagnetic microgravity facility system as shown in
Figure 1, which utilizes linear induction motors to drive the experimental capsule [2].
The microgravity environment within the experimental capsule is generated by vertically
catapulting the experimental capsule using a LIM. During the free-fall motion of the
experimental capsule, microgravity experiments can be conducted within the capsule [3].
To achieve the precision necessary for microgravity experiments [4], the LIM’s natural
thrust ripple must be controlled through advanced methods.

Apart from their application in microgravity facilities, LIMs are widely used in high-
power and high-speed applications [5,6], ranging from aircraft carrier electromagnetic
catapults to the field of rail transportation. Thrust ripple suppression is a common challenge
faced in the study of LIMs. The structure of the LIM is shown in Figure 2, where the
finiteness of both stator and mover generates end effects, thereby causing the thrust ripple.
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In order to investigate the exact mechanisms of the thrust ripple, scholars have meticulously
analyzed the model of the LIM through various approaches. Scholarly research on thrust
ripples in LIMs is primarily focused on three aspects. The first involves analyzing the
magnetic field changes in the structure of linear motors from a magnetic field perspective
to understand the characteristics of flux variations and the resulting thrust ripples [7,8].
However, this approach often relies on simulation for theoretical analysis and is challenging
to integrate with practical control applications. The second aspect involves analyzing
the impedance asymmetry of LIMs from a mathematical model perspective [9,10]. One
study [9] mainly analyzes impedance asymmetry in the ABC coordinate system, while
another [10] provides a dq coordinate system’s inductance matrix model, which is more
convenient for application in field-oriented control (FOC) systems. The third aspect involves
analyzing the equivalent circuit perspective, introducing a coefficient f (Q) at the excitation
inductance to reflect the end effects of a LIM [11–13].

Figure 1. Microgravity electromagnetic catapult experimental system.

 
Figure 2. Linear induction motor.

This study focuses on analyzing the thrust ripples of LIMs based on a mathemati-
cal model, where the parameters can be obtained through experimental measurements.
Research indicates that the impedance asymmetry in LIMs manifests as an imbalance in
currents in the control system [9,14,15]. Therefore, reducing thrust ripples can be achieved
by eliminating current imbalances. Study [16] indicates that when the stator currents in
a LIM exhibit three-phase balance, the three-phase voltages must be unbalanced. Thus,
improvements to traditional three-phase voltage sources are necessary to eliminate thrust
ripples. One proposed enhancement involves injecting negative sequence voltage harmon-
ics [17–19]. However, this method faces difficulties in practical engineering applications
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due to complex calculations and the need to parallel two power sources, which is detri-
mental to the stability of the control system. Some scholars have addressed the issue
of current imbalance by eliminating harmonics in the dq-axis currents in FOC, such as
applying dynamic adjustments of the reference values for dq-axis currents to eliminate
thrust ripples [20], or adding PR controllers to dq-axis currents [21,22]. However, dq-axis
currents are obtained through Clark–Park transformation, and the parameters in Clark–
Park are based on a three-phase symmetrical sinusoidal system. For LIMs, at least one of
the currents or voltages is imbalanced, making direct improvements to dq-axis currents in
FOC less precise.

In summary, previous research has either focused on the establishment of models or
on model-free control methods. This research investigates whether the control effect can
be further improved by utilizing model-based adaptive control based on known motor
parameters. This is achieved by introducing a model-based controller for adjusting the
voltage phase, thereby reducing current imbalance and suppressing the thrust ripple. In
the current controller, the harmonics of id and iq are analyzed and a quasi-PR controller
is employed to reduce the harmonics which also contributes to the suppression of the
thrust ripple. The results and discussions of the simulation demonstrate that both the
model-based controller and the quasi-PR controller can reduce the current imbalance and
suppress the thrust ripple.

2. LIM Models and Design of MAC

This section discusses the differences between LIM models and rotary motor models.
By addressing the uniqueness of the LIM, a model-based adaptive controller is proposed
for eliminating the imbalance of current phase.

The representation of the linear induction motor in the equivalent circuit can manifest
in various forms [11–13], involving the introduction of end effect coefficients at the rotor
leakage inductance and excitation inductance to capture the asymmetry inherent in the
LIM model. This study researched the relationship between excitation inductance in the
equivalent model and the mutual inductance in the flux model, providing the feasibility of
fixing the current imbalance through adjusting the voltage phase.

The steady-state model of a rotary induction motor is commonly expressed as the
following equivalent circuit shown in Figure 3, where RS and Lsσ are the stator resistance
and stator leakage inductance. Rr/s and Lrσ are the rotor resistance with slip rate and rotor
leakage inductance referred to the stator side. Lm is the excitation inductance. Us is the
voltage of stator winding.

 

Rs Rr/sLs Lr

Lm
Us

Figure 3. T-type equivalent circuit.

The excitation inductance Lm in the equivalent circuit satisfies the following:

Lm =
3
2

Lm1 (1)

where Lm is the excitation inductance and Lm1 is the main self-inductance of stator windings.
The circuit itself reflects the voltage–current relationship of a single-phase winding. In
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rotary induction motors, the three-phase parameters are equal so the equivalent circuit can
represent three-phase windings.

However, in LIMs the excitation inductances of three-phase windings are not equal
due to the imbalance of stator inductance matrix. When the currents are balanced, the
excitation inductances can be expressed as (The detailed derivation process can be found in
Appendix A)

LmA = LAA − 1
2 LAB − 1

2 LAC
LmB = LBB − 1

2 LBA − 1
2 LBC

LmC = LCC − 1
2 LCA − 1

2 LCB

(2)

Lss =

⎡⎣LAA LAB LAC
LBA LBB LBC
LCA LCB LCC

⎤⎦ (3)

where LmA, LmB and LmC are the excitation inductances of phase A, phase B, and phase C.
LAA, LBB and LCC are the self-inductances of phase A, phase B, and phase C. LAB = LBA
is the mutual inductance of phase A and phase B. LAC = LCA is the mutual inductance of
phase A and phase C. LBC = LCB is the mutual inductance of phase A and phase C. Lss is
the stator inductance matrix. In a rotary motor, the stator flux caused by stator current can
be expressed as follows:

ψsA = LAAiA + LABiB + LACiC= (L sσ +
3
2

Lm1)iA (4)

where ψsA represents the stator–stator flux in phase A. iA, iB, and iC are the phase currents
of the stator. In LIM, the stator–stator flux in phase A can be expressed as follows:

ψ′sA = LAAiA + LABiB + LACiC
= [Lsσ + LAA + LABcos(−120◦) + LACcos(120◦)]iA

=
(

Lsσ + LAA − 1
2 LAB − 1

2 LAC

)
iA

(5)

The calculation process for phases B and C is the same as that for phase A.
The asymmetry of Lss results in the imbalance of three-phase currents because the

voltage references from the control system are standard sinusoidal three-phase waves.
Hence, the motivation of this research is to find a controller which can fix the current
imbalance problem by adjusting the voltages.

Sine waves of voltage and current can both be represented using vectors as shown
in Figure 4. The impedance is a complex value that can also be represented using vector
notation. Based on the Equation (2), the impedances of each phase winding are expressed as

.
ZA,

.
ZB, and

.
ZC. The phase difference of voltage can be calculated through the impedance

of the three-phase windings when current is balanced.

.
IA

.
IB

.
IC

 . 
UA'

 . 
UB'

 . 
UC'

Figure 4. Vector diagram of voltages and currents.
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Define ϕAB and ϕAC which satisfy the following:

ϕAB = 120◦ + tan−1
Img

( .
ZA.
ZB

)
Real

( .
ZA.
ZB

) (6)

ϕAC = 120◦ + tan−1
Img

( .
ZA.
ZC

)
Real

( .
ZA.
ZC

) (7)

Hence, the model-based adaptive controller can be designed to adjust the phase
differences of the voltages by tuning the angles in the Clark transformation, thereby
suppressing current imbalance.⎡⎣u′A

u′B
u′C

⎤⎦ =

⎡⎣ 1 0
cos ϕAB sin ϕAB
cos ϕAC sin ϕAC

⎤⎦2
3

[
1 cos

( 2π
3
)

cos
(− 2π

3
)

0 sin
( 2π

3
)

sin
(− 2π

3
)]

⎡⎣uA
uB
uC

⎤⎦ (8)

where uA, uB, and uC represent standard sinusoidal voltage reference values before adjust-
ment and u′A, u′B, and u′C represent the post-adjustment voltage reference values (We can
prove that the current phase is balanced after the adjustment in Appendix B).

Based on the provided equations, the controller can optimize the voltage signals of the
three phases, thereby reducing the current imbalance and suppressing the thrust ripple. In
the commonly used field-oriented control (FOC) system for LIMs, the Equation (9) can be
employed as a replacement of the dq− abc transformation module.⎡⎣u′A

u′B
u′C

⎤⎦ =

⎡⎣ cosθ −sin θ
cos(θ + ϕAB) − sin(θ + ϕAB)
cos(θ + ϕ AC) − sin(θ + ϕAC)

⎤⎦[
ud
uq

]
(9)

where ud and uq are the voltages of d axis and q axis in FOC, and θ is the electrical angle.
Here, we define this control strategy as a MAC, since the control matrix is adaptive to the
model and changes over time.

3. Thrust Ripple Analysis and Design of Quasi-PR Controller

The introduction of the MAC eliminated the “phase imbalance” in current phase by
adjusting the voltage. However, the issue of current “amplitude imbalance” has not been
addressed. In the field-oriented control (FOC) system, the controlled variables id and iq
are both in direct current. The imbalance in current amplitude manifests as fluctuations
in the d-axis and q-axis currents. Therefore, this paper considers adopting an appropriate
dynamic control method to mitigate the fluctuations in the d-axis and q-axis currents.

The unbalanced three-phase sinusoidal waves can be decomposed into positive-
sequence, negative-sequence, and zero-sequence components using the orthogonal compo-
nent method. In LIMs, the negative-sequence component of the current introduces thrust
ripple and fluctuations in the d-axis and q-axis currents. There are two types of thrust ripple
that exist in LIMs [10]. One is the thrust ripple at a frequency of 2f (where f represents
the supply frequency) generated by the stator negative-sequence current, and the other is
the thrust fluctuation at a frequency of 2sf (where s represents slip) generated by the rotor
negative-sequence current. In FOC, the thrust ripple at a frequency of 2f can be suppressed
by reducing the stator negative-sequence current.

In the control system under FOC, the thrust ripple caused by negative sequences of
stator currents results in harmonics of id and iq in current loop. The proportional-resonant
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(PR) controller exhibits excellent control performance in eliminating harmonics at specific
frequencies. The transfer function of the ideal PR controller is given by

GPR(s) = Kp +
Krs

s2 + 2ωcs + ω2
0

(10)

Due to the high precision requirements of the ideal PR controller for the controlled
object’s parameters, its practical application may lead to less desirable control results.
Therefore, a quasi-PR controller is utilized to address this issue [20,21].

GPR(s) = Kp +
2Krωcs

s2 + 2ωcs + ω2
0

(11)

Typically, a quasi-PR controller is used to eliminate specific harmonics with fixed
value of ωc. In the context of this study, the harmonic frequency ωc is 4π f where f is the
frequency of stator currents. Thus, the transfer function for the quasi-PR controller used in
the LIM can be expressed as follows:

GPR(s) = Kp +
8πKr f s

s2 + 8π f s + ω2
0

(12)

The PI controller can be expressed as:

GPI(s) = Kp +
Ki
s

(13)

Both the quasi-PR controller and the PI controller include a proportional component.
In this study, the value of Kp for the quasi-PR controller is set to 0. In the subsequent simu-
lations and experiments, the PR controller employed is the modified quasi-PR controller, as
illustrated in Equation (12). The current loop is represented as shown in Figure 5, in which
the asterisk (*) denotes the reference value.

id
*

id

ud iq
*

iq

uq

f f

Figure 5. Current controllers for the adaptation of the quasi-PR controller.

The control system diagram of the research is illustrated as shown in Figure 6, in which
the asterisk (*) denotes the reference value. Two control methods are employed to suppress
the thrust ripple caused by stator current imbalance. The first method involves introducing
the MAC to correct the phase imbalance of the stator current, and the second method
incorporates the PR controller to correct the amplitude imbalance of the stator current.
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Figure 6. Framework of the control system.

4. Simulation Results and Discussions

4.1. Simulation Parameters

In this section, simulation results validate the optimization results of the MAC and the
PR controller in the FOC system. The simulation system is built using Simulink (Matlab
R2022b), and the LIM is implemented through an S-function based on the magnetic flux
linkage equation. The designed parameters of the LIM investigated in this study are
presented as shown in Table 1.

Table 1. Designed parameters of the LIM for simulation.

Symbol Definition Value

Ls Leakage inductance of the stator 7.8093 × 10−2 mH
Lr Leakage inductance of mover 9.0628 × 10−2 mH
Lm Magnetizing inductance 1.3344 mH
Rs Stator resistance 0.0385 Ω
Rr Mover resistance 0.01763 Ω
τ Electrical Cycle Length 0.213 m
m Load mass 500 kg

In the simulated linear motor model, the inductance matrix is configured with the LAA
set at 1.28 × 10−3 mH, whereas both LBB and LCC are established at 0.97 × 10−3 mH. This
deliberate parameterization serves to emulate the impedance asymmetry characteristics
of practical motor systems. This paper models the motor control system using Simulink
(Matlab R2022b), where the motor model is designed as a flux linkage model based on
the motor impedance parameters and implemented as an S-function block. The studied
control system is a FOC system. In the current loop section, the PI controller and quasi-PR
controller are connected in parallel. The parameters for the d-axis current PI controller are
Kp = 0.5, Ki = 100, and those for the quasi-PR controller are Kr = 1000, with a bandwidth
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of b = 10 Hz. The parameters for the q-axis current PI controller are Kp = 0.7, Ki = 80, and
those for the quasi-PR controller are Kr = 1000, with a bandwidth of b = 10 Hz. The control
parameters are shown in Table 2.

Table 2. Control parameters.

Parameters PI Controller (Current Loop) PR Controller (Current Loop) PI Controller (Velocity Loop)

Switching Frequency 8 kHz 8 kHz /
Sampling time 10−4 s 10−4 s 10−4 s
Rising time 0.001 s / 0.1 s
Setting time 0.05 s / 0.2 s
Bandwidth 8 kHz 10 Hz 500 Hz

4.2. Simulation Curves and Data
4.2.1. Mechanical Characteristics Simulation Results

The LIM underwent a 5 s acceleration, with the introduction of the MAC at 2.5 s and
the incorporation of a PR controller at 3.5 s. The velocity curve in Figure 7 indicates that
the control system effectively tracked the speed signal.

Figure 7. Simulation result of reference and measured speed.

This paper primarily focuses on the motor acceleration process; hence, the correspond-
ing speed reference values continuously increase. It can be observed that the tracking
performance of the speed is quite satisfactory.

The thrust simulation results shown in Figure 8 are as follows: (a) provides an overview
of the thrust results, the MAC is introduced at 2.5 s, and the PR control is added at
3.5 s; (b) presents the magnified thrust results under the original FOC control, showing
thrust ripple fluctuating between 4400 N and 4600 N; (c) displays the magnified results
of FOC+MAC, demonstrating a reduction in peak-to-peak thrust value to around 100 N;
and (d) exhibits the magnified results of FOC+MAC+PR, where the peak-to-peak thrust
value is further reduced to 50 N. Additionally, it is evident that the system experiences
oscillation around 3.5 s, attributed to the alteration of the PI control’s steady-state behavior
upon the introduction of the PR controller. The simulation in this study involves adding
the PR control when the PI controller reaches steady state to facilitate the observation
of performance enhancement with the PR control. However, in practical applications,
controllers are not typically changed during operation; instead, the decision to adopt the
PR control is made at the outset.

4.2.2. Current Characteristics Simulation Results

The simulation results of the stator current, including its positive-sequence component,
negative-sequence component, and zero-sequence component, are illustrated in Figure 9.
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(a) 

 
(b) 

(c) 

 
(d) 

Figure 8. Thrust simulation results: (a) thrust results overview; (b) thrust results under FOC; (c)
thrust results under FOC+MAC; and (d) Thrust results under FOC+MAC+PR.

(a) 

Figure 9. Cont.
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(b) 

(c) 

(d) 

Figure 9. Current simulation results overview: (a) stator currents; (b) positive-sequence stator
currents; (c) negative-sequence stator currents; and (d) zero-sequence stator currents.

In Figure 9, subgraph (a) represents the stator current, while subgraphs (b), (c), and
(d) represent the positive-sequence component, negative-sequence component, and zero-
sequence component decomposed from the stator current using the orthogonal component
method. It can be observed that the positive-sequence current component shows no
significant change. It is evident that the negative-sequence current decreases at 2.5 s with
the introduction of the MAC and further diminishes at 3.5 s with the implementation of the
PR control. Additionally, an increment in the zero-sequence current is observed. However,
in the context of this study, no specific analysis has been undertaken for the zero-sequence
current due to its negligible impact on thrust ripple.

It can be observed from the simulation results that Figure 10 has shown that, after
the MAC is introduced at 2.5 s, there is a reduction in negative-sequence current from 6 A
to 2 A. At 3.5 s, with the addition of PR control, there is a further reduction in negative-
sequence current to approximately 1 A. Based on the depicted graph, it is evident that
the waveform of the negative-sequence current is not a conventional sine wave before the
integration of the PR controller. We attribute this deviation to the presence of harmonics.
The PR controller proves adept at reducing these harmonics. The simulation results for the
amplitude of the negative-sequence current are illustrated in Figure 11. The results indicate
that both the MAC and PR controllers can effectively reduce the amplitude of the negative
sequence current, but that the PR controller excels in eliminating harmonics.
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(a) 

 
(b) 

(c) 

(d) 

Figure 10. Negative-sequence current: (a) negative-sequence currents overview; (b) negative-
sequence currents under FOC; (c) negative-sequence currents under FOC+MAC; and (d) negative-
sequence currents under FOC+MAC+PR.

 

Figure 11. Amplitude of negative sequence current.
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The simulation results for id and iq are shown in Figure 12. In the FOC control system,
the controlled variables are id and iq, and the introduction of the PR controller directly aims
to mitigate the fluctuations in id and iq.

Figure 12. Simulation results for id and iq.

From Figure 12, it can be observed that the addition of both the MAC and PR signifi-
cantly reduces the harmonics in both id and iq. It can be observed that at 3.5 s, the system
experienced some instability, which was caused by the introduction of the PR controller. It
is important to emphasize that the simulation involved adding the PR controller during
the runtime to compare the effects introduced by the PR controller. However, in actual
operation, the PR controller should be added at the beginning of the runtime.

Figure 13 shows that the difference in the voltage phase calculated by the MAC module
is approximately 2.2 rad, i.e., 126.5◦; however, when the MAC is not used, the difference in
the voltage phase is 120◦.

Figure 13. Phase calculation results.

In conclusion, based on the simulation and experimental results, the proposed MAC
can effectively reduce the thrust ripple by altering the voltage phase. Furthermore, with
the incorporation of the quasi-PR controller, the suppression of the thrust ripple is further
enhanced. Simulation results also indicate that the suppression of the thrust ripple is related
to the reduction in both the current harmonics in the dq axis and the negative-sequence
component of the stator current.
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5. Experimental Physical Test and Validation

To validate the effectiveness of the simulation results, physical experiments were
conducted on the platform shown in Figure 14. The experimental platform consists of a
double-sided primary induction linear motor, with the stator and mover depicted in the
figure. The LIM depicted in Figure 14 is a long-stator LIM that operates using segmented
power supply.

Figure 14. LIM experimental platform.

We also conducted experiments using the MEFEL device as Figure 15 shows, which
utilizes a motor with the same parameters as those employed in the horizontal experimental
platform. The difference is that the motor in this facility operates vertically. The experi-
mental capsule is driven by two LIMs, with the mover installed on the outer side of the
experimental capsule and the stator mounted on the inner wall of the tower. Additionally,
rails are installed to ensure the directional movement of the experimental capsule. Each
operation involves launching the experimental capsule upward using the LIM, allowing
the experimental capsule to undergo free-fall motion, and then retrieving it. This study
primarily focuses on the launch phase, but in the actual testing environment, the launch,
free-fall, and recovery phases are conducted together.

 

Figure 15. MEFEL experimental platform with vertical LIM.

The design parameters of the LIM used in both of these experimental platforms are
the same, but improvements are made to the manufacturing process; this results in the LIM
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exhibiting a slightly better performance in MEFEL. The design parameters of the LIM are
shown in Table 3.

Table 3. LIM parameters.

Parameter Value Unit

Nominal Power 82 kW
DC Bus Voltage 600 V
Control Period 2 ms
Sample Time 150 μs

Primary Inductance 0.17 mH
Nominal Speed 20 m/s

5.1. Experimental Results in the Horizontal Experimental Platform

Due to the limitations that existed in the experimental environment, we only conducted
tests under blocked conditions on the horizontal platform and obtained the following
current results. The experimental results of the stator current before and after the utilization
of the MAC and PR controller are shown in Figure 16.

 
(a) (b) 

Figure 16. Stator current: (a) no compensation method; (b) MAC and PR employed.

The experimental results indicate that the peak stator currents for the three phases
before the use of MAC and quasi-PR controllers were 392.5 A, 320.1 A, and 451.6 A,
respectively. After applying the MAC and quasi-PR controllers, the peak stator currents
for the three phases were 410.7 A, 395.4 A, and 417.7 A, respectively. The three-phase
current imbalance decreased from 29.1% to 5.28%, indicating a significant reduction in
current imbalance. The experimental results demonstrate that the adoption of the MAC
and quasi-PR controllers can effectively reduce the current imbalance in the stator, leading
to the LIM exhibiting an improved performance.

5.2. Experimental Results in the MEFEL Platform

In the MEFEL platform, we conducted three sets of comparative dynamic experiments.
The first group utilized the FOC control system, the second group employed the FOC+MAC
system, and the third group utilized the FOC+MAC+PR system. Our objective was to
observe the improvements in thrust brought about by the proposed methods; however,
direct measurement of the thrust of the linear motor was challenging to achieve. We
could only calculate the acceleration by processing the velocity signals, thereby indirectly
observing the optimization of thrust fluctuations. The experimental results regarding the
velocity are shown in Figure 17.
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Figure 17. Speed results of MEFEL.

The operation requirements of the electromagnetic microgravity facility studied in
this paper dictate a specific speed profile, meaning that regardless of changes in the motor-
controlled current loop, we aim for the speed loop to remain consistent. The results
of the speed operation are shown in Figure 17, where it can be observed that under
different control methods, the tracking of the speed loop is similar, ultimately meeting
the system’s performance requirements. Specifically, the performance of the current loop
can be indirectly observed by observing the acceleration. Direct measurement of thrust in
linear motors is challenging; hence, this study indirectly observes thrust and thrust ripples
by measuring the acceleration of the experimental capsule using an accelerometer. The
differentiation of speed in Figure 17 is roughly equivalent to the acceleration in Figure 18,
but the signals in Figures 17 and 18 are measured by different sensors. The speed results in
Figure 17 are derived from the differentiation of the position signal obtained by the grating
displacement sensor, while acceleration is directly measured using an accelerometer.

It can be observed from the acceleration results that, under FOC, the acceleration
fluctuates at approximately 5 m/s2. Building upon this, the utilization of the MAC reduces
the acceleration fluctuation to around 3.5 m/s2, and further implementing the PR control
narrows the acceleration fluctuation to approximately 2 m/s2. It is important to note that the
system also encounters other disruptive forces, such as mechanical friction, air resistance,
and mechanical vibrations. The vibration reduction method proposed in this paper solely
focuses on suppressing the fluctuations caused by LIM thrust. Vibrations originating
from the mechanical structure within the experimental environment require mechanical
damping solutions, which can be achieved via the modification of the construction design.
The processed acceleration data can provide insights into the thrust fluctuations observed
in the linear motor. Utilizing the MAC and PR controls individually can partially suppress
the thrust ripple, but the most effective suppression of thrust fluctuation is achieved when
both the MAC and PR controls are employed simultaneously. It is worth noting that
the accuracy of the acceleration data is constrained, as it is derived from velocity signals
through differentiation and filtering. Therefore, the extent of acceleration fluctuation is
closely related to the level of filtering applied.
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Figure 18. Acceleration results of MEFEL.

The motor in the actual test environment belongs to a catapult system, and the opera-
tion process is divided into catapult stage, free fall stage, and recovery stage. The research
content of this paper mainly focuses on the launch section, but the experimental results
show the free fall stage and the recovery stage as well. In simulation we can simulate
only the catapult stage. In the simulation results, the two control methods proposed in
this paper are added in the operation process, while in the actual test environment, it is
impossible to add the controller in the operation process to compare the control effect, and
many experiments are needed.

Through the comparison of the acceleration results of the actual test and the thrust
results of the simulation, it can be seen that the actual acceleration has a very low frequency
and a high amplitude fluctuation, which is caused by the segmented stator. This part of the
fluctuation can also be improved by optimizing the segmented control strategy, but it is not
the focus of this study. This paper mainly studies the elimination of the thrust ripple caused
by the physical characteristics of the linear motor itself. Additionally, it can be observed
that there are many irregular interferences in the thrust of the actual operation, which may
be from the mechanical vibration in the environment or the friction of the guide rail, etc.,
while the thrust ripple in the simulation is only caused by the physical characteristics of the
linear motor. Although there are many differences between physical testing and simulation
testing, the effectiveness of the method proposed in this article can still be seen from the
actual test results.

6. Conclusions

This study addresses the challenge of the thrust ripple in a high-power LIM for
the microgravity facility. It introduces a model-based adaptive controller (MAC) and
an enhanced quasi-proportional-resonant (PR) controller for current control, taking into
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account the impedance asymmetry inherent in LIMs. The MAC adjusts the voltage phase
to counteract the current imbalance that results from the LIM’s impedance asymmetry.
The improved quasi-PR controller, in tandem with the PI controller, works to eliminate
harmonics in the current d-q axis. The comprehensive theoretical derivations and calculation
methods employed for both control strategies are thoroughly examined. Simulation results
indicate that after adopting the MAC to correct the current phase, the thrust ripple decreases
to 50%. A further reduction to 25% is achieved by implementing the PR controller to correct
the current amplitude. The experimental results demonstrate the effectiveness of the
method proposed in this paper in practical engineering applications.
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Appendix A

Inductance Equivalent Expression of LIMs
The model of a rotary motor can be expressed as follows:

U = RI + d
dt ψ

ψ = LI

in which L satisfies

L =

[
Lss Lsr
Lrs Lrr

]
Lss =

⎡⎣LAA LAB LAC
LBA LBB LBC
LCA LCB LCC

⎤⎦
Lsr =

⎡⎣LAa LAb LAc
LBa LBb LBc
LCa LCb LCc

⎤⎦
Lrs =

⎡⎣LaA LaB LaC
LbA LbB LbC
LcA LcB LcC

⎤⎦
Lrr =

⎡⎣Laa Lab Lac
Lba Lbb Lbc
Lca Lcb Lcc

⎤⎦
In the matrix of Lss, LAA, LBB and LCC represent the self-inductances of the stator

windings. LAB, LAC and other inductances in the matrix represent the mutual inductance
of the stator windings.

The self-inductance consists of leakage inductance and main self-inductance.

LAA = LBB = LCC
= Lsσ + Lm1
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Due to the intentional design of a 2π
3 electrical angular difference between windings,

the mutual inductances satisfy the following relationship:

LAB = LAC = LBC = LBA = LCA = LCB
= cos

(± 2π
3
)

Lm1
= = − 1

2 Lm1

The steady-state model of motor is commonly analyzed using the T-type equivalent
circuit model, as shown in Figure A1.

Rs Rr/sLs Lr

Lm
Us

Figure A1. T-type equivalent circuit.

It reflects the voltage–current relationship on the single-phase winding, where the
excitation inductance Lm is equal to 3

2 Lm1.
Up to this point, we have observed an interesting phenomenon: in the magnetic flux

linkage equation, the voltage of the single-phase winding is related to the currents of
other windings, while in the T-type equivalent circuit, it seems to be only related to the
current of the winding itself. This is because in three-phase motors, sinusoidal currents
have a 120◦ phase difference, allowing the inductance matrix Lss to be transformed into a
diagonal matrix through calculation. (A reminder: the calculation of excitation inductance
is independent of the rotor, as the motor inherently functions as a transformer model. After
winding transformation calculation, the excitation inductance of the rotor is equal to that of
the stator. In other words, the circuit model parameters on the rotor side are not equivalent
to the magnetic flux model parameters, so we do not analyze the rotor-side magnetic flux.)

In phase A, the stator flux caused by stator current can be expressed as follows:

ψsA = LAAiA + LABiB + LACiC
= (L sσ + Lm1)iA +

(
− 1

2 Lm1

)
iB +

(
− 1

2 Lm1

)
iC

= (L sσ + Lm1)iA − 1
2 Lm1[cos(120◦) + cos(−120◦)]iA

= (L sσ +
3
2 Lm1

)
iA

The calculation process for phases B and C is the same as that for phase A. In this case
the Lss can be expressed as

Lss =

⎡⎣Lsσ +
3
2 Lm1 0 0

0 Lsσ +
3
2 Lm1 0

0 0 Lsσ +
3
2 Lm1

⎤⎦
However, in a LIM the impedance matrix cannot be transformed into a diagonal matrix

due to the asymmetry of the impedance. Even when the currents are balanced, ψsA can
only be expressed as follows:

ψ′sA = LAAiA + LABiB + LACiC
= [Lsσ + LAA + LABcos(−120◦) + LACcos(120◦)]iA

=
(

Lsσ + LAA − 1
2 LAB − 1

2 LAC

)
iA
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The calculation process for phases B and C is the same as that for phase A. Thus Lm of
the three-phase windings in the equivalent circuit cannot be expressed as one parameter.
The equations for the three-phase excitation inductances are as follows:

LmA = LAA − 1
2 LAB − 1

2 LAC
LmB = LBB − 1

2 LBA − 1
2 LBC

LmC = LCC − 1
2 LCA − 1

2 LCB

In this case, the Lss can be expressed as

Lss =

⎡⎣LAA − 1
2 LAB − 1

2 LAC 0 0
0 LBB − 1

2 LBA − 1
2 LBC 0

0 0 LCC − 1
2 LCA − 1

2 LCB

⎤⎦
It should be noted that this expression is based on the steady-state model of motor,

assuming the motor speed changes smoothly.

Appendix B

Demonstration of the Effect of MAC for Current Imbalance Correction
The MAC can be represented as follows:⎡⎣u′A

u′B
u′C

⎤⎦ =

⎡⎣ 1 0
cos ϕAB sin ϕAB
cos ϕAC sin ϕAC

⎤⎦2
3

[
1 cos

( 2π
3
)

cos
(− 2π

3
)

0 sin
( 2π

3
)

sin
(− 2π

3
)]

⎡⎣uA
uB
uC

⎤⎦

=
2
3

⎡⎣ 1 cos
( 2π

3
)

cos
(− 2π

3
)

cos ϕAB cos
(

ϕAB− − 2π
3
)

cos
(

ϕAB + 2π
3
)

cos ϕAC cos
(

ϕAC − 2π
3
)

cos
(

ϕAC − 2π
3
)
⎤⎦⎡⎣uA

uB
uC

⎤⎦
As uA, uB, and uC are sinusoidal three-phase waves which can be represented as

uA = umcos ωt
uB = umcos

(
ωt− 2π

3
)

uC = umcos
(
ωt + 2π

3
)

where um is amplitude, ω is angular velocity and t is time.
Based on the above equations, it can be calculated that:

u′A = umcos ωt
u′B = umcos(ωt− ϕAB)
u′C = umcos(ωt− ϕAC)

Hence, when ϕAB = 2π
3 and ϕAC = − 2π

3 ,
[
u′A; u′B; u′C

]
= [uA; uB; uC].

The AC waveforms u′A, u′B and u′C can be represented using vectors:

.
U
′
A = Um∠0

.
U
′
B = Um∠− ϕAB

.
U
′
C = Um∠− ϕAC
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 . 
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Figure A2. Voltage vectors.

Hence ⎡⎢⎢⎣
.
I
′
A.

I
′
B

.
I
′
C

⎤⎥⎥⎦ =

⎡⎢⎣
.

ZA 0 0
0

.
ZB 0

0 0
.

ZC

⎤⎥⎦
−1⎡⎢⎢⎣

.
U
′
A.

U
′
B

.
U
′
C

⎤⎥⎥⎦

.
IA

.
IB

.
IC

 . 
UA'

 . 
UB'

 . 
UC'

Figure A3. Voltage vectors and current vectors.

define ϕZAZB which satisfies the following relationship:

.
ZA

.
ZB

=

∣∣∣∣∣
.

ZA
.

ZB

∣∣∣∣∣∠ϕZAZB

The voltage phase difference of phase A and phase B satisfies the following:

ϕAB =
2π

3
+ ϕZAZB

Then, calculate the phase difference of currents phase A and phase B:

.
I′A.
I′B

=
.

ZB.
ZA

.
U′A.
U′B

=

∣∣∣∣ .
ZB.
ZA

∣∣∣∣Um
Um

∠
(−ϕZAZB + 0− (−ϕAB)

)
=

∣∣∣∣ .
ZB.
ZA

∣∣∣∣∠(
ϕAB − ϕZAZB

)
=

∣∣∣∣ .
ZB.
ZA

∣∣∣∣∠ 2π
3

Hence, the phase difference is 2π
3 . By using the same method, the phase difference

between IA′ and IC′ can be calculated to be − 2π
3 .

Thereby, we can conclude that the phase difference of I′A, I′B, and I′C is 2π
3 , after

balancing correction.
Additionally, it can be observed that the current imbalance has only been fixed in

terms of phase deviation, while the amplitude deviation still exists. In the control system
under FOC, the currents id and iq can reflect the problem of unequal current amplitudes,
and dynamic control can be applied for adjustment. This is described in Section 3 of this
paper, where it is achieved through a PI+PR controller.
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Abstract: Regional Integrated Energy Systems (RIESs) and Shared Energy Storage Systems (SESSs)
have significant advantages in improving energy utilization efficiency. However, establishing a
coordinated optimization strategy between RIESs and SESSs is an urgent problem to be solved. This
paper constructs an operational framework for RIESs considering the participation of SESSs. It
analyzes the game relationships between various entities based on the dual role of energy storage
stations as both energy consumers and suppliers, and it establishes optimization models for each
stakeholder. Finally, the improved Differential Evolution Algorithm (JADE) combined with the
Gurobi solver is employed on the MATLAB 2021a platform to solve the cases, verifying that the
proposed strategy can enhance the investment willingness of energy storage developers, balance the
interests among the Integrated Energy Operator (IEO), Energy Storage Operator (ESO) and the user,
and improve the overall economic efficiency of RIESs.

Keywords: Regional Integrated Energy System; shared energy storage; optimized operation;
multi-level game; integrated demand response

1. Introduction

Against the backdrop of the “Dual Carbon” goals, improving the current energy supply
structure and promoting sustainable economic development have become mainstream
trends [1]. The development of clean energy and the enhancement of the overall energy
utilization efficiency are essential aspects of this trend [2]. This places higher demands on
the stability and flexibility of electricity dispatch. In this context, the Regional Integrated
Energy System (RIES) has garnered widespread attention due to its features of multi-energy
coupling and reliable energy supply [3,4].

In the design and evaluation of the RIES, it is crucial to allocate energy storage systems
appropriately in order to ensure the sustainability of the energy supply, as well as the
economic efficiency and reliability of the RIES. By the end of 2023, China had completed the
construction and operation of new energy storage projects, with a cumulative installed ca-
pacity of 3.139 GW/6.687 GWh. However, the current independent construction of energy
storage systems involves a large capital investment and a long payback period, which limits
the development of energy storage systems [5,6]. The new generation of Shared Energy
Storage Systems (SESSs) that have emerged in the context of the energy internet provide an
effective solution to these issues [7,8]. A SESS integrates independently dispersed energy
storage resources on the source, grid, and load sides for unified collaborative scheduling,
which improves the utilization rate of energy storage resources and the reliability of energy
supply and use in RIES. Reference [9] applies a community energy storage system, taking
into account the flexible resources on the demand side, such as heating, ventilation, and air
conditioning systems, and proposes a coordinated optimization strategy that satisfies user
comfort while reducing energy consumption costs. Reference [10] applies a combination
of long- and short-term storage to an RIES, reducing the load forecasting errors through
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rolling optimization of long-term energy balance models and short-term power balance
models, fully utilizing energy storage resources, and meeting the autonomous operation re-
quirements of multi-energy microgrids. Reference [11] constructs a mechanism considering
energy interaction between multiple IESs in neighboring regions, using shared storage to
balance the energy flow and reduce the overall operating costs of the system. However, the
above studies did not consider the energy storage system as an independent stakeholder,
did not consider multi-party conflicts of interest, and the interests of energy storage in-
vestors were not guaranteed, which is not conducive to the promotion and construction of
energy storage systems. To address these issues, references [12,13] establish a multi-party
energy interaction mechanism based on a carbon trading incentive mechanism considering
the system’s low-carbon characteristics, solving the multi-party interest conflict in the RIES
while reducing environmental pollution. References [14,15] analyze various operation
modes of shared energy storage systems and propose a model for leasing energy storage
capacity, focusing on the scientific configuration of energy storage system parameters,
which is more in line with the actual operation of RIESs and better leverages the flexibility
of energy storage systems to regulate loads.

Game theory is one of the standard tools for analyzing the economics of complex
sequential strategy models. By using game theory, the cooperation and competition among
multiple stakeholders in RIESs can be clarified, and the enthusiasm of each stakeholder to
participate in energy transactions can be fully utilized [16–18]. References [19,20] consider
the multiple uncertainties caused by the emergence of large-scale producer–consumer
clusters. Reference [20] utilizes a non-cooperative game based on stochastic dynamic
programming to develop a universal framework for both day-ahead and real-time electricity
markets, significantly reducing the operational costs of microgrids and the charging costs
of electric vehicles. Reference [21] examines the interests among multiple stakeholders in
RIESs with shared energy storage, constructs a “one-leader-multiple-follower” game model,
and develops a dynamic pricing mechanism for electric and thermal energy, achieving a
win–win situation for all involved parties. Reference [22] establishes a game model based
on Stackelberg game theory, with the distributed energy storage system as the leader and
the load side as the follower, considering both the economic benefits and the load-side
energy satisfaction index. Reference [23], considering the competitive and cooperative
relationships among various stakeholders, constructs both a cooperative game model and
a non-cooperative game model to achieve optimal energy distribution. However, these
studies are all based on the traditional master–slave game structure of the participating
subjects in the game analysis, the Energy Storage Operator (ESO) is fixed in the conditions
of the leader or follower, which does not take into account the duality of the participating
subjects as both the follower and the leader, as well as the simultaneous master–slave
relationship and competitive relationship that exists between the two subjects under the
circumstance, and the lack of mobilization of the subjects to participate in the optimization
of the enthusiasm.

Aiming at the above problems, this paper proposes an optimal operation strategy for
SESSs and RIESs based on a multi-level game. The strategy analyzes the master–slave
relationship between the two when the ESO chooses to charge from the Integrated Energy
Operator (IEO) and the competitive relationship between the two when meeting the load
demand on the user side, and it integrates the user-side electric demand response and
electric heat production. A multilevel master–slave game model is constructed with the IEO
as the head leader, the ESO as the secondary leader, and the user as the follower. The model
can stimulate the enthusiasm of each subject to participate in the coordinated operation,
thus enhancing the overall economic efficiency of RIESs. In order to solve the model, the
adaptive differential evolution algorithm with external archiving (JADE) combined with
the Gurobi solver is used, and the results of the case analysis verify the effectiveness of the
optimized operation strategy proposed in this paper.
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2. Structure and Operation Mode of the RIES

The RIES architecture proposed in this paper consists of three entities: the IEO, the
ESO, and the user. The energy coupling relationships are illustrated in Figure 1.

Figure 1. The RIES system structure with an SESS.

The IEO serves as an intermediary between the external grid, the user, and the ESO
within the RIES, being capable of bidirectional energy transmission. The IEO is equipped
with a micro gas turbine, which purchases gas from the external gas network for power
generation. Simultaneously, it generates waste heat that enters a waste heat boiler and
provides thermal energy to the user side through a heat exchange device.

The SESS is configured on the ESO side, and its deployment reduces the load volatility
of the RIES while also increasing the diversity of energy choices for the user. The SESS
chooses to charge from the IEO side and then provides discharge services to the user side.
The ESO adjusts its charging and discharging operations based on price signals and user
energy demands, setting reasonable selling prices and selecting appropriate time periods
to enhance its own revenue.

The user side includes both electrical and thermal loads, equipped with photovoltaic
power generation units and electric heating devices. The user can optimize their internal
operating status and flexibly choose various energy sources to meet their energy needs
based on their own interests and load requirements. For electrical loads, when the self-
generated electricity meets the demand, the surplus electricity can be sold to the external
grid; when the self-generated electricity is insufficient to meet the demand, the user can
choose to purchase electricity from the IEO or ESO based on the time-of-use electricity
prices. For thermal loads, in addition to the heat exchange units provided by the IEO, the
thermal loads can also be satisfied by the user-side electric heating devices.

3. Game Relationships among Stakeholders

In the RIES, different entities have their own interests and conflicts, leading to a
situation of mutual game theory. The IEO formulates a set of strategies for the daily
electricity and heat selling prices. The ESO formulates charging and discharging strategies
and selling prices for the user based on the IEO’s pricing strategy, considering its own
profit and the SESS capacity, and it adjusts the charging and discharging strategies and
selling prices reasonably. Upon receiving the selling price strategies for energy from the
IEO and ESO, the user side adjusts the electricity and heat load for each time period in real
time based on the price signals and energy demand, plans the energy purchasing strategy,
and uploads the strategy to the IEO and ESO.
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When the selling energy price from the IEO is high, the ESO will adjust the selling
energy price to increase profit, and the user side will prioritize cheaper energy sources
for purchase. If the user side purchases a large amount of energy, the IEO and ESO will
re-formulate the selling energy price strategy, and the ESO will adjust the charging and
discharging strategies accordingly.

Due to the sequential decision-making process of the three parties, the entire process
can be viewed as a multi-level game model with the IEO as the head leader, the ESO and
user as followers, and the ESO as the secondary leader of the user in the RIES.

The IEO, the ESO and the user objective functions are FIEO, FESO and Fuser, respectively,
all of which are optimized to maximize the operational benefits, as shown in the game
relationship diagram in Figure 2.

Figure 2. Multi-stakeholder leader–follower game framework.

4. Decision-Making Model of Each Stakeholder

4.1. Subsection Operation Model of the IEO

The IEO is responsible for integrating and coordinating various energy resources, such
as electricity, natural gas, and thermal energy. Additionally, as the head leader within the
RIES, the IEO aims to maximize its operational efficiency by employing dynamic time-of-
use electricity pricing and heating prices as decision variables. The optimization objective
of the IEO is to maximize its operational benefits, and its objective function is defined
as follows:

maxFIEO =
T

∑
t=1

(Ct
ESO,sell + Ct

user,sell − Ct
grid − Ct

mt) (1)

In the formula, divide one day into T time slots, where t represents the t-th time slot.
In the t-th time slot, Ct

ESO,sell and Ct
user,sell, respectively, represent the revenue for the IEO

after selling energy to the ESO and the user, Ct
grid represents the interaction cost between

the IEO and the grid (IEO acquiring/selling electricity, with Ct
grid being positive/negative),

and Ct
mt represents the gas cost used by IEO. The expressions for the above are as follows:

Ct
grid = [max(Lt

u + Pt
char − Pt

mt,e, 0)pt
e,s + min(Lt

u + Pt
chr − Pt

mt,e, 0)pt
e,b]Δt (2)

Ct
ESO,sell = pt

e,sPt
chrΔt (3)

Ct
user,sell = (Lt

h pt
h,s + Lt

e pt
e,s)Δt (4)

In the formula, Pt
chr, Lt

h, Lt
e represent the electric power purchased by the ESO from

the IEO and the electric and thermal power purchased by the user from the IEO during the
t-th time slot; and pt

e,s, pt
h,s represent the selling prices of electricity and heat by the IEO.
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The IEO is equipped with a micro gas turbine, responsible for providing electricity
and heat, with its main fuel being natural gas. The relationship between its operating cost
and electric-thermal output during the t-th time slot can be expressed as:

Ct
mt = (λgas

Pt
mt,e

Hgasηmt,e
)Δt (5)

Pt
mt,h =

1− ηmt,e − ηmt,loss

ηmt,e
ηmt,hPt

mt,e (6)

In the formula, λgas is the unit price of natural gas; Pt
mt,e, Pt

mt,h are the electric and
thermal power outputs during the t-th time slot; Hgas is the low calorific value of gas; and
ηmt,e, ηmt,h, ηmt,loss are, respectively, the power generation efficiency, heating coefficient,
and heat dissipation loss rate of the micro gas turbine.

When the IEO interacts with the external grid for energy exchange, it needs to adhere
to the power constraints of the grid to ensure that the energy purchased or sold does not
exceed the carrying capacity of the interconnection lines, thereby maintaining the stable
operation of the grid. At this point, the following constraints should be met:⎧⎪⎨⎪⎩

0 � Pt
eg,s � ζt

eg,sPmax
eg,s

0 � Pt
eg,b � ζt

eg,bPmax
eg,b

ζt
eg,b + ζt

eg,s � 1
(7)

In the equation, Pt
eg,s/Pt

eg,b represent the selling/purchasing electric power from the
grid to the IEO; Pmax

eg,b /Pmax
eg,s represent the maximum selling/purchasing electric power

from the grid to the IEO; and ζt
eg,s and ζt

eg,b are Boolean variables, indicating the flag for
selling/purchasing electric power from the grid to the IEO, meaning that only one action
of selling/purchasing electricity can be conducted at a time

Additionally, in order to ensure the interests of various stakeholders, the energy
purchase/sale prices of the IEO need to satisfy the following constraints:

pt
eg,b < pt

e,s < pt
eg,s (8)

pt
h,min < pt

h,s < pt
h,max (9)

T

∑
i=1

pt
e,s � Tpt

e (10)

T

∑
i=1

pt
h,s � Tpt

h (11)

In the equations, pt
eg,b, pt

eg,s represent the purchasing and selling electricity prices from
the grid during the t-th time slot of the day; pt

h,min, pt
h,max represent the upper and lower

limits of the selling price of heat specified by the IEO; and pt
e, pt

h represent the average
selling electricity and heat prices.

4.2. Operation Model of the ESO

The ESO references the selling energy prices of the IEO and the energy consumption
situation on the user side, reasonably formulating its electricity price strategy and charg-
ing/discharging plans to maximize its total revenue while meeting the energy needs of the
user. The objective function can be expressed as:

maxFESO =
T

∑
t=1

(Ct
ESO,dis − Ct

ESO,sell − Ct
ESO,op) (12)
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Ct
ESO,dis =

T

∑
t=1

pt
disPt

disΔt (13)

Ct
ESO,op = kcCt

ESO,sell (14)

In the equation, Pt
chr, Pt

dis represent the charging and discharging power of the ESO in
the t-th time slot; pt

dis represents the price at which the ESO sells electricity in the t-th time
slot; and kc represents the operational and maintenance costs of the ESO.

In order to ensure the ESO’s healthy participation in market competition, the following
constraints are imposed on its selling electricity prices:

0.8pt
e,s ≤ pt

dis ≤ 1.4pt
e,s (15)

In order to ensure that the shared energy storage system can continuously provide
services in consecutive time slots within the same period and across different periods, that
is, to maintain energy continuity and ensure the conservation of charging and discharging
power within a single period, the following conditions must be satisfied:

Et
eso = Et−1

eso (1− ηo) + (Pt
chrη+ − Pt

dis
η− )Δt (16)

T

∑
t=1

Pt
chrη+ −

T

∑
t=1

Pt
dis

η− = 0 (17)

In the equation, ηo, η+, η− represent the energy self-loss rate when the ESO is op-
erating, the efficiency when the ESO is charging, and the efficiency when the ESO is
discharging, respectively.

At any given moment, the charging or discharging power is subject to the ESO’s
allowed maximum power limit, while the total charging or discharging power in any time
period is subject to the ESO’s allowed maximum capacity limit. These constraints should
be satisfied as follows: ⎧⎪⎨⎪⎩

| Et+1
eso −Et

eso
Δt |≤ ζt

chrPmax
chr

| Et+1
eso −Et

eso
Δt |≤ ζt

disPmax
dis

ζt
chr + ζt

dis ≤ 1

(18)

In the equation, Pmax
chr , Pmax

dis represent the allowed maximum charging and discharg-
ing power by the ESO, while ζt

chr, ζt
dis are Boolean variables representing the charg-

ing/discharging state of the energy storage device at the t-th time slot, restricting the
energy storage device to perform only one charging or discharging action at a time.

In order to ensure the stability and lifespan of the shared energy storage system,
the constraints on the total number of charging and discharging cycles and its maximum
capacity within one period for the ESO are as follows:

T

∑
t=1

(ζt
chr + ζt

dis) ≤ χmax (19)

Emin
eso ≤ Et

eso ≤ Emax
eso (20)

In the equation, χmax represents the maximum number of charging and discharging
cycles allowed by the ESO within period the t-th time slot, while Emin

eso , Emax
eso , respectively,

represent the minimum and maximum values of the capacity specified for the SESS.
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4.3. Operation Model of the User

The user side adjusts the energy load based on its energy demand, selects energy
sources reasonably, and considers the user load satisfaction index, aiming to maximize the
operational efficiency of the user side. The objective function is:

maxFuser =
T

∑
t=1

(Ut
user − Ct

user − Ct
q) (21)

In the equation, Ut
user represents the electricity utility function; Ct

user represents the
total cost of purchasing and selling electricity and heat by the user side; and Ct

q represents
the penalty cost for reducing the heat load and the decrease in user load satisfaction due to
the interrupted heat load.

The above equations can be further expressed as:

Ut
user =

(
aLt

u
2
+ bLt

u

)
Δt (22)

Ct
user = (pt

h,sLt
h + pt

e,s(Lt
e + Lt

eh)+pt
disLt

e,dis − pt
l,sLt

l,s)Δt (23)

Ct
q = β(Lt

w,h
2
)Δt (24)

Lt
u = Lt

e + Lt
e,dis − Lt

pv (25)

In the equations, Lt
u, Lt

e,dis, Lt
eh, Lt

l,s, Lt
w,h and Lt

pv represent the net electrical load after
adjusting the energy consumption load, the electrical energy obtained by the user side from
the ESO, the electrical energy consumed by the user side’s electric heating equipment for
heat production, the electrical energy sold by the user side to the external grid, the actual
heat load reduction on the user side, and the forecasted output of photovoltaic equipment,
respectively, within the t-th time slot. a and b represent the parameters of the quadratic
function characterizing the electricity utility function; pt

l,s represents the selling electricity
price to the external grid by the user side in the t-th time slot; and β represents the penalty
coefficient for reducing and interrupting the heat load.

The user-side electricity load can be divided into two parts: the rigid electricity load
with high reliability requirements and the interruptible flexible electricity load. In this
paper, the former is not adjusted, while the flexible electricity load is moved to periods
with lower electricity prices based on the price signals received by the user side, aiming
to reduce electricity costs. Meanwhile, the user-side heat load can be partially reduced to
lower electricity costs. The constraints for shifting and reducing the load on the user side
should be satisfied as follows:

Lt
u = Lt

e,g + Lt
e,s + Lt

eh (26)

Lt
u,h = Lt

v,h − Lt
w,h (27)

Lt
e,s,min ≤ Lt

e,s ≤ Lt
e,s,max (28)

0 ≤ Lt
w,h ≤ Lt

w,h,max (29)

T

∑
t

Lt
e,sΔt = 0 (30)

In the equations, Lt
e,g, Lt

e,s represent the rigid electricity load and the flexible electricity
load; Lt

v,h represents the heat load before adjustment; and Lt
e,s,min/Lt

e,s,max and Lt
w,h,max

represent the minimum/maximum values for shifting the flexible electricity load and the
maximum reduction amount for the heat load.

The electric heating equipment on the user side in this paper can meet all forms of the
user’s heat demand. The user can consider selecting the source of heat energy based on
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price signals to maximize the benefits for the user side. The constraints for the operation of
the electric heating equipment are as follows:

Lt
e,h = ηl

hLt
eh (31)

0 ≤ Lt
e,h ≤ Lt

e,h,max (32)

In the equations, Lt
e,h and Lt

e,h,max represent the heat generated by the electric heating
equipment and the upper limit of heat generation in the t-th time slot of the day; and ηl

h
represents the conversion efficiency of the user-side electric heating equipment.

For the methods of obtaining heat energy on the user side, the following options
are provided:

Lt
u,h =

{
ζhLt

w,h + (1− ζh)Lt
e,h (Lt

u,h ≤ Lt
w,h,max)

ζhLt
w,h,max + Lt

e,h (Lt
u,h > Lt

w,h,max)
(33)

ζh =

⎧⎪⎨⎪⎩
0 (

pt
e,s

ηl
h
≤ pt

h,s)

1 (
pt

e,s
ηl

h
> pt

h,s)
(34)

5. Decision-Making Model of Each Stakeholder

The multi-level leader–follower game model is solved using the adaptive differential
evolution algorithm with external archiving (JADE) combined with the Gurobi solver on
the MATLAB 2021a platform.

In the JADE algorithm, the crossover and scaling factors of the IEO are dynamically
maintained based on the historical performance of the objective function in each iteration.
The strategy is as follows: if the current individual performs better than its neighbors in the
previous generation, then the original crossover and scaling factors remain unchanged; if
the current individual performs worse in the previous generation, an exponential transfor-
mation is adopted to gradually adjust the values of the crossover and scaling factors. This
allows the better-performing individuals to pass on their factors to the offspring, increasing
the efficiency of the offspring search, thus finding the global optimum faster. This makes
the JADE algorithm suitable for solving high-dimensional nonlinear optimization problems
such as maximizing the total revenue of the IEO. The steps and flowchart of the game
solution are shown in Figure 3.

The specific implementation process of the multi-level leader–follower game is as follows:

(1) Initialize the parameters of the IEO, the ESO, and the user side, set the initial popula-
tion number in the JADE algorithm to 40, with mutation probability and crossover
probability of 10% and 80%; K = 0, Kmax = 120.

(2) The leader IEO will transmit the pricing strategies of the initial electricity and heat
prices generated to the followers, the ESO and the user.

(3) The ESO responds first, formulating the charging strategy to transmit to the IEO while
also determining the selling price to transmit to the user side.

(4) The user side accepts the selling price strategies from the IEO and ESO, optimizes its
energy consumption structure to maximize its benefits, formulates its energy purchase
strategy, and reports it to the IEO and ESO.

(5) Based on the genetic crossover selection and mutation, priority is given to ensuring the
highest overall system efficiency. Subsequently, the IEO ensures the maximization of
its own operational efficiency, guiding the ESO and the user in dynamic optimization,
updating the ESO’s charging strategy and the user side’s energy purchasing strategy.
Where Fk∗

IEO is the maximum value of the objective function of the IEO in the previous
iteration process.

(6) Repeat steps (3) to (5) until the selling price strategy of the IEO, the charging strategy
and selling price strategy of the ESO, and the energy purchasing strategy of the user
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side reach a game equilibrium solution or the maximum number of iterations is
reached, then output the optimization results.

Figure 3. Multi-level game solving process.

6. Case Study Analysis

The actual example described in this paper is a community model including the IEO
and ESO supplying energy to several residential buildings. It is assumed that a day can
be divided into T = 24 time periods, with each residence equipped with electric heating
equipment and solar power generation devices on the roof. The IEO side is equipped with
a micro gas turbine. The electricity and heat energy demand of the user side, as well as the
photovoltaic output within one cycle, are shown in Figure 4.
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Figure 4. Predicted curves of the electricity and heat loads on the user side, along with the photo-
voltaic output.

6.1. Analysis of the Economic Results of RIES Operation

Using the operational strategies described in this paper, after each party reaches a
game equilibrium, the electricity selling price curves of the IEO and ESO are as shown in
Figure 5a, where the overall trends of the IEO’s and ESO’s electricity selling prices follow
the same fluctuations as the grid’s electricity selling prices.

  
(a) Optimized electricity sales price by IEO and ESO. (b) Optimized heat sales price by IEO. 

Figure 5. Optimization results of the selling prices by IEO and ESO.

During the off-peak hours of the grid’s time-of-use electricity prices from 0:00~6:00
and 22:00~24:00, the ESO’s selling price is generally higher than the IEO’s, averaging
9.5% higher. This is because the ESO cannot perform charging and discharging activities
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simultaneously, so it should choose to charge during the periods when the IEO’s electricity
selling prices are relatively low throughout the entire cycle. At these times, setting a high
selling price by the ESO can encourage the user to purchase electricity from the IEO. On
the other hand, this is also due to the efficiency losses during charging and discharging,
making the IEO’s selling cost higher than the ESO’s. During the peak hours of the grid’s
time-of-use electricity prices from 9:00~14:00 and 17:00~22:00, the ESO’s selling price is
generally 19.1% lower compared to the IEO’s, making the user more inclined to obtain
electricity from the ESO. During the normal hours of the grid’s time-of-use electricity prices
from 6:00~9:00 and 14:00~17:00, the ESO’s selling price is generally 9.2% higher than IEO’s,
at which times the user is more inclined to obtain electricity from the IEO.

From Figure 6, it can be observed that the SESS charges during 87.5% of the off-peak
periods of the electricity price (0:00~5:00 and 22:00~24:00) and discharges during 80% of the
peak periods (9:00~11:00, 12:00~14:00 and 17:00~22:00). The ESO follows the principle of
“charge low, discharge high”, but it does not charge to the full capacity during charging, nor
does it discharge in every peak period. This is because, in the game process, this charging
and discharging mode effectively reduces the decrease in the IEO’s profits caused by the
addition of the ESO, and it also reduces the user side’s electricity purchase costs during peak
price periods. During the flat-rate electricity price periods (6:00~9:00 and 14:00~17:00), the
capacity of the SESS remains unchanged. This ensures that the energy storage equipment
reduces the number of charge and discharge cycles, reduces the operating costs, and extends
its service life.

 
Figure 6. Variation in the SESS’s capacity.

Figure 7 shows the supply–demand balance of the user-side electricity load after the
game optimization. The flexible electricity load has been shifted from the continuous
high-price period of 9:00~18:00 to the two continuous periods of 0:00~9:00 and 18:00~24:00,
which has improved the user’s benefits while achieving the goal of “peak shaving and
valley filling”. However, the period 18:00~22:00, which receives the transferred flexible
electricity load, belongs to the high-price period. This is mainly due to three reasons. Firstly,
this method of electricity load transfer ensures that electricity loads with long continuous
operation times can also participate in the transfer, increasing the proportion of flexible
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electricity load in the total load and making the adjustment more flexible. Secondly, there
is a proportional limit to the flexible electricity load that can be absorbed in each unit time
period of the entire cycle. Finally, the micro gas turbine used by the IEO in this paper
operates according to a heat-to-electricity strategy, and the electricity generated by the
micro gas turbine can be thermally absorbed by the transferrable flexible electricity load.

 
Figure 7. Supply-demand balance of the electricity load.

The IEO’s thermal energy selling price curve is shown in Figure 5b, combined with
the supply–demand balance of the user’s thermal load after game optimization shown
in Figure 8. During the periods of low or relatively low electricity prices from 0:00~8:00
and 23:00~24:00, electric heating is used as the source of thermal energy supply, effectively
reducing the user’s heating costs. During the period of higher electricity prices from
9:00~22:00, the user tends to use the IEO as the source of thermal energy supply. During
some time periods, the thermal energy supply of the user side comes from both electric
heating and the IEO. This is because, on the one hand, thermal energy regulation has
inertia, and on the other hand, for example, the thermal load surges during the period of
19:00~22:00, thus a combined heating supply mode is adopted. The optimized user thermal
load is reduced throughout the entire cycle. Observing the IEO’s thermal selling price
curve, it can be seen that the selling price of thermal energy is lower during 0:00~9:00 and
22:00~24:00, which coincides with the use of the IEO as the source of thermal energy during
8:00~9:00 and 22:00~23:00. In other time periods, even if the selling price of thermal energy
is high, it still maintains a price advantage as electricity prices increase. Therefore, there
is not much fluctuation in prices, and the user also tends to use the IEO as the source of
thermal energy.
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Figure 8. Before and after optimization of the heat load.

6.2. Analysis of the Economic Results of RIES Operation

To illustrate the effectiveness of the multi-level game optimization scheduling pro-
posed in this paper in terms of economy and system stability, the following three scenarios
are set for comparative analysis:

• Scenario 1: The economic operation strategy proposed in this paper, where the IEO’s
electricity and heat selling prices, as well as the ESO’s electricity selling prices, are all
non-fixed values.

• Scenario 2: The IEO’s electricity and heat selling prices are non-fixed values, while the
ESO’s electricity selling prices are fixed.

• Scenario 3: The IEO’s electricity and heat selling prices are non-fixed values, with no
ESO participation in the system operation.

Table 1 reflects the returns of each subject and the overall returns of RIES under
different scenarios, Comparing the revenues of each entity in Scenario 1 and Scenario 3,
it can be observed that in Scenario 1 compared to Scenario 3, where the ESO did not
participate in the energy system operation, the user-side revenue increased by CNY 152.81,
a 2.8% increase. The ESO’s participation in the system operation resulted in an increase of
CNY 382.51 in revenue. The overall revenue of the RIES increased by CNY 486.63, a 7.8%
increase. It is evident that the ESO’s participation in the RIES’s operation reduces the load
fluctuation of the RIES, improves the overall economic efficiency, and enhances the overall
performance of the energy system. However, the IEO’s revenue decreased by CNY 48.69,
a 7.2% reduction. This decrease is attributed to the competitive relationship between the
IEO and the ESO in supplying energy to the user side. After optimization, the total energy
consumption on the user side remains constant, leading to a decrease in the IEO’s revenue.

Table 1. Revenues of various entities and overall revenues in different scenarios.

Scenario

Revenue (CNY)
IEO ESO User RIES

1 628.01 382.51 5705.11 6715.63
2 543.54 207.85 5874.52 6625.91
3 676.70 0.00 5552.30 6229.00
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To verify the impact of the ESO’s electricity price strategy on the economic efficiency
of the system after the ESO participates in the energy system operation, a comparison
of the revenues of each entity in Scenario 1 and Scenario 2 was conducted. Relative to
Scenario 2, in Scenario 1, the IEO’s revenue increased by CNY 84.47, a 15.5% increase; the
ESO’s revenue increased by CNY 174.66, an 84.03% increase; the user revenue decreased by
CNY 169.41, a 2.9% reduction; and the overall system revenue increased by CNY 89.72, a
1.4% increase. It is evident that the non-fixed electricity price strategy of the ESO led to an
overall increase in revenue. At the same time, the ESO’s revenue increased significantly,
enhancing the enthusiasm for the ESO’s participation in the investment.

The graph in Figure 9 shows the capacity variation of the ESO’s energy storage system
in Scenarios 1 and 2 during different time periods within one cycle. It can be seen that
the charging and discharging periods of the ESO are almost the same in both scenarios.
However, in Scenario 2, where the ESO’s selling price is fixed, the ESO cannot adjust
its price appropriately during peak periods of the IEO’s electricity price and the user’s
energy demand to increase its revenue, thus not fully utilizing the flexibility of the ESO.
Additionally, due to the lower ESO electricity price in this scenario, the user is more inclined
to choose the ESO as their energy source, leading to higher user-side profits in Scenario 2
compared to Scenario 1, but further reducing the ESO’s benefits.

 
Figure 9. Comparison of the SESS capacity changes between Scenarios 1 and 2.

The graph in Figure 10 shows the user-side electricity load curve for the entire cycle
under the three scenarios. It can be seen that in all three scenarios, compared to the original
scenario, the electricity load achieves the goal of “peak shaving and valley filling”, resulting
in a smoother load curve. With the participation of the ESO in the energy system operation,
the entire load curve becomes smoother, reducing the peak and valley loads and improving
the overall system stability. However, compared to Scenario 1, in Scenario 2, the ESO’s
selling price is generally lower during the 9:00~16:00 period, leading the user side to
prefer electric heating to meet the heating demand, resulting in a higher electricity load in
Scenario 2 compared to Scenario 1.
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Figure 10. Comparison of the user-side electrical load curves in the three scenarios.

7. Conclusions

(1) Existing studies mostly utilize the leader–follower mode of master–slave game
models, where each entity in the model can only choose to be a leader or a follower.
This paper considers the dual role of the ESO as a buyer/seller of energy, constructing a
multi-level game model that fully exploits the tripartite flexibility of source–load–storage,
achieving multi-entity and multi-level coordinated optimization scheduling.

(2) With the development of shared energy storage services and the increasing variety
of user-side energy-consuming devices, this paper considers the coupling of the IEO-side
electricity and heat, as well as the participation of the user-side electric heating devices. It
also takes into account the competitive relationship between the IEO and ESO in energy
supply, making the constructed model more comprehensive and better suited to the actual
operational scenarios of energy systems.

(3) Compared to centralized algorithms, the method of using the heuristic JADE
algorithm combined with the Gurobi solver for model solving achieves the distributed
solving of the model, better safeguarding the data privacy of the IEO, the ESO, and the user.

(4) The comparison of three scenarios validates that the energy system economic
operation strategy proposed in this paper, based on multi-level games with shared energy
storage, can maximize the overall benefits of the system, achieving mutually beneficial
cooperation between the IEO, the ESO, and the user.

The optimization operating strategy for the RIES presented in this paper is designed
based on a scenario where all the stakeholders provide complete information. However, in
actual trading markets, it cannot be guaranteed that all the parties involved in the game are
absolutely rational, and the phenomenon of incomplete information is inevitable, leading
to unreliable operating strategies. Therefore, how to achieve the optimal resource allocation
strategy in scenarios of incomplete information merits attention.
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Abstract: To combat global environmental deterioration and energy scarcities, it is crucial to imple-
ment energy-saving upgrades for urban road lighting. Comparatively, LEDs have emerged as an
advanced and eco-friendly lighting option due to their low energy consumption, excellent perfor-
mance, high color rendering index, and prolonged lifespan. By incorporating solar cell technology, a
smart LED street light controller based on small-scale integrated circuits was developed to enable
intelligent control for various lighting needs such as dimming, timing, automatic detection, and
sound and light control. Through circuit simulations and experimental outcomes, it has been vali-
dated that the controller’s structure and performance parameters align with the design specifications.
This design encompasses knowledge from diverse fields, including fundamentals of circuit and
electronic technology, photovoltaic cell technology, power electronics, and sensor technology, show-
casing robust engineering and practicality. Its utilization in the experimental course for second-year
college students majoring in electrical engineering contributes to the grooming of professionals and
expands the perspectives of future talents, enriching their application of knowledge and practical
innovation capabilities.

Keywords: controller of LED light; DC-DC converter; photovoltaic cell; switch power supply

1. Introduction

To reduce greenhouse gas emissions and address global energy shortages, the ap-
plication and development of renewable energy technologies have received widespread
attention. In the process of new energy conversion, power electronics technology pro-
vides reliable technical support and has become an important component, and related
technological research continues to make new progress. Elrefaey et al. introduced an
enhanced topology for a DC–DC converter suitable for PV applications, with the ability to
be powered by multiple DC sources and to output to multiple channels [1]. Kulasekaran
and Dasarathan focused on integrating rooftop solar with the DC microgrid and proposed
a high-gain DC–DC converter for photovoltaic systems (HGBC-PVS) to connect to a higher-
voltage network [2]. A smart controller designed by A. Derrouazin based on fuzzy control
was developed to oversee a sustainable hybrid power system, aiming to sustain a typical
residential environment [3]. Bodele and Kulkarni employed the bidirectional modular
PV battery system (BMPBS), which utilizes non-isolated buck and boost converter combi-
nations, to mitigate module mismatch losses due to factors such as partial shading (PS),
dissimilar aging effects, different power ratings, etc. [4].

The advancement and implementation of new energy technologies have resulted in a
growing need for engineering and technical expertise in relevant industries. Within this
context, creating design projects centered on power electronics technology and new energy
technology holds practical significance and promotional value for enhancing the knowledge
and skills of second-year college students majoring in electrical engineering. The LED street
light controller based on small-scale integrated circuits integrates fundamentals of circuit
and electronic technology, photovoltaic cell technology, sensing technology, and switch
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power supply technology. The design’s tasks and objectives encompass the following three
components. The design of an energy-efficient street light intelligent controller utilizes
simulator devices.

1.1. Power Module

Utilizing a lithium-ion battery, model 18650, with main parameters of 4800 mWh and
3.7 V, as the power source, the controller circuit is supplied with ±5 V DC power. When
the ambient light conditions are met, the lithium battery is charged using a solar panel,
selected with parameters of 5 V and 200 mA in this design.

1.2. Controller

When light is detected, the LED street light is turned off. When no light is detected, the
LED street light is illuminated with low brightness, and the intensity of the low-brightness
illumination can be adjusted. When someone approaches, a sound signal is detected, or
a manual switch is triggered, the LED street light will illuminate at high brightness for a
certain period of time, and the duration of high-brightness illumination can be adjusted.

1.3. LED Driver

The street light utilizes LED light source and requires a corresponding LED constant
current driving circuit.

The remainder of the paper is organized as follows. Section 2 will introduce the whole
implement of the controller. Section 3 will describe a simulation based on OrCAD used to
verify the whole implement. Section 4 will provide an implementation of the intelligent
controller and verify availability.

2. Design of Intelligent Controller

The intelligent controller’s structural diagram is depicted in Figure 1. It primarily
encompasses (1) the DC power supply unit, which furnishes DC power for detection and
control circuits via DC-DC conversion. This unit comprises three modules: a boost circuit,
a negative voltage generation circuit, and a battery-charging circuit [5]. (2) The sensor
detection unit comprises four modules: the light detection circuit, human infrared detection
circuit, sound detection circuit, and manual switch circuit, which yield multiple logic levels.
(3) The logic control unit transforms these multiple logic levels into control signals to
regulate the operation, shutdown, and brightness of LED street lights. The brightness of the
LED light is adjusted by the PWM modulation circuit, and the duration of high-brightness
lighting is determined by the timing circuit. (4) The LED driver unit accepts the control
signals and drives the LED street lights to operate with a constant current.

 

Figure 1. Structure of intelligent controller.

The organizational structure of the main circuit and the design of parameters are
outlined as follows.
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2.1. Passive Infra-Red Sensing Signal Processing Circuit

The passive infra-red (PIR) sensor, specifically the KB-500B model (Shenzhen Haiwang
Sensor Co., Ltd., Shenzhen, China) chosen for this design, integrates an N-channel junction
field-effect transistor in its configuration, connected using a common drain setup for
impedance transformation. This converts the charge output from the pyroelectric detection
element into a voltage output. Since the infrared center wavelength of human radiation
falls within the 9–10 μm range, the detection element’s wavelength sensitivity spans
from 0.2 to 20 μm. Typically, a window with a filter lens is positioned atop the sensor,
allowing the passage of light within the 7 to 10 μm wavelength range. This facilitates the
creation of an infrared sensor tailored for human radiation detection. To enhance detector
sensitivity and expand the detection range, a Fresnel lens is commonly installed in front
of the detector. This lens, composed of transparent plastic with equidistant tooth patterns
engraved on one side, limits the incident light’s peak wavelength to approximately 10 μm.
Alongside an amplification circuit, it can amplify the detection signal by over 70 dB and
detect human body movement within a 20 m range [6]. Furthermore, sensor sensitivity is
influenced by the direction of human movement. Radial movement has low sensitivity,
while transverse movement (i.e., perpendicular to the radius) is highly sensitive. Therefore,
strategic installation positions must be selected to achieve optimal detection sensitivity.

The sensing signal is directed to a dedicated integrated circuit, with the BISS0001 [7]
selected for processing in this design. The BISS0001 comprises an operational amplifier,
voltage comparator, state controller, delay time timer, blocking time timer, and reference
voltage source, primarily utilized for signal amplification, control, and timing functions.
As the sensor’s detection element encounters varying infrared radiation, it undergoes
impedance conversion and transmits the voltage signal to the integrated circuit’s input
terminal. Subsequently, it undergoes multi-stage amplification and bidirectional amplitude
discrimination to identify the effective triggering signal. This then triggers a delay time
timer to produce high-level pulses of a specific duration (Tx). Subsequently, the blocking
time timer is initiated to obstruct the input end for a defined period (Ti) to suppress various
interferences arising during the load switching process. Consequently, the detection of
human infrared radiation is converted into a high-level pulse signal output.

The schematic diagram of the infrared pyroelectric sensing signal processing circuit is
shown in Figure 2. The main parameters include the following.

Figure 2. PIR sensing signal processing circuit.

The first stage of voltage magnification is:

.
Av1 = 1 +

R3

R2
= 43.6

The second stage of voltage magnification is:

.
Av2 = − R4

RP1
> −100
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The total magnification can achieve 73 dB by adjusting potentiometer RP1.
The delay time of the output high level is:

Tx = 4.9× 105R8C7 = 230 ms

The input hold-off time is:

Ti = 24R7C8 = 1.1 ms

2.2. Sound Detection and Processing Circuit

The schematic diagram depicts the operation of the sound detection and processing
circuit, as shown in Figure 3. The circuit first captures the sound signal through an
electret microphone and converts it into an electrical signal. This signal is then amplified
through a two-stage amplification circuit to produce a voltage signal corresponding to the
sound signal.

Figure 3. Sound detection and processing circuit.

The design incorporates an NPN transistor (model 9013 [8]), which switches between
the on/off states. Initially, it is in the cutoff region, generating a high-level output from
the collector. As the microphone’s sound signal is converted into a weak electrical signal,
it undergoes initial amplification through a common source amplifier circuit composed
of N-channel field-effect transistors (model 2SK117 [9]). The signal then passes through a
common emitter amplifier circuit, causing the transistors to enter the saturation zone and
resulting in the collector outputting a low level.

The designed parameters provide flexibility. According to the parameter calculation
in the diagram, when the microphone’s output signal amplitude is 10 mV, the transistor
enters the saturation zone, leading to a low-level output from the collector. During actual
debugging, the potentiometer RP2 can be adjusted to set the transistor’s initial state to
“cut-off”, ensuring that the collector initially outputs a high level.

2.3. Light Detection and Processing Circuit

The diagram depicted in Figure 4 illustrates the light detection and processing circuit.
The main circuit consists of an in-phase voltage comparator made up of an integrated
operational amplifier (specifically, model LM358 [10] was chosen for this design). When
light is present, the resistance of the photoresistor (model 5537 was used in this design)
decreases, with a bright resistance of about 18–50 kΩ. This results in the input voltage
of the operational amplifier dropping below the reference voltage, leading to negative
saturation of the operational amplifier output. In the absence of light, the resistance value
of the photoresistor increases, with a dark resistance of about 2 MΩ, causing the input
voltage of the operational amplifier to surpass the reference voltage and resulting in positive
saturation of the operational amplifier output. The sensitivity of the circuit to light intensity
can be adjusted by manipulating potentiometer RP3.
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Figure 4. Light detection and processing circuit.

2.4. PWM Generation Circuit

The circuit of PWM generation is shown in Figure 5. The circuit is composed of
a triangular wave generator and comparator module. The triangular wave generator
adopts an integral circuit structure of constant current charging and discharging to generate
triangular waves with excellent linearity. The period of the triangular wave can be obtained
through the following equation.

T = 4R26C21
R25

R24
= 96.8 μs

Figure 5. PWM generation circuit.

And the frequency is given by:

f =
1
T

= 10.3 kHz

The amplitude of the triangular wave is:

Vom =
R25

R24
VZ = 3.06 V

The duty of output PWM is:

D =
Vr

Vom

where Vr is the reference level of the same phase input terminal of the comparator. Adjusting
the potentiometer RP4 can change the size of this value. In this scheme, the integrated
operational amplifier uses TL972 [11] and the voltage comparator uses LM311 [12].
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2.5. Timing Circuit

The timing circuit is utilized to produce intense illumination for a set period, em-
ploying the standard monostable circuit configuration of 555 [13] integrated circuits. The
circuit diagram is depicted in Figure 6. The input terminal experiences a falling edge and is
non-retriggerable.

 
Figure 6. Timing circuit.

The delay time is given by the following equation:

tw = R21C17 ln
VDD − 0

VDD − 2
3 VDD

= R21C17 ln 3 = 3.6 s

2.6. Logic Circuit

The logical circuit is the kernel of implementing intelligent control, which converts the
logic level output by the multi-channel detection circuits into the control signal of the LED
driver. The logical relationship is shown in Table 1.

Table 1. Port output status description.

Port Label Port Source Description

J3 Sound detection circuit If not sounds, output H level; otherwise, output L level
J4 PIR sensing circuit If no one detected, output L level; otherwise, H level
J9 Manual switch An H level is output when manual is switched, or keep L level
J8 Light detection circuit If no light, output H level, or output L level
J10 PWM generation circuit Brightness control by duty cycle
J6 LED driver circuit If O555 = 1, J6 obtains H level; otherwise, J6 obtains L level

Logical expressions are designed according to the following requirements:

In555 = J3 + J4 + J9

J6 = O555 J10 ·J8

The circuit schematic diagram of this scheme using logic gate circuits 74LS00 [14],
74LS08 [15], and 74LS32 [16] is shown in Figure 7.

311



Energies 2024, 17, 1838

 
Figure 7. Implementation of intelligent logic based on 74 Series IC.

2.7. LED Driver Circuit

The schematic diagram of the LED driver circuit is shown in Figure 8, mainly com-
posed of a TPS61165 boost converter [17]. By changing the input voltage of the VIN pin
and the control signal of the CTRL pin, LED on/off and brightness control can be achieved.

Figure 8. LED driver circuit.

This design load comprises a series connection of four white 1 W high-luminance
(80–90 lm) LEDs, with a maximum operating current of 350 mA and a voltage of 3.0–3.4 V
per LED. When the CTRL pin is held high, the reference voltage from the FB pin is 200 mV,
with a 2% accuracy. The minimum value of sampling resistance is:

R38 =
VFB

ILED
=

0.2
0.35

= 0.57 Ω

The driving circuit operates at a fixed switching frequency of 1.2 MHz, with a switching
current limit of 1.2 A. According to

ΔiL = 20% · Iomax = 70 mA, VIN = 5 V, VOUT = 12 V, D = 0.58

the minimum inductor is L3 = 17.3 μH. This design case selects an inductance value of
22 μH. Appropriately increasing the R38 resistance value can decrease the output current
and reduce LED brightness.

2.8. Battery Charging Circuit

The schematic diagram of the charging circuit is shown in Figure 9. This design
uses a BQ21040 integrated charger [18] to charge lithium-ion batteries using solar panels.
According to the typical parameter KISET in the BQ21040 data manual KISET = 540AΩ,
taking RISET = R33 = 2 kΩ, the output fast charge current can be obtained as:

Iout =
KISET

R33
= 0.27 A
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Figure 9. Battery charging circuit.

Reducing the RISET resistance value can increase the charging current, but cannot
exceed the maximum continuous charging current range of lithium batteries.

2.9. Boost Circuit

The boost circuit’s schematic diagram is depicted in Figure 10. This design employs
the LM2735 integrated circuit [19] to elevate the DC voltage from the 3.7–4.2 V output of
lithium batteries to 5 V, and accomplishes voltage stabilization. Utilizing a boost topology
based on dedicated integrated circuits enables boost conversion to be achieved under
voltage closed-loop feedback control.

 
Figure 10. Boost circuit.

According to the reference voltage VREF = 1.255 V provided in the LM2735 data
manual, the sampling voltage divider resistor can be designed using the following equation.

R36

R37
=

VOUT

VREF
− 1 =

5
1.225

− 1 ≈ 3

Take R36 = 30 kΩ, R37 = 10 kΩ, at which point the duty cycle of the boost circuit
is 0.26. Based on the LM2735 data manual, the output inductance is selected as 22 μH in
order to keep the boost circuit operating in CCM mode.

2.10. Negative Voltage Generation Circuit

The diagram in Figure 11 illustrates the schematic of the negative voltage generation
circuit. This design utilizes the TPS60401 integrated charge pump voltage converter [20]
to accomplish polarity reversal from +5 V to −5 V. Following the passage through series
inductors and parallel capacitors, a stable −5 V DC voltage is produced. According to the
typical parameters outlined in the TPS60401 data manual, the capacitance C36 is chosen as
10 μF. The fixed switching frequency is 20 kHz, and the inductance L2 is selected as 22 μH.
The capacitance C38 is also chosen as 22 μF.
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Figure 11. Negative voltage generation circuit.

3. Simulation Based on OrCAD

3.1. PIR Sensing Signal Processing Circuit

The parameters for the PIR sensing circuit model using LM358 and 555 are to be
constructed, and both quiescent point and transient analysis are to be completed. The
simulation results are displayed in Figure 12a,b. Based on the simulation results, the PIR
sensor triggers the monostable trigger inside the chip when it receives a sine signal with
an offset.

  
(a) (b) 

Figure 12. (a) Quiescent point analysis of PIR sensing signal processing circuit; (b) transient analysis
of PIR sensing signal processing circuit.

3.2. Sound Detection and Processing Circuit

To create a sound detection and processing circuit based on the provided design
schematic, completing both quiescent point and transient analysis is necessary. The simula-
tion results are illustrated in Figure 13a,b. According to the transient analysis, when the
circuit receives a 10 mV, 1 kHz sine signal, the output remains in a saturated state, aligning
with the design principle.

  
(a) (b) 

Figure 13. (a) Quiescent point analysis of sound detection and processing circuit; (b) transient analysis
of sound detection and processing circuit.
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3.3. Light Detection and Processing Circuit

To construct a light detection and processing circuit based on the design schematic, we
replaced the photosensitive resistor with an adjustable resistor and completed the quiescent
point analysis. The simulation results are shown in Figure 14. The analysis indicated that
the circuit produces low and high output levels when the adjustable resistance values are
50 kΩ (representing illuminated) and 500 kΩ (representing non-illuminated), respectively,
aligning with the design principle.

 
Figure 14. Quiescent point analysis of light detection and processing circuit.

3.4. PWM Generation Circuit

To construct a PWM generation circuit based on the design schematic, we completed
quiescent point analysis and transient analysis, and the simulation results are shown in
Figure 15a,b. The transient analysis revealed that the triangular wave generation circuit
produces positive and negative alternating triangular waves, subsequently generating a
square wave with an adjustable duty cycle amplitude of 5 V through the LM311 comparator.

  
(a) (b) 

Figure 15. (a) Quiescent point analysis of PWM generation circuit; (b) transient analysis of PWM
generation circuit.

3.5. Timing Circuit

To construct a timing circuit based on the design schematic, we completed quiescent
point analysis and transient analysis, and the simulation results are shown in Figure 16a,b.
The transient analysis results indicate that the falling edge of the input signal triggers the
timing circuit. The capacitor begins to charge, and the circuit outputs a high level with a
pulse width of approximately 3.3 s. When the voltage of the capacitor reaches 3.3 V, the
capacitor begins to discharge, and the circuit outputs a low level, which is consistent with
the design principle.
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(a) (b) 

Figure 16. (a) Quiescent point analysis of timing circuit; (b) transient analysis of timing circuit.

3.6. Logic Circuit

The logic circuit, as per the design schematic, utilizes the Intel MAX 10 series FPGA
(model 10M50DAF484C7G [21]). The triangular wave generator, Triangle: u2, and the ADC
[7:0], as a comparator input, are employed to produce PWM waves. The simulation was
conducted using ModelSim (Quartus-lite-17.1.0.590-windows), and the results are depicted
in Figure 17.

Figure 17. ModelSim simulation based on Intel MAX 10 Series FPGA.

The simulation results revealed that when the light detection circuit produces a low
level, the J6 output remains at a low level. When the light detection circuit outputs a high
level, but the timing circuit is not triggered, J6 outputs a PWM wave, and the duty cycle
can be adjusted by the ADC output, indicating adjustable brightness of the LED at low
intensity. When the light detection circuit outputs a high level and triggers the timing
circuit, J6 produces a high level for a specific duration determined by the timing circuit,
indicating the LED’s operation at high brightness for a certain period.

4. Implementation of Controller Circuit

We implemented a controller testing platform as shown in Figure 18, and based on
this platform, we completed the functional and characteristic testing of the following
main modules.
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Figure 18. Testing platform of intelligent controller.

4.1. LED Driver Circuit

When the LED illuminated and the intensity was high, oscilloscope channel 1 was
connected to the SW pin of the TPS61165 driver chip, and the waveform was observed as
depicted in Figure 19. Based on the waveform measurement, the operational frequency of
the driving circuit was 1.22 MHz, and the average output voltage was 11.32 V, which is
largely consistent with the intended value. During practical measurement, the sampling
resistance can be set to 2 Ω, resulting in an output current of approximately 100 mA, aiming
to reduce LED brightness and output power for ease of debugging.

 

Figure 19. SW pin of LED driver circuit.

4.2. Timing Circuit

Masking the photoresistor to replicate a light-free environment causes the LED to
function in a state of low-brightness illumination. The manual switch is activated, triggering
the timing circuit. The process of the LED transitioning from low to high brightness, then
returning to low brightness, can then be observed. The oscilloscope’s channel 1 is connected
to the SW pin of the driver chip TPS61165, and the waveform is depicted in Figure 20.

Based on waveform measurements, the average output voltage of the LED under
low-brightness illumination is approximately 9.03 V, while under high-brightness illumi-
nation, the average output voltage is around 11.25 V. The duration of maintaining this
value is approximately 4.05 s, with a theoretical calculation of 3.6 s, indicating an error of
approximately 12%. This is primarily influenced by the precision of the selected electrolytic
capacitor and resistor, which is within an acceptable range.

4.3. Sound Detection and Processing Circuit

The microphone is lightly tapped to activate the sound detection circuit, causing
the LED lighting brightness to transition from low to high. The output of the sound
detection circuit is used as the trigger source for the oscilloscope, employing a single trigger
capture. A digital logic probe is utilized to observe the output waveforms of each circuit,
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as illustrated in Figure 21. In the figure, probes D0~D5, respectively, indicate the output
signals of light detection, sound detection, infrared sensing, manual control, and PWM
circuit, as well as the logical status of LED drive control signals.

 

Figure 20. SW pin after starting the timing circuit.

 

Figure 21. LED control triggered by sound detection circuit.

Upon waveform observation, it is evident that when the output of the sound detection
circuit shifts from a high level (silent) to a low level (audible), the LED drive control signal
switches from PWM mode to high-level output mode, indicating the brightness of the LED
lighting transitioning from weak to strong. As the sound is received by the microphone in
wave form, it can be observed from the graph that the D1 waveform generates multiple
pulses within the 25 ms range.

4.4. PIR Sensing Signal Processing Circuit

The oscilloscope logic channel connection method in Section 4.3 is maintained. Moving
the human body to effectively trigger the infrared sensing circuit, using the output of the
infrared sensing circuit as the oscilloscope trigger source, and capturing the waveform
with a single trigger as shown in Figure 22 should be performed. Upon waveform obser-
vation, it is evident that when the PIR sensing circuit is triggered, a high-level pulse is
generated and maintained for a period of time before returning to the low level. Using
the oscilloscope cursor measurement, it can be seen that the duration of the high level is
approximately 227 ms, which is consistent with the design value of 230 ms. The use of the
dedicated integrated circuit BISS0001 allows for clear visibility of rising and falling edges
without jitter.

4.5. Manual Switch Circuit

The connection method for the logic channel of the oscilloscope is maintained as
described in Section 4.3. The LED lighting brightness change is triggered manually using
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a switch. The switch output is used as the trigger source for the oscilloscope, and the
waveform is depicted in Figure 23.

 

Figure 22. LED control triggered by PIR detection circuit.

 

Figure 23. LED control triggered by manual switch.

Upon waveform observation, it is evident that when the switch is closed and opened,
there will be short-term rapid fluctuations. When the first jitter occurs, the LED driver con-
trol signal is triggered to switch from PWM mode to high-level output mode, representing
the brightness of the LED lighting transitioning from low to high. According to the cursor
measurement results, the switch action lasted for approximately 325 ms.

4.6. Light Detection and Processing Circuit

The methodology for maintaining the connection of the oscilloscope logic channel
in Section 4.3 and linking the oscilloscope analog channel CH1 to the SW pin of the LED
driver chip TPS61165 should be upheld. The lighting simulation involves using a flashlight
and using the output of the light control circuit as the trigger source for the oscilloscope,
capturing the waveform with a single trigger, as illustrated in Figure 24. Upon observation
of the waveform, it is evident that the transition of the lighting detection circuit output
from a high level (representing no illumination) to a low level (representing illumination)
causes the LED driver control signal to shift from PWM mode to low-level output mode,
indicating the change in the LED light’s operational state from low-brightness illumination
to off. The output waveform of the oscilloscope analog channel demonstrates a gradual
decrease in the output voltage of the driving circuit to 5 V as the output of the optical
control circuit changes. As per the cursor measurement, the output voltage drop process in
the figure takes approximately 10 ms.
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Figure 24. LED control triggered by light detection circuit.

The simulation and actual measurement results of the primary unit circuits affirm
that the intelligent controller’s circuit functions and main performance indicators fulfill the
design requirements. It can intelligently regulate the operational status of LED street light
through light intensity, human infrared, sound, and manual switches, thereby achieving
energy-saving effects.

5. Conclusions

This paper presents an intelligent controller of LED street light, leveraging simulator
devices to enable intelligent perception, dimming, and control of LED street light across
multiple channels. The design encompasses fundamental circuit principles, digital and
analog electronic technology, as well as core professional courses like power electronic tech-
nology and sensor technology. The training focuses on theoretical design, EDA simulation,
and experimental debugging. It also integrates the design and implementation of basic unit
circuits such as digital logic circuits, BJT and MOS transistor circuits, operational amplifiers,
and comparator circuits. Furthermore, it includes targeted expansion in typical applications
of 555 chips and DC-DC power supply chips, with a focus on practical teaching value.
By substituting and combining local unit circuits, advanced designs for this controller
can be developed. For example, using FPGA technology to achieve PWM generation and
control is expected to improve controller performance and development efficiency. Due to
the focus of this solution on the circuit implementation of analog devices and the lack of
in-depth research on FPGA applications, this will be the main research area of the team in
the next stage.
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Abstract: In the context of “dual carbon”, restrictions on carbon emissions have attracted widespread
attention from researchers. In order to solve the issue of the insufficient exploration of the synergistic
emission reduction effects of various low-carbon policies and technologies applied to multiple micro-
grids, we propose a multi-microgrid electricity cooperation optimization scheduling strategy based
on stepped carbon trading, a hydrogen-doped natural gas system and P2G–CCS coupled operation.
Firstly, a multi-energy microgrid model is developed, coupled with hydrogen-doped natural gas
system and P2G–CCS, and then carbon trading and a carbon emission restriction mechanism are
introduced. Based on this, a model for multi-microgrid electricity cooperation is established. Secondly,
design optimization strategies for solving the model are divided into the day-ahead stage and the
intraday stage. In the day-ahead stage, an improved alternating direction multiplier method is used
to distribute the model to minimize the cooperative costs of multiple microgrids. In the intraday
stage, based on the day-ahead scheduling results, an intraday scheduling model is established and
a rolling optimization strategy to adjust the output of microgrid equipment and energy purchases
is adopted, which reduces the impact of uncertainties in new energy output and load forecasting
and improves the economic and low-carbon operation of multiple microgrids. Setting up different
scenarios for experimental validation demonstrates the effectiveness of the introduced low-carbon
policies and technologies as well as the effectiveness of their synergistic interaction.

Keywords: multi-microgrids; low-carbon; collaborative optimization; hydrogen-doped natural gas;
P2G–CCS; carbon trading; carbon emission constraints

1. Introduction

Dual carbon goals have prompted existing research to focus on the low-carbon op-
timization of multi-microgrids. There are several ways to achieve this: either through
the implementation of low-carbon policies, such as carbon trading or carbon trading
markets [1–5], or by employing low-carbon technologies, such as the individual or com-
bined use of carbon capture technology, electrolytic hydrogen production technology, and
other low-carbon technologies [6–10]. These measures have effectively reduced the carbon
emissions of multi-microgrids and have enhanced their environmental friendliness.

Regarding low-carbon policies, Reference [11] established a model focusing on carbon
emissions. Based on the carbon trading mechanism, a cooperative model was proposed
to determine optimal power trading [12], and Reference [13] established a low-carbon
transaction mechanism based on the carbon trading mechanism and the Stackelberg game
theory, and Reference [14] developed a trading strategy between multiple entities in the
system using the double Stackelberg game framework, focusing on the uncertainty of the
carbon trading mechanism. Reference [15] established an integrated energy microgrid
(IEM) model focusing on carbon trading. On this basis, a multi-IEM collaborative operation
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model was constructed. Reference [16] established a multi-microgrid system with a com-
prehensive and flexible operation mode based on the carbon trading mechanism, and the
carbon trading mechanism was also introduced by Reference [17] to establish a low-carbon
optimization scheduling model of multi-microgrids. In Reference [18], carbon emission
and green certificate trading were introduced to establish a multi-microgrid cooperative
transaction model, focusing on the coupling of energy and carbon. A double-layer electric
heating and sharing model of multi-microgrids was constructed, and the carbon trading
mechanism was introduced by Reference [19]. Reference [20] proposed a local power-
and carbon-trading method for interconnecting multi-energy microgrids, introducing a
carbon trading mechanism, and Reference [21] established a multi-microgrids collaborative
operation model, in which the ladder carbon trading mechanism was considered.

Regarding low-carbon technology, Reference [22] established a coupling operation
framework for a combined heat and power generation and a power-togas and carbon
capture system, and integrated this with a carbon trading mechanism to reduce carbon
emissions. Reference [23] established a multi-agent cooperative operation model based on
Nash bargaining theory, adding carbon capture systems and power-to-gas devices to the
sub-model under the constraints of comprehensive demand response and carbon trading.
Reference [24] constructed a microgrid model integrating electricity-to-gas and carbon cap-
ture systems, and a multi-energy coordinated microgrid model and an optimal scheduling
scheme for a regional integrated energy system cluster (RIESG), which combined power-to-
gas and inter-park power assistance, was proposed by Reference [25]. In Reference [26],
a cooperative model of multi-microgrids was established, and a power-to-hydrogen device
was added to the model.

In conclusion, current research has demonstrated that low-carbon policies, represented
by carbon trading and low-carbon technologies as well as carbon capture systems, have
effectively reduced emissions in industry. It is evident that the combined applications of
various emission reduction policies and technologies will become a research focus in the
future for the power system research field. Therefore, the synergistic application of multiple
low-carbon policies and technologies, within the cooperative optimization scheduling of
multi-microgrids, holds significant research significance. It provides a feasible approach
for exploring the low-carbon operation of the power system.

This paper proposes a multi-microgrids electric energy cooperation optimization
scheduling strategy based on carbon trading and carbon emission constraints, includ-
ing P2G–CCS coupling and hydrogen-doped natural gas system. Firstly, it establishes a
multi-energy microgrid model incorporating hydrogen-doped natural gas and a P2G–CCS
coupling system, and it introduces a tiered carbon trading and carbon emission constraint
mechanism. Based on this, a model for multi-microgrid electric energy cooperation is estab-
lished. Secondly, the optimization strategy for solving the model is designed with the two
following stages: the day-ahead and intraday stages. In the day-ahead stage, an alternating
direction multiplier method is used for the distributed solving of the model, thereby
minimizing the cooperative cost of multi-microgrids; in the intraday stage, an intraday
scheduling model is established, based on the day-ahead scheduling results. A rolling
optimization strategy is adopted to adjust the output of the microgrid devices and the
amount of energy purchases, reducing the impact of uncertainty in the renewable energy
and load forecasting and improving the economic and low-carbon operation of multiple
microgrids. Finally, different scenarios are set, to demonstrate the proposed method’s
in-depth analysis of the cost and carbon emissions impact on multiple microgrids under
the coordination of low-carbon policies and technologies.

2. Multi-Microgrids Model

Figure 1 is the model of the multi-microgrids.
As shown in Figure 1, a multi-microgrid (MMG) is a highly intelligent and flexible

energy system composed of multiple microgrids. Each microgrid functions as a small-scale
energy system, and energy sharing among different subsystems within the multi-microgrids
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is achieved through the flow of electrical energy. This enables the efficient utilization and
flexible distribution of energy within the system. In addition to energy sharing among
subsystems, connections to the main power grid and gas networks provide backup energy
sources and flexibility for the multi-microgrid system.

Figure 1. Structure of multi-microgrids.

In order to analyze the microgrid energy flow, Figure 2 shows the multi-energy micro-
grid model incorporating P2G–CCS coupling and a hydrogen-doped natural gas system.

Figure 2. Multi-energy microgrid model construction diagram.

As shown in Figure 2, the model includes renewable energy generation, a combined
heat and power (CHP) unit, a gas boiler (GB), a two-stage power-to-gas (P2G) system
(the system includes a power-to-hydrogen (P2H) and a methanation unit), a heat pump
(HP), and a carbon capture system (CCS; this system includes carbon storage and liquid
storage), as well as electric energy storage (ES), heat storage (HS), and a hydrogen storage
system (HSS).

3. Modeling of Hydrogen-Doped Natural Gas and P2G–CCS Coupling

Figure 3 is the subsystem structure of P2G–CCS coupling and hydrogen-doped natural gas.
In Figure 3, the multi-microgrid system generates a certain amount of carbon dioxide

during its operation. There are various pathways and methods for handling these carbon
emissions. Some of them are directly emitted into the atmosphere through flue gas diver-
sion, while another portion is sent to the CCS facilities for treatment. However, as carbon
capture technology is not 100% efficient, a portion of the carbon dioxide treated by the CCS
facility is indirectly emitted into the atmosphere. Within the carbon capture and storage
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facility, a portion of the carbon dioxide is used as feedstock for methanation and sent to the
P2G facility. In this process, carbon dioxide reacts with hydrogen to form methane, thus
enabling the coupled operation of P2G and CCS. This coupled operation not only helps
reduce the carbon dioxide content in the atmosphere but also generates renewable natural
gas resources, enabling carbon recycling. Another portion of the carbon dioxide treated
by the carbon capture and carbon storage facility undergoes carbon sequestration. The
P2G process is refined into two stages: P2H and methane production. Firstly, there is the
electrolysis process for hydrogen production. In this stage, electrical energy is consumed
to generate hydrogen gas. A portion of the hydrogen is supplied to the CHP and the GB
units, while the remaining part undergoes methane production. In the methane production
process, methane is produced by the reaction of hydrogen with captured carbon dioxide,
which is then injected into the natural gas supply.

 

Figure 3. P2G–CCS coupling and hydrogen-doped natural gas subsystem structure.

3.1. Modeling of P2G–CCS Coupling

(1) Carbon Capture System model

In order to exploit the low-carbon potential, a CCS facility with a liquid storage unit
is employed. Pccssum

i,t consists of fixed energy consumption Pb
i,t and operational energy

consumption Pccs
i,t , and the expression is as follows:

Pccs
i,t = ecEccs

i,t (1)

Pccssum
i,t = Pb

i,t + Pccs
i,t (2)

0 ≤ Pccs
i,t ≤ Pccs

i,max (3)

Pccssum
i,min ≤ Pccssum

i,t ≤ Pccssum
i,max (4)

In Equations (1)–(4), Equation (1) calculates the energy conversion between the operat-
ing power consumed by the CCS and the mass of CO2 treated, Equation (2) calculates the
total power consumption of the CCS, and Equations (3) and (4) calculate the CCS operating
power and total power constraints, respectively. ec represents the unit energy consumption
coefficient for processing carbon dioxide, which is 0.269; Eccs

i,t denotes the amount of CO2
absorbed by the CCS unit in microgrid i at time t; Pccs

i,max denotes the maximum operating
power of the CCS unit in microgrid i; and Pccssum

i,t is the total power of CCS unit in microgrid
i at time t, and it ranges from its minimum value, Pccssum

i,min , to its maximum value, Pccssum
i,max .

The CCS unit employed in this paper introduces a flue gas bypass system and a liquid
storage unit. The specific expressions are as follows:{

Eccs
i,t = Esum

i,t − Eair
i,t

Eccs
i,t = 1

ηC
i
(EH2G

i,t + ESTO
i,t + Eca

i,t )
(5)
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Equation (5) calculates the mass of CO2 treated by the CCS. In Equation (5), Esum
i,t

is the total amount of carbon emissions from the units in microgrid i at time t, Eair
i,t is

the amount of CO2 emitted into the atmosphere by the units in microgrid i at time t, Eca
i,t

is the amount of CO2 provided by the liquid storage unit in microgrid i at time t, EH2G
i,t

represents the amount of CO2 utilized for methanation from the CCS in microgrid i at time
t, ESTO

i,t represents the amount of CO2 stored from the CCS in microgrid i at time t, and ηC
i

represents the efficiency of the CCS unit in microgrid i.
The constraint for the emissions into the atmosphere from the CCS unit is as follows:{

0 ≤ Eair
i,t ≤ Eair

i,max
Eair

i,max = σcEsum
i,t

(6)

In Equation (6), Eair
i,max is the maximum amount of carbon emissions released into the

atmosphere by the units in microgrid i at time t, and σc denotes the gas partition coefficient
for the CCS unit.

The liquid storage unit is an essential component of the CCS unit. Following the
method proposed, carbon dioxide in the liquid storage unit exists in the form of compounds
in amine solution. The expressions for the process are as follows [27]:

Vca
i,t =

Eca
i,t MMEAθi

MCO2 CRρR
(7)

Eca
i,min ≤ Eca

i,t ≤ Eca
i,max (8)

In Equations (7) and (8), Equation (7) is the conversion equation for the liquid storage
unit, Equation (8) is the constraint of the liquid storage unit, Vca

i,t denotes the volume of
CO2 provided by the liquid storage unit installed in microgrid i at time t, Eca

i,min and Eca
i,max

are the minimum and maximum volume of CO2 provided by the liquid storage unit in
microgrid i, MMEA is the molar mass of monoethanolamine, θi is the conversion coefficient
of the liquid storage unit in microgrid i, CR is the concentration of monoethanolamine
solution, ρR is the density of the monoethanolamine solution, and MCO2 is the molar mass
of CO2.

The constraint expression for the liquid storage unit is given in Equation (9), as follows:⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

VF
i,t = VF

i,t−1 −Vca
i,t

VP
i,t = VP

i,t−1 + Vca
i,t

0 ≤ VF
i,t ≤ VCR

i
0 ≤ VP

i,t ≤ VCR
i

VF
i,0 = VF

i,24
VP

i,0 = VP
i,24

(9)

In Equation (9), VF
i,t = VF

i,t−1 −Vca
i,t and VP

i,t = VP
i,t−1 + Vca

i,t are the expressions for the
change in volume of the liquid-rich and liquid-poor units, respectively; 0 ≤ VF

i,t ≤ VCR
i

and 0 ≤ VP
i,t ≤ VCR

i are the liquid-rich and liquid-poor unit constraints, respectively; and
VF

i,0 = VF
i,24 and VP

i,0 = VP
i,24 are expressed as no change in the liquid-rich and liquid-poor

unit reserves at the end of the dispatch cycle, respectively. VCR
i is the capacity of the liquid

storage unit in microgrid i; VF
i,t and VP

i,t are the reserves of the liquid storage units that
store rich and lean liquid in microgrid i, respectively; VF

i,0 and VP
i,0 are the initial reserves

of the liquid storage units storing liquid-rich and liquid-poor in microgrid i, respectively;
and VF

i,24 and VP
i,24 are the final reserves of the liquid storage units storing liquid-rich and

liquid-poor in microgrid i, respectively.
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(2) Two-stage Power-to-Gas model

This model, based on P2G, is subdivided into P2H and methanation steps. The model
expression is as follows: {

PEL,H2
i,t = ηEL

i PEL
i,t

PH2G, out
i,t = ηH2G

i PH2G, in
i,t

(10)

In Equation (10), PEL,H2
i,t = ηEL

i PEL
i,t is the expression for P2H and PH2G, out

i,t = ηH2G
i PH2G, in

i,t
is the expression for methanation. PEL

i,t represents the electric power consumed by electroly-

sis in microgrid i at time t. PEL,H2
i,t represents the hydrogen production power consumed

by electrolysis in microgrid i at time t. PH2G, out
i,t denotes the methane production power

of the methanation equipment in microgrid i at time t. PH2G, in
i,t denotes the hydrogen

consumption power of the methanation equipment in microgrid i at time t. ηEL
i and ηH2G

i
are the efficiencies of the P2H and methanation processes in microgrid i, respectively.

The constraints for the P2H process are as follows:{
PEL

i,min ≤ PEL
i,t ≤ PEL

i,max
PEL

i,d ≤ PEL
i,t − PEL

i,t−1 ≤ PEL
i,up

(11)

In Equation (11), PEL
i,min ≤ PEL

i,t ≤ PEL
i,max is the constraint on the P2H consumption of

electrical energy, and PEL
i,d ≤ PEL

i,t − PEL
i,t−1 ≤ PEL

i,up is the constraint on the P2H consumption

of the electrical energy climbing rate. PEL
i,max and PEL

i,min are the maximum and minimum
electric power consumption for electrolysis in the P2H process in microgrid i at time t,
respectively; PEL

i,up and PEL
i,d are the maximum and minimum climbing power in the P2H

process in microgrid i at time t, respectively.
The expression for the consumption of carbon dioxide by the P2G unit can be repre-

sented as follows [28]:

EH2G
i,t =

3600PH2G, out
i,t ρCO2

QCH4

(12){
EH2G,SUM

i,t = EH2G
i,t + ESTO

i,t
EH2G,SUM

i,t = ηC
i Eccs

i,t − Eca
i,t

(13)

The constraint for carbon storage is as follows:

0 ≤ ESTO
i,t ≤ ESTO

i,max (14)

In Equations (12) and (13), Equation (12) is the conversion equation for CO2 required
for the methanation process and Equation (13) calculates the total mass of CO2 consumed
by the P2G unit. ρCO2 is the density of carbon dioxide, ESTO

i,max is the maximum amount of

carbon sequestration in microgrid i, and EH2G,SUM
i,t is the amount of CO2 consumed by the

P2G unit in microgrid i at time t.
As the volume of carbon dioxide consumed during the methanation process is consis-

tent with the volume of methane generated, determining the required mass of carbon diox-
ide becomes a crucial step. This mass can be calculated using Equation (12). Equation (13)
indicates that all the carbon dioxide required for methanation in the P2G unit comes from
the CCS, thereby achieving the coupling of P2G–CCS and enhancing the economic and
low-carbon operation of the unit.

3.2. Modeling of Hydrogen Blending in Combined Heat and Power Units and Gas Boilers

(1) Hydrogen blending in combined heat and power units

When using CHP units with a certain proportion of hydrogen blended into natural gas,
it is safe to burn natural gas with a hydrogen blending ratio of 10–20% [29]. The expression
of the model is as follows:

327



Energies 2024, 17, 1954

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Pe,chp
i,t = η

e,chp
i (Pg,chp

i,t + Ph2,chp
i,t )

Ph,chp
i,t = η

h,chp
i (Pg,chp

i,t + Ph2,chp
i,t )

Pg,chp
i,t = Vg,chp

i,t QCH4

Ph2,chp
i,t = Vh2,chp

i,t QH2

Yh2,chp
i,t = Vh2,chp

i,t /(Vg,chp
i,t + Vh2,chp

i,t )

0 ≤ Pe,chp
i,t ≤ Pe,chp

i,max

0 ≤ Ph,chp
i,t ≤ Ph,chp

i,max

λ
e,chp
i,min ≤ Pe,chp

i,t − Pe,chp
i,t−1 ≤ λ

e,chp
i,max

(15)

In Equation (15), Pe,chp
i,t = η

e,chp
i (Pg,chp

i,t + Ph2,chp
i,t ) and Ph,chp

i,t = η
h,chp
i (Pg,chp

i,t + Ph2,chp
i,t )

are the conversion equations for the relationship between the electricity and heat production
of the CHP unit, respectively; Pg,chp

i,t = Vg,chp
i,t QCH4 and Ph2,chp

i,t = Vh2,chp
i,t QH2 are the

natural gas and hydrogen power conversion equations for CHP consumption, respectively;
Yh2,chp

i,t = Vh2,chp
i,t /(Vg,chp

i,t + Vh2,chp
i,t ) is the hydrogen blending ratio for the CHP unit; and

0 ≤ Pe,chp
i,t ≤ Pe,chp

i,max and 0 ≤ Ph,chp
i,t ≤ Ph,chp

i,max are the constraints on the electrical and heat

power produced by the CHP unit, respectively. λ
e,chp
i,min ≤ Pe,chp

i,t − Pe,chp
i,t−1 ≤ λ

e,chp
i,max is the

ramp rate constraint on CHP unit electrical power. Pe,chp
i,t and Ph,chp

i,t , respectively, denote
the power generated by the CHP unit for electricity and heat in microgrid i at time t,
respectively. Pg,chp

i,t and Ph2,chp
i,t are the power consumption of natural gas and hydrogen

by the CHP unit in microgrid i at time t, respectively. Vg,chp
i,t and Vh2,chp

i,t are the volume of
natural gas and hydrogen consumed by the CHP unit in microgrid i at time t, respectively;
Yh2,chp

i,t is the hydrogen blending ratio in microgrid i at time t; Pe,chp
i,max and Ph,chp

i,max are the
maximum electrical and heat power output of the hydrogen-blended CHP unit in microgrid
i, respectively; λ

e,chp
i,min and λ

e,chp
i,max are the minimum and maximum ramp rate of the hydrogen-

blended CHP unit in microgrid i, respectively; and QCH4 and QH2 are the heating values of
CH4 and H2, respectively.

(2) Hydrogen blending in gas boilers

The blending ratio of hydrogen with natural gas is within the range of 10–20% by
molar mass. The expression of the model is as follows:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Ph,gb
i,t = (Pg,gb

i,t + Ph2,gb
i,t )η

gb
i

Pg,gb
i,t = Vg,gb

i,t QCH4

Ph2,gb
i,t = Vh2,gb

i,t QH2

Yh2,gb
i,t =

Vh2,gb
i,t ρH2

MH2
/(

Vg,gb
i,t ρCH4
MCH4

+
Vh2,gb

i,t ρH2
MH2

)

0 ≤ Ph,gb
i,t ≤ Ph,gb

i,max

λ
h,gb
i,min ≤ Ph,gb

i,t − Ph,gb
i,t−1 ≤ λ

h,gb
i,max

(16)

In Equation (16), Ph,gb
i,t = (Pg,gb

i,t + Ph2,gb
i,t )η

gb
i is the heat power conversion equation for

the GB unit; Pg,gb
i,t = Vg,gb

i,t QCH4 and Ph2,gb
i,t = Vh2,gb

i,t QH2 are the natural gas and hydrogen

consumption equations for the GB unit, respectively; Yh2,gb
i,t =

Vh2,gb
i,t ρH2

MH2
/(

Vg,gb
i,t ρCH4
MCH4

+
Vh2,gb

i,t ρH2
MH2

)

is the hydrogen blending ratio for the GB; 0 ≤ Ph,gb
i,t ≤ Ph,gb

i,max is the heat power constraint

for the GB unit; and λ
h,gb
i,min ≤ Ph,gb

i,t − Ph,gb
i,t−1 ≤ λ

h,gb
i,max is the ramp rate constraint on the

GB’s heat power. Ph,gb
i,t is the power generated by the GB unit for heat in microgrid i at

time t. Pg,gb
i,t and Ph2,gb

i,t are the power consumption of natural gas and hydrogen by the

GB unit in microgrid i at time t, respectively. Vg,gb
i,t and Vh2,gb

i,t are the volume of natural
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gas and hydrogen consumed by the GB unit in microgrid i at time t, respectively; Ph,gb
i,max

is the maximum heat power output of the GB unit in microgrid i; λ
h,gb
i,max and λ

h,gb
i,min are the

maximum and minimum ramp rate of the GB unit in microgrid i, respectively; Yh2,gb
i,t is

the hydrogen blending ratio (by molar mass) in microgrid i at time t; ρH2 and ρCH4 are the
density of H2 and CH4, respectively; and MH2 and MCH4 are the molar mass of H2 and
CH4, respectively.

4. Staircase Carbon Trading Mechanism and Carbon Emission Constraints

4.1. Carbon Trading Costs

The carbon emission quota is as follows:

E0
i,t = Dchp(Pe,chp

i,t + Ph,chp
i,t ) + DgbPh,gb

i,t + DresPres
i,t (17)

where Dchp, Dgb and Dres are the carbon quota coefficients for the CHP, the GB and the
renewable energy unit, respectively, and E0

i,t is the carbon emission quota in microgrid i at
time t.

The equation for calculating the carbon emissions of the microgrid is as follows:{
ECO2

i,t = aCO2 Vg,chp
i,t QCH4 + bCO2 Vg,gb

i,t QCH4 + cCO2 + λePBUY
i,t − ηC

i Eccs
i,t

Esum
i,t = aCO2 Vg,chp

i,t QCH4 + bCO2 Vg,gb
i,t QCH4 + cCO2 + λePBUY

i,t

(18)

where aCO2 and bCO2 are the carbon emission coefficients for the CHP and GB units,
respectively; cCO2 is the carbon emission constant; and λe is the carbon emission conversion
coefficient for purchased electricity. ECO2

i,t is the total amount of carbon emissions of the
microgrids in microgrid i at time t.

The quantity of CO2 involved in carbon trading is set to CCO2
i,t , which is calculated

using the following Equation (19):

CCO2
i,t = ECO2

i,t − E0
i,t (19)

The cost of ladder-type carbon trading is calculated using the following [30]:

CECO2
i,t =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

−χ(2 + 3α)L + χ(1 + 3α)
(

CCO2
i,t + 2L

)
CCO2

i,t ≤ −2L

−χ(1 + α)L + χ(1 + 2α)
(

CCO2
i,t + L

)
−2L < CCO2

i,t ≤ −L
χ(1 + α)CCO2

i,t , −L < CCO2
i,t ≤ 0

χECO2
i , 0 < CCO2

i,t ≤ L

χL + χ(1 + α)
(

CCO2
i,t − L

)
L < CCO2

i,t ≤ 2L

χ(2 + α)L + χ(1 + 2α)
(

CCO2
i,t − 2L

)
2L ≤ CCO2

i,t

(20)

where CECO2
i,t is the carbon trading cost in microgrid i at time t; χ is the base carbon emission

price; L is the carbon emission interval; and α is the carbon emission price growth rate.
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4.2. Carbon Emission Constraints

To conduct an in-depth study of the effects of carbon emission constraints in the context
of the collaborative operation and scheduling of multi-microgrids, ϕ is introduced as a
carbon emission constraint coefficient and the constraint is set as follows in Equation (21):⎧⎪⎨⎪⎩

ECO2
i ≤ (1− ϕ)ECO2

i,max

ECO2
i =

T
∑

t=1
ECO2

i,t
(21)

where ECO2
i,max is the maximum carbon emissions in the day-ahead stage without considering

carbon emission constraints in microgrid i, and ECO2
i is the cumulative carbon emissions

over the entire scheduling period in microgrid i.

5. The Optimization Strategy for Multi-Microgrids

The strategy for multi-microgrids comprises the day-ahead scheduling stage and the
intraday scheduling stage. In the day-ahead scheduling stage, an optimization model is
established and solved based on the forecasted values of renewable energy generation
and load, taking into account microgrid constraints and carbon emission limitations. This
process produces the optimal energy dispatch plan for the next day. In the intraday
scheduling stage, an intraday scheduling model is developed, derived from the outcomes
of the day-ahead scheduling. This model considers current data on renewable energy
generation, the current load, and forecasted information for other time periods, as well as
the sharing of electricity between microgrids. Additionally, it incorporates the actual output
values of P2G and CCS devices during the optimization period. A rolling optimization
strategy is employed to optimize the output of energy devices and the amount of energy
purchased, aiming to reduce errors in renewable energy generation and load forecasts.
Furthermore, it aims to minimize the penalty costs associated with deviations from the day-
ahead plan, ultimately enhancing the economic performance of multi-microgrid operations.

The process of the optimization strategy is illustrated in Figure 4.

 

Figure 4. Flowchart of the model solution.
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5.1. Day-Ahead Optimization Scheduling
5.1.1. The Objective Function

Day-ahead scheduling is aimed at minimizing the total cost of operating the multi-
microgrids, with the objective function as follows:⎧⎨⎩ min

Θ
∏
i=1

[CMG
i ]

CMG
i = Cout

i + CESS
i + CCO2

i + Cload
i + Ccur

i

(22)

where Θ is the set of microgrids and CMG
i is the operating cost of microgrid i.

(1) The cost of reducing renewable energy output

The cost of reducing renewable energy output in microgrid i, denoted by Ccur
i , is

calculated using the following Equation (23):

Ccur
i =

T

∑
t=1

(λcurPcur
i,t ) (23)

where λcur is the unit cost of reducing renewable energy output power and Pcur
i,t is the

reduction power of renewable energy in microgrid i at time t.

(2) Carbon emission cost

The cost of carbon emission in microgrid i, denoted by CCO2
i , is calculated using the

following Equation (24):

CCO2
i =

T

∑
t=1

CECO2
i (24)

(3) Energy storage cost

The energy storage cost of microgrid i, denoted by CESS
i , is given by Equation (25),

as follows:

CESS
i =

T

∑
t=1

[αES(PES,c
i,t + PES,d

i,t ) + αHS(PHS,c
i,t + PHS,d

i,t ) + αH2(PH,c
i,t + PH,d

i,t )] (25)

where αES, αHS and αH2 are the scheduling cost coefficients for electrical energy, heat energy
and hydrogen energy storage, respectively; PES,c

i,t and PES,d
i,t are the charging and discharging

power of ES in microgrid i during time period t, respectively; PHS,c
i,t and PHS,d

i,t are the
charging and discharging power of HS in microgrid i during time period t, respectively;
and PH,c

i,t and PH,d
i,t are the charging and discharging power of HSS in microgrid i during

time period t, respectively.

(4) Cost of the load demand

The cost of the load demand in microgrid i, denoted by Cload
i , is calculated using the

following Equation (26):

Cload
i =

T

∑
t=1

[
λcut,ePe,cut

i,t + λtrans,ePe,tr
i,t + λcut,hPh,cut

i,t + λtrans,hPh,tr
i,t

]
(26)

where λcut,e is the compensation coefficient for electric load reduction, λcut,h is the compen-
sation coefficient for heat load reduction, λtrans,e is the compensation coefficient for electric
load transfer, and λtrans,h is the compensation coefficient for heat load transfer.
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(5) External interaction costs

The external interaction costs of microgrid i, denoted by Cout
i , mainly consist of two

parts; namely, electricity purchase/sale costs and gas purchase costs, which are calculated
using the following Equation (27):

Cout
i =

T

∑
t=1

[
(MCH4

t VBUY
i,t ) + (MBUY

t PBUY
i,t −MSELL

t PSELL
i,t )

]
(27)

where MCH4
t is the natural gas price in period t; VBUY

i,t is the natural gas purchase quantity
of microgrid i in period t; PBUY

i,t and PSELL
i,t are the purchased and sold power from the grid

by microgrid i in the t-th time period, respectively; and MBUY
t and MSELL

t are the electricity
purchase price and electricity selling price from the grid in period t, respectively.

5.1.2. Constraints

(1) Electrical power balance constraint

The constraint of electrical power balance is:

Pre
i,t + Pe,chp

i,t + PBUY
i,t + PES,d

i,t = Pe,hp
i,t + Pe

i,t + PES,c
i,t + PSELL

i,t +
Θ

∑
j �=i

Pi−j,t + Pccssum
i,t + PEL

i,t (28)

where Pre
i,t is the output power of renewable energy in microgrid i at time t; Pi−j,t is the

amount of electrical energy exchanged between microgrid i and microgrid j in time period
t; i ∈ Θ, j ∈ Θ; Pe

i,t is the electrical load of microgrid i in the t-th time period, PES,c
i,t and PES,d

i,t
are the charging and discharging power of the electrical energy storage system in microgrid
i in the t-th time period, respectively; and Pe,hp

i,t is the electric power consumed by the heat
pump in the i-th time period of the microgrid i.

(2) Heat power balance constraint

The constraint of heat power balance is as follows:

Ph,hp
i,t + Ph,chp

i,t + Ph,gb
i,t + PHS,d

i,t = Ph
i,t + PHS,c

i,t (29)

where Ph
i,t is the heat load of microgrid i at time t; Ph,hp

i,t is the heat power generated by the

HP in microgrid i at time t; and PHS,c
i,t and PHS,d

i,t are the charging and discharging power of
the HS in microgrid i at time t, respectively.

(3) Gas power balance constraint

The constraint of gas power balance is as follows:{
Pg,BUY

i,t = Pg,chp
i,t + Pg,gb

i,t − PH2G, out
i,t

Pg,BUY
i,t = VBUY

i,t QCH4

(30)

where Pg,BUY
i,t is the power of gas purchased externally in microgrid i at time t.

(4) Hydrogen power balance constraint

The constraint of hydrogen power balance is as follows:

PEL,H2
i,t + PH,d

i,t = Ph2,chp
i,t + Ph2,gb

i,t + PH,c
i,t + PH2G, in

i,t (31)

(5) Renewable energy supply constraint

The constraint of renewable energy is as follows:
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{
Pe,r

i,t = Pcur
i,t + Pre

i,t
0 ≤ Pre

i,t ≤ Pe,r
i,t

(32)

The actual renewable energy output is seen as the aggregate of the predicted value and
the stochastic forecasting error. The prediction error of renewable energy output follows a
normal distribution, and it is expressed in Equation (33), as follows [31]:

Pe,r
i,t ∼ Pe,r

i,t + N(0, σ2
i,t) (33)

where Pe,r
i,t is the actual renewable energy generation power; Pe,r

i,t is the predicted renewable
energy generation power; and σ2

i,t is the variance of renewable energy generation, =0.1.

(6) Hydrogen energy storage system constraint

The constraint of the HSS is as follows:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

EH2
i,t = EH2

i,t−1 + ηH,c
i PH,c

i,t Δt− PH,d
i,t Δt

ηH,d
i

EH2
i,0 = EH2

i,T

EH2
i,min ≤ EH2

i,t ≤ EH2
i,max

0 ≤ PH,c
i,t ≤ uH,c

t PH,c
i,max

0 ≤ PH,d
i,t ≤ uH,d

t PH,d
i,max

0 ≤ uH,d
t + uH,c

t ≤ 1

(34)

In Equation (34), EH2
i,t = EH2

i,t−1 + ηH,c
i PH,c

i,t Δt − PH,d
i,t Δt

ηH,d
i

is the conversion formula for

hydrogen energy storage capacity and EH2
i,0 = EH2

i,T indicates that the stored energy of the

HSS is the same after the optimization period ends. EH2
i,min ≤ EH2

i,t ≤ EH2
i,max is the constraint

on hydrogen energy storage capacity. 0 ≤ PH,c
i,t ≤ uH,c

t PH,c
i,max and 0 ≤ PH,d

i,t ≤ uH,d
t PH,d

i,max
are the constraints on the power of energy storage and discharge in hydrogen storage,
respectively. 0 ≤ uH,d

t + uH,c
t ≤ 1 indicates that energy storage and discharge cannot occur

simultaneously. EH2
i,t is the hydrogen storage of the HSS in microgrid i at time t; ηH,c

i and

ηH,d
i are the charging and the discharging efficiency of the hydrogen energy storage device

in the microgrid i; and EH2
i,min and EH2

i,max are the minimum and maximum storage capacity

of the HSS in the microgrid i, respectively. The binary variables uH,d
t and uH,c

t indicate that
hydrogen storage and hydrogen discharge cannot occur simultaneously.

(7) Electrical energy storage system constraint

The ES in microgrid i during the t-th time period is formulated as follows:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

EES
i,t = EES

i,t−1 + ηES,c
i PES,c

i,t Δt− PES,d
i,t Δt

ηES,d
i

EES
i,0 = EES

i,T

EES
i,min ≤ EES

i,t ≤ EES
i,max

0 ≤ PES,c
i,t ≤ uES,c

t PES,c
i,max

0 ≤ PES,d
i,t ≤ uES,d

t PES,d
i,max

0 ≤ uES,c
t + uES,d

t ≤ 1

(35)

In Equation (35), EES
i,t = EES

i,t−1 + ηES,c
i PES,c

i,t Δt− PES,d
i,t Δt

ηES,d
i

is the conversion relationship

formula for electrical energy storage capacity and EES
i,0 = EES

i,T indicates that the energy
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stored in the ES is the same after the entire optimization scheduling period. EES
i,min ≤ EES

i,t ≤
EES

i,max is the constraint on electrical energy storage capacity. 0 ≤ PES,c
i,t ≤ uES,c

t PES,c
i,max and

0 ≤ PES,d
i,t ≤ uES,d

t PES,d
i,max are the constraints on the power of energy storage and discharge in

ES, respectively. 0 ≤ uES,c
t + uES,d

t ≤ 1 indicates that energy storage and discharge cannot
occur simultaneously. EES

i,t is the electrical energy storage capacity in the ES of microgrid i in

the t-th time period; ηES,c
i and ηES,d

i are the charging and discharging efficiency of the ES in
microgrid i, respectively; EES

i,min and EES
i,max are the minimum and maximum storage capacity

of the ES in microgrid i, respectively; and PES,c
i,max and PES,d

i,max are the maximum charging and

discharging power of the ES in microgrid i, respectively. The two binary variables uES,c
t and

uES,d
t indicate that charging and discharging cannot occur simultaneously.

(8) Heat energy storage constraint

The constraint of HS is as follows:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

EHS
i,t = EHS

i,t−1 + ηHS,c
i PHS,c

i,t Δt− PHS,d
i,t Δt

ηHS,d
i

EHS
i,0 = EHS

i,T

EHS
i,min ≤ EHS

i,t ≤ EHS
i,max

0 ≤ PHS,c
i,t ≤ uHS,c

t PHS,c
i,max

0 ≤ PHS,d
i,t ≤ uHS,d

t PHS,d
i,max

0 ≤ uHS,d
t + uHS,c

t ≤ 1

(36)

In Equation (36), EHS
i,t = EHS

i,t−1 + ηHS,c
i PHS,c

i,t Δt− PHS,d
i,t Δt

ηHS,d
i

is the conversion relationship

formula for heat energy storage capacity and EHS
i,0 = EHS

i,T indicates that the heat energy
storage capacity of the HS is the same after the optimization period ends. EHS

i,min ≤ EHS
i,t ≤

EHS
i,max is the constraint on heat energy storage capacity. 0 ≤ PHS,c

i,t ≤ uHS,c
t PHS,c

i,max and

0 ≤ PHS,d
i,t ≤ uHS,d

t PHS,d
i,max are the constraints on the power of energy storage and discharge

in heat storage, respectively. 0 ≤ uHS,d
t + uHS,c

t ≤ 1 indicates that energy storage and
discharge cannot occur simultaneously. EHS

i,t is the energy stored in the HS of microgrid

i in the t-th time period; ηHS,c
i and ηHS,d

i are the charging and discharging efficiency of
the HS in microgrid i, respectively; and PHS,c

i,max and PHS,d
i,max are the maximum charging and

discharging power of the HS in microgrid i, respectively.

(9) Heat pump constraint

The constraint of HP is as follows:{
Ph,hp

i,t = η
hp
i Pe,hp

i,t

Pe,hp
i,min ≤ Pe,hp

i,t ≤ Pe,hp
i,max

(37)

In Equation (37), Ph,hp
i,t = η

hp
i Pe,hp

i,t is the power conversion relationship between

electricity and heat in the HP and Pe,hp
i,min ≤ Pe,hp

i,t ≤ Pe,hp
i,max is the electrical power constraint

relationship in the HP. η
hp
i is the electrical-to-heat conversion efficiency of the HP in the

microgrid i. Pe,hp
i,min and Pe,hp

i,max are the minimum and maximum electric power consumption
of the HP in microgrid i, respectively.

(10) The constraints between the microgrid and power grid

The constraint between the microgrid and power grid is as follows:
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{
0 ≤ PBUY

i,t ≤ PBUY
i,max

0 ≤ PSELL
i,t ≤ PSELL

i,max
(38)

In Equation (38), 0 ≤ PBUY
i,t ≤ PBUY

i,max and 0 ≤ PSELL
i,t ≤ PSELL

i,max are the constraints on
purchasing electricity from the grid and selling electricity to the grid, respectively. PBUY

i,max
and PSELL

i,max are the upper limits of power bought from and sold to the grid in microgrid i.

(11) Electrical and heat load constraints

The electrical load of microgrid i at time t, denoted by Pe
i,t is composed of the follow-

ing: the fixed electrical load, Pe,g
i,t ; the transferable electrical load, Pe,tr

i,t ; and the reducible
electrical load, Pe,cut

i,t . The relationship is modeled as follows:⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

Pe
i,t = Pe,g

i,t + Pe,tr
i,t − Pe,cut

i,t

−atrPe,g
i,t ≤ Pe,tr

i,t ≤ atrPe,g
i,t

0 ≤ Pe,cut
i,t ≤ bcutPe,f

i,t
T
∑

t=1
Pe,tr

i,t = 0

(39)

In Equation (39), −atrPe,g
i,t ≤ Pe,tr

i,t ≤ atrPe,g
i,t and 0 ≤ Pe,cut

i,t ≤ bcutPe,f
i,t are the constraints

on transferred and curtailable electrical loads.
T
∑

t=1
Pe,tr

i,t = 0 indicates no loss of transferable

load during the dispatch cycle. atr is the transfer load coefficient and bcut is the reducible
load coefficient.

The heat load of microgrid i at time t, denoted by Ph
i,t, is composed of the following:

the fixed heat load, Ph,g
i,t ; the transferable heat load, Ph,tr

i,t ; and the reducible heat load, Ph,cut
i,t .

The relationship is modeled as follows:⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

Ph
i,t = Ph,g

i,t + Ph,tr
i,t − Ph,cut

i,t

−atrPh,g
i,t ≤ Ph,tr

i,t ≤ atrPh,g
i,t

0 ≤ Ph,cut
i,t ≤ bcutPh,f

i,t
T
∑

t=1
Ph,tr

i,t = 0

(40)

In Equation (40), −atrPh,g
i,t ≤ Ph,tr

i,t ≤ atrPh,g
i,t and 0 ≤ Ph,cut

i,t ≤ bcutPh,f
i,t are the con-

straints on transferred and curtailable heat loads.
T
∑

t=1
Ph,tr

i,t = 0 indicates no loss of transfer-

able load during the dispatch cycle.

(12) Constraint of energy transfer between microgrids

The constraint of energy transfer between microgrids is as follows:∣∣Pi−j,t
∣∣≤ Pi−j,max (41)

where Pi−j,max is the limitation on power transfer between microgrid i and microgrid j. The
other constraints are described by Equations (1)–(21).

5.1.3. Model Linearization and Solution

The day-ahead model, integrating tiered carbon trading mechanisms, P2G–CCS cou-
pling technology and gas hydrogenation technology, require linearization due to their
mixed-integer non-linear nature.
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Equation (20) is linearized by introducing 0–1 variables, and the linearization of the
piecewise function is expressed as follows [28]:

y =

⎧⎪⎨⎪⎩
a1x + b1, c1 ≤ x ≤ c2

a2x + b2, c2 ≤ x ≤ c3

a3x + b3, c3 ≤ x ≤ c4

(42)

By introducing binary variables, denoted by di, and continuous variables, denoted
by zi, the original Equation (42) is transformed into Equation (43), to impose interval
constraints on the values of x and b. This step ensures that the values of variables x and
b are limited to specific single intervals, enhancing the accuracy and applicability of the
mathematical model. ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

y =
3
∑
i

aizi + bidi

x = z1 + z2 + z3
d1 + d2 + d3 = 1
d1c1 ≤ a1z1 ≤ d1c2
d2c2 ≤ a2z2 ≤ d2c3
d3c3 ≤ a3z3 ≤ d3c4

(43)

5.1.4. Model Solution

The alternating direction method of multipliers (ADMM) is applied to solve the
day-ahead scheduling model by taking the following steps:

(1) Introduce auxiliary variables, Pj−i,t, to construct auxiliary expressions, as follows:

Pi−j,t + Pj−i,t = 0, ∀i (44)

where Pj−i,t is the amount of electrical energy exchanged between microgrid j and microgrid
i in time period t.

(2) Formulate the augmented Lagrangian function expression for the day-ahead issue,
as follows:

⎧⎪⎨⎪⎩ Li = min[CMG
i ] +

Θ
∑
j

T
∑

t=1
λi−j

(
Pi−j,t + Pj−i,t

)
+

Θ
∑
j

ρi
2

T
∑

t=1
||Pi−j,t + Pj−i,t||22

s.t.(1)–(21), (28)–(43)
(45)

where λi−j is the Lagrange multiplier and ρi(k) is the penalty parameter at the k-th iteration.

(3) Initialize the iteration number k = 1 and iterate through the following steps:

Update the decision variables for the microgrid, Pi−j,t(k + 1), as follows:

Pi−j,t(k + 1) = arg min Li(λi−j(k), Pi−j,t(k), Pj−i,t(k)) (46)

Based on the variable Pi−j,t(k + 1), microgrid j updates its decision variables Pj−i,t(k + 1)
through Equation (47), as follows:

Pj−i,t(k + 1) = arg min Lj(λj−i(k), Pi−j,t(k + 1), Pj−i,t(k)) (47)

Each microgrid updates its variables in each iteration process.

(4) Update the Lagrange multiplier parameters after each iteration, as follows:

λi−j(k + 1) = λi−j(k) + ρi(k)(Pi−j,t + Pj−i,t) (48)
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(5) Determine the convergence of the algorithm, as follows:⎧⎪⎪⎨⎪⎪⎩
T
∑

t=1

Θ
∑

i=1

∥∥Pi−j,t(k + 1) + Pj−i,t(k + 1)
∥∥

2 ≤ εpri

T
∑

t=1

Θ
∑

i=1

∥∥Pi−j,t(k + 1)− Pi−j,t(k)
∥∥

2 ≤ εdual
(49)

where εpri denotes the primal residuals and εdual denotes the dual residuals.
If the convergence condition of Equation (49) or k > kmax is satisfied, the iteration ter-

minates; otherwise, update the iteration number to k + 1 and update the penalty parameter,
repeating steps (3)–(5).

5.2. Intraday Optimization Scheduling

The objective expression for the intraday dispatch of microgrids is as follows:

min
{

Ccur
i + Couter

i + CESS
i + CCO2

i + Cpun
i

}
(50)

where:

Cpun
i =

∑
τ∈TS

λp

⎡⎢⎢⎢⎣
(Pe,chp

i,τ − P̂e,chp
i,τ )2 + (Ph,gb

i,τ − P̂h,gb
i,τ )2 + (PES,c

i,τ − P̂ES,c
i,τ )2 + (PES,d

i,τ − P̂ES,d
i,τ )2

+(PHS,c
i,τ − P̂HS,c

i,τ )2 + (PHS,d
i,τ − P̂HS,d

i,τ )2 + (PSELL
i,τ − P̂SELL

i,τ )2 + (PBUY
i,τ − P̂BUY

i,τ )2

+(VBUY
i,τ − V̂BUY

i,τ )2 + (Php
i,τ − P̂hp

i,τ )
2 + (PH,d

i,t − P̂H,d
i,t )2 + (PH,c

i,t − P̂H,c
i,t )2

⎤⎥⎥⎥⎦ (51)

In Equation (51), (•) and (•̂) are the day-ahead and intraday variables and λp is the
unit penalty cost coefficient. TS is the intraday optimization scheduling horizon at time t,
TS = {t, t + 1, . . . , T}.

During the intraday dispatch phase, the rolling optimization process proceeds as
follows: Based on the actual values of renewable energy output and load at time t and
their predicted values for the remaining time, the rolling optimization model within the
intraday time domain is solved to obtain the optimal solution. The microgrid executes the
optimization solution in time domain t, and the process is repeated for the next scheduling
cycle at time t + 1. The intraday dispatch adjusts the solution derived from the outcomes of
the day-ahead optimization dispatch, utilizing the electricity power sharing data between
microgrids obtained from the day-ahead stage, as well as the actual load values forecasted
beforehand.

Some constraints in the intraday stage are derived from the day-ahead stage, such as
constraints (1)–(21), (32)–(38) and (42)–(43); different constraints in the intraday stage are
calculated as follows:

Pre
i,τ + Pe,chp

i,τ + PBUY
i,τ + PES,d

i,τ =

Pe,hp
i,τ + PSELL

i,τ + PES,c
i,τ + Pe

i,τ + ΔPe
i,τ +

Θ
∑
j �=i

P̂i−j,τ + P̂ccssum
i,t + P̂EL

i,t , ∀τ ∈ TS, ∀i ∈ Θ
(52)

Ph,hp
i,τ + Ph,chp

i,τ + Ph,gb
i,τ + PHS,d

i,τ = PHS,c
i,τ + Ph

i,τ + ΔPh
i,τ , ∀τ ∈ TS, ∀i ∈ Θ (53)

Pg,BUY
i,t = Pg,chp

i,t + Pg,gb
i,t − PH2G, out

i,t , ∀τ ∈ TS, ∀i ∈ Θ (54)

PEL,H2
i,t + PH,d

i,t = Ph2,chp
i,t + Ph2,gb

i,t + PH,c
i,t + PH2G, in

i,t , ∀τ ∈ TS, ∀i ∈ Θ (55)

In Equations (52) and (53), ΔPe
i,τ is the discrepancy between the actual and forecasted

electrical load values of microgrid i at time t, and ΔPh
i,τ is the discrepancy between the

actual and forecasted heat load values of microgrid i at time t.
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6. Experimental Verification

6.1. Parameter Settings

The multi-microgrids model in this chapter consists of three microgrids, denoted as
microgrid 1, 2, and 3 (MG1, MG2, and MG3), each equipped with hydrogen blending units,
carbon capture, and a two-stage P2G unit. The pricing for electricity purchase and sale
transactions between the microgrids and the grid is displayed in Table 1. The microgrid
system parameters are detailed in Table 2. The forecasted power output of renewable
energy generation for microgrids is shown in Figure 5. The predicted data for electricity
and heat load are presented in Figures 6 and 7 [32]. The parameters for ladder-type carbon
trading are set as follows: χ = 250 (CNY)/t, L = 100 kg, and a = 25%. The natural gas price is
3.5 (CNY)/m3, and both the day-ahead and intraday stages have the same carbon emission
restriction coefficient: ϕ = 0.05.

Table 1. Electricity purchase and sale price chart.

Category Time Period Price ((CNY)/kWh)

Electricity price
23:00–7:00 0.40

08:00–11:00, 15:00–18:00 0.75
12:00–14:00, 19:00–22.00 1.20

Electricity sale 0:00–24:00 0.20

Table 2. Microgrid parameters.

Parameter Value Parameter Value Parameter Value

Pe,chp
i,min (kW) 0 PHS,c

i,min (kW) 0 η
e,chp
i

0.3

Pe,chp
i,max (kW) 2000 PHS,c

i,max (kW) 300 QCH4 9.7

Ph,chp
i,min (kW) 0 PHS,d

i,max (kW) 300 QH2 3.55

Ph,chp
i,max (kW) 2000 PHS,d

i,min (kW) 0 Dchp 0.01
Pccs

i,max (kW) 1700 EHS
i,min (kWh) 200 Dgb 0.01

Pb
i,t (kW) 300 EHS

i,max (kWh) 1200 Dres 0.01
Pccssum

i,min (kW) 0 EH2
i,min (kWh) 200 aco2 0.5

Pccssum
i,min (kW) 2000 EH2

i,max (kWh) 1200 bco2 0.65

Ph,gb
i,max (kW) 2000 η

H2(c)
i

0.95 cco2 18.20

λ
e,chp
i,min (kW) −1000 ηH2,d

i 0.95 λe 0.2

λ
e,chp
i,max (kW) 1000 PH2,c

i,max (kW) 300 ηC
i 0.9

λ
h,gb
i,min (kW) −1000 PH2,d

i,max (kW) 300 σc 0.1

λ
h,gb
i,max (kW) 1000 PEL

i,min (kW) 0 η
hp
i

0.35

Pe,hp
i,min (kW) 0 PEL

i,max (kW) 1500 η
gb
i

0.9

Pe,hp
i,max (kW) 1000 PEL

i,d (kW) −300 ηsoc
min 0.2

PES,c
i,min (kW) 0 PEL

i,up (kW) 300 ηsoc
max 0.9

PES,c
i,max (kW) 300 Pbuy

i,max (kWh) 1800 Crate
i 2000

PES,d
i,min (kW) 0 VCR

i (m3) 100,000 ηEL
i 0.85

PES,d
i,max (kW) 300 MMEA

(g/mol) 61.08 ηH2G
i 0.70

MCO2

(g/mol)
44 αES 0.016 λcur 0.03

λcut,e 0.3 αHS 0.016 λcut,h 0.1
λtrans,e 0.3 αH2 0.016 λtrans,h 0.1

θi 3.3 CR (%) 30 ρR (g/mL) 1.01
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Figure 5. Forecast of renewable energy.
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Figure 6. Forecast of electricity load.
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Figure 7. Forecast of heat load.

6.2. Analysis of Day-Ahead Results

ρi(1) = 3 × 10−4 and kmax = 100; the iteration and residual convergence results of the
operating costs for each microgrid are shown in Figure 8 in the day-ahead stage, and the
inter-microgrid power exchange is depicted in Figure 9.

In Figure 8a–c, it can be observed that the costs of MG 1, 2, and 3 in the day-ahead
stage are 16,126.41 (CNY), 27,865.84 (CNY), and 9699.53 (CNY), respectively. The calculated
carbon emissions are 16,823.12 kg, 18,542.12 kg, and 7682.12 kg. From Figure 8d, it can be
inferred that convergence is achieved after 37 iterations, with both the primal and dual
residuals being less than 10−3, ensuring the accuracy of the results of the algorithm.

Figure 9 shows the power exchange between microgrids, indicating the presence of
power interaction among them. This demonstrates that the scheduling model proposed
in this chapter enables cooperative operation among microgrids in the day-ahead stage,
facilitating shared electricity operation.
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Figure 8. Multi-microgrid cost iteration and residual iteration case diagrams.
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Figure 9. Interaction power between microgrids.

6.3. Analysis of Carbon Trading Mechanism

Three scenarios have been established for comparing and analyzing the ladder-type
carbon trading mechanism, where each microgrid contains fixed hydrogen blending units
and P2G–CCS coupling units.

Scenario 1 involves an MMG without the carbon trading mechanism; scenario 2
involves an MMG with the traditional fixed carbon trading mechanism; scenario 3 involves
an MMG with the ladder-type carbon trading mechanism.

Table 3 shows the intraday results for the three scenarios.

Table 3. Results of scheduling under different scenarios.

Scenario Carbon Emissions (kg) Energy Cost (CNY) Total Cost (CNY)

1 45,755.23 47,495.76 58,104.66
2 40,357.65 41,342.16 57,004.18
3 37,330.62 38,377.12 52,116.13
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Table 3 illustrates that, compared to scenario 2, the carbon emissions and the total
costs of scenario 3 decrease by 7.5% and 8.57%, respectively; furthermore, compared to
scenario 1, the carbon emissions and the total costs of scenario 2 decrease by 10.9% and
11.7%, respectively.

In scenario 1, because of the lack of constraints from a carbon trading mechanism,
the microgrid prioritizes minimizing operating costs, heavily relying on low-cost but
high-carbon-emitting external energy resources. This choice results in extensive use of
carbon-emitting units, leading to a high level of carbon emissions in scenario 1 microgrids.
Moreover, the over-reliance on external energy resources increases the overall operating
costs of microgrids.

In scenario 2, a single fixed carbon trading mechanism incorporates carbon trading
costs into the objective function of operating costs. This mechanism imposes constraints on
carbon emissions, requiring microgrids to balance economics and low-carbon considera-
tions during optimization dispatch. Therefore, microgrids prioritize the use of renewable
energy or other low-carbon energy sources to enhance the utilization efficiency of renewable
energy. Compared to scenario 1, the carbon emissions and external energy procurement
costs of microgrids decrease in scenario 2. However, the carbon trading mechanism limits
the potential for further reducing carbon emissions in the microgrid in scenario 2.

In scenario 3, a carbon trading mechanism is implemented, where the carbon trading
price increases with the increase in carbon emissions. This mechanism effectively guides
the flexibility output of various units in the microgrid, reduces reliance on external resource
purchases, and decreases the system’s energy procurement costs. Compared to scenario 2,
the ladder-type carbon trading mechanism has advantages in achieving low-carbon op-
eration and maintaining the economic operation of microgrids in scenario 3. Therefore,
the ladder-type carbon trading mechanism has greater potential in promoting low-carbon
and economically efficient operation of microgrids.

In summary, through the comparison of scenarios 1, 2, and 3, the ladder-type carbon
trading mechanism demonstrates significant economic and environmental advantages in
the optimization dispatch of multi-microgrids.

6.4. Analysis of Low-Carbon Technologies

To validate the effectiveness, economic viability, and low-carbon nature of the in-
troduced hydrogen-doped natural gas units and two-stage P2G–CCS coupling model in
multi-microgrids, four scenarios are compared and analyzed, as illustrated in Table 4. In
scenario 2, the required hydrogen gas is purchased externally, with the price of externally
purchased H2 being 2.8 (CNY)/m3. The ladder-type carbon trading mechanism is applied
to four scenarios.

Table 4. Comparison of four operation schemes.

Scenarios Hydrogen-Doped Natural Gas Units P2G–CCS Coupling Devices

1 NO NO
2 YES NO
3 NO YES
4 YES YES

Tables 5 and 6 show the intraday results for carbon emissions and the equipment
output of microgrid devices in the multi-microgrids under the four scenarios.

Compared to scenario 3, the costs of each sub-microgrid in scenario 4 decrease by
538.59 (CNY), 240.37 (CNY), and 31.17 (CNY), respectively, with carbon emissions also
decreasing by 268.11 kg, 156.75 kg, and 16.44 kg, respectively. Due to the decrease in external
gas purchase costs and carbon trading prices for the multi-microgrids being greater than
the increase in purchased electricity costs, the overall expenses of the multi-microgrids are
further diminished.
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Table 5. Carbon emissions and costs of multi-microgrids under different scenarios.

Scenarios MG Cost (CNY) Carbon Emission (kg)

1
1 16,746.75 17,317.44
2 31,284.36 18,584.86
3 9347.55 9199.38

2
1 18,088.01 16,272.90
2 26,561.42 17,488.37
3 10,169.73 9329.31

3
1 16,109.25 14,384.31
2 27,186.89 15,974.36
3 9630.12 7413.25

4
1 15,570.66 14,116.20
2 26,946.52 15,817.61
3 9598.95 7396.81

Table 6. The output of each microgrid device in four scenarios.

Scenarios MG
Grid

(kWh)
Gas Energy

(m3)
Electricity of

CHP Unit (kWh)
Heat of CHP
Unit (kWh)

Heat of GB
(kWh)

Power of
CCS (kWh)

Power of P2G
Unit (kWh)

1
1 3072.02 2818.85 945.49 1181.87 23,642.32 0 0
2 26,510.23 2218.38 1339.41 1674.26 16,912.08 0 0
3 2203.27 1453.68 1131.93 1414.92 10,536.27 0 0

2
1 3716.26 2465.27 907.92 1134.90 22,534.67 0 0
2 20,841.08 2091.13 1425.01 1781.26 16,792.99 0 0
3 2359.30 1379.50 1252.43 1565.54 10,616.53 0 0

3
1 3308.81 2251.50 942.35 1177.94 23,421.58 8011.19 5912.95
2 23,139.46 2245.10 1524.98 1906.23 16,436.41 7829.59 121.04
3 2865.38 1469.66 1341.41 1676.76 10,392.36 7811.19 169.80

4
1 3328.50 2195.46 1066.61 1318.27 22,892.97 7954.69 6412.61
2 24,793.59 2103.59 1719.49 2149.36 16,427.22 7801.07 1654.26
3 3679.05 1378.86 1417.49 1771.86 10,197.53 7803.01 1131.21

Compared to scenario 2, the costs of the microgrid in scenario 4 decrease by 2517.35 (CNY),
−385.1 (CNY), and 570.78 (CNY), respectively, with carbon emissions also decreasing by
2156.7 kg, 1670.76 kg, and 1932.5 kg, respectively. This is due to the CCS, which reduces
the carbon emissions; additionally, the P2G device provides the hydrogen gas required for
hydrogen blending and the natural gas required for system operation, reducing the cost
of purchasing gas and hydrogen for the operation of the multi-microgrids more than the
increase in the cost of purchasing electricity; this consequently leads to a further decrease
in the overall cost of the multi-microgrids.

Compared to scenario 1, the costs of the microgrid in scenario 4 decrease by 1176.09 (CNY),
4337.84 (CNY), and −251.4 (CNY), respectively, with carbon emissions also decreasing by
3201.24 kg, 2767.25 kg, and 1802.57 kg, respectively. Due to the increase in output of the
hydrogen-doped natural gas units in scenario 4, the heat coupling effect of the cogeneration
unit increases its heat output, reducing the heat output of the gas boiler with higher carbon
emissions per unit, and the CCS device’s carbon capture function results in lower carbon
emissions for the multi-microgrids. In addition, the operation of the P2G device generates
a certain amount of hydrogen gas and natural gas to supply the system, and the decrease
of the carbon trading cost and gas purchase cost leads to a reduction in the total operating
cost of the multi-microgrids, compared to the increase in the cost of purchasing electricity.

In conclusion, the hydrogen-doped natural gas and the P2G–CCS coupling units
improve the economic and environmental performance of the multi-microgrids.
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6.5. Synergistic Optimization Results of Intraday Low-Carbon Technologies and
Low-Carbon Policies

Section 6.3 validated the effectiveness of the low-carbon policy of tiered carbon trading,
while Section 6.4 validated the effectiveness of low-carbon technologies such as hydrogen-
doped natural gas and P2G–CCS coupled operation.

In order to verify the collaborative optimization of low-carbon technologies and
policies, the following scenarios were established: scenario 1, which considers hydrogen-
doped natural gas and P2G–CCS coupled operation and ladder-type carbon trading without
considering carbon emission constraints; and scenario 2, which comprehensively considers
hydrogen-doped natural gas and P2G–CCS coupled operation, carbon trading, and carbon
emission constraints.

In scenario 2, the carbon emission restriction is 5%. The intraday results of costs and
carbon emissions and the output of equipment for microgrid in two scenarios are shown in
Tables 7 and 8.

Table 7. The cost and carbon emissions of microgrids under four scenarios.

Scenario MG Cost (CNY) Carbon Emissions (kg)

1
1 15,570.66 14,116.20
2 26,946.52 15,817.61
3 9598.95 7396.81

2
1 13,942.42 13,410.39
2 27,385.01 15,026.72
3 9503.18 7026.96

Table 8. The output of microgrid equipment in different scenarios.

Scenario MG
Grid

(kWh)

Gas
Energy

(m3)

Electricity of
CHP Unit

(kWh)

Heat of
CHP Unit

(kWh)

Heat of
GB

(kWh)

Power of
CCS

(kWh)

Power of
P2G Unit

(kWh)

Power of
HP (kW)

1
1 3328.50 2195.46 1066.61 1318.27 22,892.97 7954.69 6412.61 0
2 24,793.59 2103.59 1719.49 2149.36 16,427.22 7801.07 1654.26 0
3 3679.05 1378.86 1417.49 1771.86 10,197.53 7803.01 1131.21 0

2
1 3891.60 2207.89 899.00 1123.75 21,570.35 7981.64 5939.68 5150.82
2 26,281.50 1935.89 231.59 289.49 18,181.55 7855.92 1498.15 0
3 5042.38 1312.23 797.20 996.50 10,939.39 7855.65 1038.58 99.56

Tables 7 and 8 indicate that the cost in scenario 2 decreases by 1285.52 (CNY), compared
to scenario 1, indicating a decrease in total operating costs of 2.46%. This is because, with
the addition of carbon emission constraints, there is an increase in the purchased power
from the grid, a decrease in the output of the cogeneration unit within the microgrid
system, a reduction in the quantity of gas procured from external suppliers, and a decrease
in carbon trading costs, due to the decrease in carbon emissions. Therefore, the increase in
the cost of purchased power is less than the decrease in the cost of gas purchased and the
reduction in carbon trading costs.

In scenario 2, the total carbon emissions of the multi-microgrid decrease by 1866.55 kg,
indicating a decrease of 5.00% in the total carbon emissions of the multi-microgrids in sce-
nario 2 compared to scenario 1. Because scenario 2 builds upon scenario 1 by incorporating
carbon emission constraints, the limitation on carbon emissions reduces the forced output
of the hydrogen-doped natural gas unit, leading to a decrease in its output. Microgrids
choose to use carbon-free heat pumps or increase the output of gas boilers to compensate
for the heat deficit. Moreover, they increase the power of purchased electricity to fulfill the
electricity and HP requirements. Therefore, since the increase in carbon emissions from
purchased electricity and the increase in output of gas boilers are less than the decrease
in output of cogeneration and the decrease in carbon emissions due to the use of HP,
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the collaborate optimization of low-carbon technologies and policies in reducing emissions
in microgrid operation are verified.

In scenario 2, the total costs of intraday stage scheduling under this strategy decrease
by 5.32%, and carbon emissions decrease by 17.61% compared to the day-ahead stage,
verifying the effectiveness of the strategy.

In order to deeply analyze the effect of collaborative optimization of low-carbon
technologies and policies, Figures 10–12 show the electricity, heat, and hydrogen power
balance of the microgrid in scenario 2.

 

0 5 10 15 20 25

0

1000

2000

3000

4000

Po
w

er
 (k

W
)

Time (h)

 CCS   ES(c)
 HP   Share Electricity
 ES(d)   WT
 Grid   CHP
 P2G  Electricity Load

MG1

0 5 10 15 20 25

0

1000

2000

3000

Po
w

er
 (k

W
)

Time (h)

MG2

0 5 10 15 20 25

0

500

1000

1500

2000

2500

Po
w

er
 (k

W
)

Time (h)

MG3

Figure 10. Electric power balance of each microgrid under scenario 2.
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Figure 11. Heat power balance of each microgrid in scenario 2.
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Figure 12. Hydrogen power balance of each microgrid in scenario 2.

Figure 10 indicates that the electrical load is mainly provided by renewable energy
units, external purchased electricity, the electric energy storage unit, and the CHP unit,
among which renewable energy generation provides most of the electricity demand be-
tween the energy-consuming unit. When the output of renewable energy exceeds the
demand, P2G consumes a large amount of renewable energy output to improve the uti-
lization rate of renewable energy. The electric storage unit charges energy during off-peak
electricity pricing periods (23:00–7:00) and discharges stored energy output during peak
electricity pricing periods (12:00–14:00 and 19:00–22:00). MG1 and MG3 share electricity,
which reduces the power of external purchased electricity for MG2 and improves the
economic efficiency of the multi-microgrids operation.

Figure 11 indicates that the heat load is mainly met by hydrogen-blended GB, with the
shortfall mainly supplemented by the hydrogen-doped natural gas unit and heat pumps.

Figure 12 indicates that more hydrogen is utilized during the hydrogen blending
process, effectively leveraging the energy advantages of hydrogen and increasing its uti-
lization rate. The utilization of hydrogen energy does not produce carbon emissions
during combustion; therefore, the microgrid can mitigate the system’s carbon emissions by
hydrogen-doped natural gas.

In conclusion, the hydrogen-doped natural gas and two-stage P2G–CCS coupled oper-
ation strategy, which considers carbon emission constraints and carbon trading, as depicted
in this chapter, enhances the economic and environmental performance of multi-microgrid
operation.

7. Conclusions

This article proposes a cooperative optimization scheduling strategy for multi-microgrid
systems under the coupling operation of natural gas–hydrogen blending systems and
P2G–CCS, considering carbon trading and carbon emission constraints. Through setting
up simulation experiments, the following conclusions are drawn:

1. The introduced carbon trading mechanism is validated. Compared to fixed carbon
trading, carbon emissions decrease by 7.51% and total costs decrease by 8.57%. Com-
pared to no carbon trading mechanism, carbon emissions decrease by 18.41% and
total costs decrease by 10.32%. Regarding the establishment of P2G–CCS coupling
and hydrogen-doped natural gas units, carbon emissions decrease by 17.23% and
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total costs decrease by 9.17%, compared to scenarios without low-carbon equipment,
effectively reducing carbon emissions and operating costs.

2. The introduced P2G–CCS coupling operation and hydrogen-doped natural gas unit
models are validated. Compared to conventional models, the costs of the microgrid
decrease by 1176.09 (CNY), 4337.84 (CNY), and −251.4 (CNY), respectively, with car-
bon emissions also decreasing by 3201.24 kg, 2767.25 kg, and 1802.57 kg, respectively,
reducing the costs and carbon emissions of multi-microgrids.

3. This article proposes an optimization strategy, incorporating carbon emission con-
straints on the above basis. Through day-ahead and intraday scheduling, the ex-
perimental results show that, compared to the day-ahead stage, the total operating
costs of intraday stage scheduling under this strategy decrease by 5.32%, and carbon
emissions decrease by 17.61%, verifying the effectiveness of the strategy. Compared
to scenarios that do not consider carbon emission constraints, the total operating
costs of intraday stage scheduling under this strategy decrease by 2.46% and carbon
emissions decrease by 5.00%. Therefore, the synergistic effect of low-carbon policies
and low-carbon technologies on multi-microgrid optimization scheduling can further
tap into the emission reduction potential of microgrids, reducing the costs and carbon
emissions of multi-microgrid systems, and providing a pathway for the low-carbon
transformation of the power system.
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Nomenclature

Indices

t index of time slots.

i index of multi-microgrids.

T set of time slots.

Θ set of microgrids.

TS intraday optimization scheduling horizon.

τ index of intraday time slots.

k index of iterations of ADMM.

Parameters

Pccs
i,max maximum operating power of the CCS in microgrid i.

Pccssum
i,min /Pccssum

i,max minimum/maximum total power of the CCS in microgrid i.

ηC
i efficiency of the carbon capture equipment in microgrid i.

Eair
i,max maximum carbon emissions to the atmosphere by the units in microgrid i.

σc flue gas partition coefficients for CCS unit.

Eca
i,min/Eca

i,max
minimum/maximum volume of carbon dioxide provided by the liquid storage
unit in microgrid i.

MMEA molar mass of monoethanolamine.

θi conversion coefficient of the liquid storage unit in microgrid i.

CR concentration of monoethanolamine solution.

ρR density of the monoethanolamine solution.
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MCO2 molar mass of carbon dioxide.

ηEL
i conversion efficiencies of P2H processes in microgrid i.

ηH2G
i conversion efficiencies of methanation processes in microgrid i.

PEL
i,min/PEL

i,max
minimum/maximum electric power for electrolysis in the P2H process in
microgrid i.

PEL
i,d /PEL

i,up minimum/maximum climbing power in the P2H process in microgrid i.

ESTO
i,max maximum amount of carbon sequestration in microgrid i.

Pe,chp
i,max/Ph,chp

i,max
maximum electrical/heat power output of the hydrogen-blended CHP in
microgrid i.

λ
e,chp
i,min/λ

e,chp
i,max minimum/maximum ramp rate of the hydrogen-blended CHP in microgrid i.

QCH4 /QH2 heating value of CH4/H2.

Ph,gb
i,max maximum heat power output of the GB in microgrid i.

λ
h,gb
i,min/λ

h,gb
i,max minimum/maximum ramp rate of the GB in microgrid i.

ρH2 /ρCH4 the density of H2/CH4.

MH2 /MCH4 the molar mass of H2/CH4.

Dchp/Dgb/Dres carbon quota coefficient for CHP/GB/renewable energy.

aCO2 /bCO2 carbon emission coefficient for CHP/GB.

cCO2 carbon emission constant.

λe carbon emission conversion coefficient for purchased electricity.

χ base carbon emission price.

L/α carbon emission interval/carbon emission price growth rate.

ϕ carbon emission constraint coefficient.

ECO2
i,max

maximum carbon emissions in the day-ahead stage in microgrid i, without
considering carbon emission constraints.

λcur reduction in the cost of renewable energy.

MCH4
t natural gas unit price in period t.

MBUY
t /MSELL

t electricity purchase price/electricity selling price from the grid in period t.

η
hp
i the electrical-to-heat conversion efficiency of the HP in the microgrid.

Pe,hp
i,min/Pe,hp

i,max minimum/maximum electric power consumption of the HP in the microgrid i.

PBUY
i,max/PSELL

i,max maximum power purchase/sold from the main grid in microgrid i.

atr/bcut transfer load coefficient/reducible load coefficient.

Pi−j,max maximum power transfer between microgrid i and j.

λp penalty cost coefficient.

ρCO2 density of carbon dioxide.

ηH,c
i /ηH,d

i charging/discharging efficiency of the HSS in the microgrid i.

EH2
i,min/EH2

i,max minimum/maximum storage capacity of the HSS in the microgrid i.

EES
i,min/EES

i,max minimum/maximum storage capacity of the ES in microgrid i.

PES,c
i,max/PES,d

i,max maximum charging/discharging power of the ES in microgrid i.

PHS,c
i,max/PHS,d

i,max maximum charging/discharging power of the HS in microgrid i.

ηHS,c
i /ηHS,d

i charging/discharging efficiency of the HS in microgrid i.

εpri/εdual primal/dual residuals.

λi−j Lagrange multiplier.

(•)/(•̂) day-ahead/intraday variables.
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Variables

Pccs
i,t operating power of the CCS unit in microgrid i at time t.

Pb
i,t fixed power of the CCS unit in microgrid i at time t.

Pccssum
i,t total power of the CCS unit in microgrid i at time t.

Eccs
i,t amount of carbon dioxide absorbed by the CCS unit in microgrid i at time t.

Esum
i,t total carbon emissions from the units in microgrid i at time t.

Eair
i,t

amount of carbon dioxide emitted into the atmosphere by the units in
microgrid i at time t.

Eca
i,t

amount of carbon dioxide provided by the liquid storage unit in microgrid i
at time t.

EH2G
i,t

amount of carbon dioxide utilized for methanation from the CCS in microgrid
i at time t.

ESTO
i,t amount of carbon dioxide storage from the CCS in microgrid i at time t.

Vca
i,t

volume of carbon dioxide provided by the liquid storage unit installed in
microgrid i at time t.

VCR
i liquid storage unit capacity in microgrid i.

VF
i,t/VP

i,t reserves of the liquid storage units for storing rich/lean liquid in microgrid i.

VF
i,0/VP

i,0
initial reserves of the liquid storage units for storing rich liquid/lean liquid in
microgrid i.

VF
i,24/VP

i,24
final reserves of the liquid storage units storing rich liquid/lean liquid in
microgrid i.

PEL
i,t electric power consumed by electrolysis in microgrid i at time t.

PEL,H2
i,t hydrogen production power consumed by electrolysis in microgrid i at time t.

PH2G, out
i,t

methane production power of the methanation equipment in microgrid i at
time t.

PH2G, in
i,t

hydrogen consumption power of the methanation equipment in microgrid i at
time t.

EH2G,SUM
i,t amount of carbon dioxide consumed by P2G in microgrid i at time t.

Pe,chp
i,t /Ph,chp

i,t power generated by the CHP unit for electricity/heat in microgrid i at time t.

Pg,chp
i,t /Ph2,chp

i,t
power consumption of natural gas/hydrogen by the CHP unit in microgrid i
at time t.

Vg,chp
i,t /Vh2,chp

i,t
volume of natural gas/hydrogen consumed by the CHP unit in microgrid i at
time t.

Yh2,chp
i,t hydrogen blending ratio in microgrid i at time t.

Ph,gb
i,t power generated by the GB unit for heat in microgrid i at time t.

Pg,gb
i,t /Ph2,gb

i,t
power consumption of natural gas/hydrogen by the GB unit in microgrid i at
time t.

Vg,gb
i,t /Vh2,gb

i,t volume of natural gas/hydrogen consumed by the GB in microgrid i at time t.

Yh2,gb
i,t hydrogen blending ratio (by molar mass) in microgrid i at time t.

CCO2
i,t amount of carbon dioxide involved in carbon trading in microgrid i at time t.

E0
i,t carbon emission quota in microgrid i at time t.

ECO2
i,t carbon emissions of the microgrids in microgrid i at time t.

CECO2
i,t carbon trading cost in microgrid i at time t.

ECO2
i total carbon emissions of microgrid i.

CMG
i operating cost of microgrid i.

Ccur
i reduction in the cost of renewable energy generation in microgrid i.
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CCO2
i carbon emission cost of microgrid i.

CESS
i energy storage cost of microgrid i.

Cload
i load demand of cost microgrid i.

Cout
i external interaction costs of microgrid i.

Pcur
i,t reduction power of renewable energy in microgrid i at time t.

VBUY
i,t natural gas purchase quantity in microgrid i at time t.

VBUY
i,t natural gas purchase quantity of microgrid i in period t.

PBUY
i,t /PSELL

i,t purchased/sold power from the grid in microgrid i at time t.

Pre
i,t output power of renewable energy.

Pi−j,t/Pj−i,t
amount of electrical energy exchanged between microgrid i and j/microgrid j
and i in time period t.

Pe
i,t electrical load of microgrid i in the t-th time period.

PES,c
i,t /PES,d

i,t
charging/discharging power of the electrical energy storage system in
microgrid i in the t-th time period.

Pe,hp
i,t

electric power consumed by the heat pump in the i-th time period of the
microgrid i.

Ph
i,t heat load of microgrid i at time t.

Ph,hp
i,t heat power generated by the heat pump in microgrid i at time t.

PHS,c
i,t /PHS,d

i,t
charging/discharging power of the heat energy storage system in microgrid i
at time t.

Pg,BUY
i,t power of gas purchased externally in microgrid i at time t.

Pe,r
i,t actual renewable energy generation power.

Pe,r
i,t predicted renewable energy generation power.

σ2
i,t variance of renewable energy generation.

EH2
i,t energy storage capacity of the HSS in the i-th microgrid in the t-th time period.

uH,d
t /uH,c

t binary variables in HSS.

EES
i,t energy storage capacity in the ES of microgrid i in the t-th time period.

ηES,c
i /ηES,d

i charging/discharging efficiency of the ES in microgrid i.

uES,c
t /uES,d

t binary variables in ES.

EHS
i,t energy storage capacity in the HS of microgrid i in the t-th time period.

Pe,g
i,t /Pe,tr

i,t /Pe,cut
i,t fixed/transferable/reducible electrical load in microgrid i at time t.

Ph,g
i,t /Ph,tr

i,t /Ph,cut
i,t fixed/transferable/reducible heat load in microgrid i at time t.

ΔPe
i,τ

deviation between the actual and predicted electrical load values of microgrid
i at time t.

ΔPh
i,τ

deviation between the actual and predicted heat load values of microgrid i at
time t.

ρi(k) penalty parameter at the k-th iteration.

Acronyms

ADMM alternating direction method of multipliers.

CHP combined heat and power.

GB gas boiler.

HP heat pump.

ES/HS electric/heat energy storage.

HSS hydrogen energy storage.

MMG multi-microgrids.
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P2G power-to-gas.

CCS carbon capture system.

P2H power-to-hydrogen.
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Abstract: Photovoltaic (PV) power forecasting plays a crucial role in optimizing renewable energy
integration into the grid, necessitating accurate predictions to mitigate the inherent variability of
solar energy generation. We propose a novel forecasting model that combines improved variational
mode decomposition (IVMD) with the temporal convolutional network-gated recurrent unit (TCN-
GRU) architecture, enriched with a multi-head attention mechanism. By focusing on four key
environmental factors influencing PV output, the proposed IVMD-TCN-GRU framework targets
a significant research gap in renewable energy forecasting methodologies. Initially, leveraging the
sparrow search algorithm (SSA), we optimize the parameters of VMD, including the mode component
K-value and penalty factor, based on the minimum envelope entropy principle. The optimized VMD
then decomposes PV power, while the TCN-GRU model harnesses TCN’s proficiency in learning local
temporal features and GRU’s capability in rapidly modeling sequence data, while leveraging multi-
head attention to better utilize the global correlation information within sequence data. Through
this design, the model adeptly captures the correlations within time series data, demonstrating
superior performance in prediction tasks. Subsequently, the SSA is employed to optimize GRU
parameters, and the decomposed PV power mode components and environmental feature attributes
are inputted into the TCN-GRU neural network. This facilitates dynamic temporal modeling of
multivariate feature sequences. Finally, the predicted values of each component are summed to
realize PV power forecasting. Validation using real data from a PV station corroborates that the
novel model demonstrates a substantial reduction in RMSE and MAE of up to 55.1% and 54.5%,
respectively, particularly evident in instances of pronounced photovoltaic power fluctuations during
inclement weather conditions. The proposed method exhibits marked improvements in accuracy
compared to traditional PV power prediction methods, underscoring its significance in enhancing
forecasting precision and ensuring the secure scheduling and stable operation of power systems.

Keywords: photovoltaic power forecasting; gated recurrent units; minimum envelope entropy; VMD
decomposition; TCN

1. Introduction

As fossil energy is restricted by resource reserves and environmental problems, it has
become a consensus of global development to vigorously develop and efficiently utilize
renewable energy [1,2]. Because of data released by the national energy administration, for
solar power generation in China, the installed capacity is about 650 million kilowatts as of
the end of February 2024—a year-on-year increase of 56.9%. In the future, the proportion
of new energy installations will continue to increase, and the photovoltaic and other new
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energy industries will need to develop rapidly. It not only provides strong guarantees for
energy security but also injects new impetus into economic growth and the achievement of
carbon peaking and carbon neutrality goals.

However, photovoltaic power is distinguished by its unpredictability and instability,
posing significant disruptions to the regular functioning of extensive grid-connected solar
photovoltaic systems and presenting considerable hurdles to the power grid’s quality and
stability [3–5]. This fluctuation or intermittency is caused by several factors, i.e., humidity,
air pressure, irradiance, and temperature. When the meteorological factors change, large
power fluctuations at the power supply side are produced in the power system, bringing
operation risks to the active power balance and frequency regulation and affecting the
economy of the power system [6–8]. Thus, to alleviate the problem, accurate prediction
of PV power as the key technology is present. Meanwhile, it supplies guidance for unit
commitment, thereby reducing the power generation cost and strengthening the compet-
itiveness of photovoltaic energy in the electricity market. Hence, reliable photovoltaic
forecasting technology of the power system is crucial for the economical and safe operation
and photovoltaic field management.

Currently, numerous studied on photovoltaic power forecasting have been carried
out, and the forecasting approaches have been presented as time series [9–11], neural net-
works [12–14], support vector machines [15,16], Markov chain [17,18] and a combination
of corresponding methods [19–21]. As the scale of power plants continues to expand, the
amount of data produced by power plants has also exploded. In fact, due to the quantity
and quality of the source data of power plants, the traditional neural network photovoltaic
power forecasting model is restricted by not considering environmental factors [22], thereby
lacking reasonable utilization of complex sequence information. In addition, considering
the nonlinear change in photovoltaic power and multiple environment sequence infor-
mation, the convergence rate of the model slows down and overfitting appears with the
increase in network input variables [23–25]. At the same time, the accuracy of photovoltaic
power forecasting is also affected by time-varying factors [26,27]. Therefore, to guarantee
the feasibility of photovoltaic power forecasting, it is beneficial to fully analyze the impact
of environmental factors on the modeling of photovoltaic power forecasting. Moreover, the
long short-term memory (LSTM) network, as referenced in the literature [28,29], represents
a type of deep neural network. Within the framework of deep learning models, the LSTM
network stands out for its exceptional proficiency in addressing issues related to time series
forecasting, attributable to its distinctive architectural design. But, the LSTM architecture is
characterized by a higher parameter count compared to the GRU architecture. Specifically,
LSTM incorporates a greater number of gating units and parameters, resulting in increased
model complexity and computational demands. This elevated parameterization in LSTM
models may consequently lead to escalated training and inference costs. GRU has been
identified as a well-suited solution for managing and predicting the challenges associated
with extended time intervals and temporal delays within time series data. Its efficacy in
addressing such issues has led to widespread adoption across various industrial processes.
In addition, time series modeling has been studied and explored in terms of photovoltaic
power forecasting [30]. However, GRU network performance is greatly affected by pa-
rameters, and whether the model parameters are reasonable has a great influence on the
forecasting results [31,32].

Moreover, due to some random factors such as weather, there are many uncertainties
in the actual photovoltaic sequence. In addition, the photovoltaic power has non-stationary
and nonlinear characteristics, and a single forecasting model is insufficient to satisfy fore-
casting accuracy requirements. The hybrid forecasting model with a decomposition algo-
rithm effectively reduces the original photovoltaic sequence characteristics and has better
forecasting performance. There are familiar decomposition approaches which include the
variational mode, empirical mode [33], and wavelet decomposition [34]. Nevertheless,
the selection of base functions and thresholds is depended on the WD effect. EMD and
its derived methods lack a mathematical theoretical foundation due to endpoint effects.
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VMD can effectively suppress noise and is regarded as the most effective decomposition
technique. Nevertheless, intrinsic mode functions (IMFs) and the number of modes of
VMD have a remarkable effect on the decomposition effect.

The above methods provide inspiration and motivation for the proposed forecasting
strategy in this paper. However, the actual photovoltaic power is greatly interfered by the
external environment and has the characteristics of instability and obvious intermittent
fluctuation [35,36]. In addition, there are differences in photovoltaic power forecasting
models under different environments, and a single model cannot meet the actual production
needs. Moreover, the forecasting accuracy is directly affected by whether the selection of
forecasting model parameter is reasonable. Therefore, a novel hierarchical VMD-TCN-GRU
multi-head attention mechanism for photovoltaic power forecasting is present in this paper.
The main innovation points of this article are as follows:

(1) To decompose photovoltaic power, the variational mode decomposition method is
used. Meanwhile, the optimal mode and penalty factor are searched based on the
minimum envelope entropy to enhance the adaptability of the variational mode
decomposition algorithm.

(2) Different TCN-GRU models are constructed for different PV modal components
decomposed via the improved variational mode decomposition algorithm, and the
main environmental factors, for example, atmospheric pressure, air temperature, solar
irradiance, and component temperature, are considered as TCN-GRU model inputs.

(3) According to the SSA, the hidden layer neural element number, training frequency,
and learning rate parameters that have a significant impact on network performance
were optimized. The forecasting results under multiple photovoltaic modes are
integrated to obtain better photovoltaic power forecasting. Finally, for the proposed
forecasting strategy, the photovoltaic power of the actual power plant is applied to
illustrate the feasibility.

The remaining parts of this article include Section 2, which is dedicated to the de-
tailed exposition of the methodology employed in our study, elucidating the theoretical
framework and computational techniques utilized in our research investigation. Section 3
comprehensively describes the simulation results derived from the application of the
proposed methodology, presenting empirical data and analysis to support our research
findings. In Section 4, a rigorous discussion is conducted to evaluate and interpret the sig-
nificance of the obtained results, thereby validating the rationality of our research approach
and its implications for the field of study. Finally, the conclusions drawn from our research
endeavor are summarized in Section 5, encapsulating the key findings, implications, and
potential avenues for future research exploration.

2. Materials and Methods

2.1. TCN Network

The TCN represents a convolutional neural network architecture tailored for ad-
dressing time-series problems, integrating dilated causal convolution (DCC) and residual
connection (RC) mechanisms. This architecture effectively captures the interdependencies
between data points, facilitating subsequent predictions.

Dilated convolution, a key component of TCN, expands the receptive field by selec-
tively skipping portions of the input. By adjusting the dilation factor, dilated convolution
modulates the size of the receptive field, enabling the network to flexibly control the histor-
ical information incorporated into the output. In the context of one-dimensional sequential
data x ∈ Rn and filters f : {0, 1, · · · , k− 1} → R , the convolutional kernel, characterized
by filter coefficients k and dilation factor d, extends the receptive field. The operation of
dilated convolution is expressed as follows:
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F(x) =
k−1

∑
i=0

f (i) · xs−d·i (1)

where d denotes the dilation factor; s− d · i represents historical data in the input sequence;
and k stands for the filter coefficient [37].

The dilated causal convolution, as illustrated in Figure 1, reveals that the receptive field
size of a point Yt in the output sequence is modulated via k and d. Importantly, the output
at a given point is influenced solely by the preceding historical data. The TCN architecture
employed in this study utilizes dilated causal convolutions with dilation factors d set to
1, 2, 4, and 8 and a filter coefficient k of 3, as depicted in Figure 2. By flexibly adjusting
the receptive field, the model comprehensively considers temporal features within the
power data. Tailoring the memory length of output nodes based on varying input time
scales effectively addresses the issue of historical data neglect observed in traditional
methods. This adaptability proves advantageous, particularly in the context of short-term
photovoltaic forecasting.

 

ty−ty−tyy y y

tx−tx−txx x x

=d

=d

=d

Figure 1. Structure diagram of dilated causal convolution network.

The residual connection has been demonstrated as an effective approach in train-
ing deep neural networks, enabling the network to propagate information across layers.
The construction of a residual block to replace a single convolutional layer is depicted
in the following Figure 2. A residual block comprises two convolutional layers and non-
linear mapping, with WeightNorm and Dropout incorporated at each layer for network
regularization.
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Figure 2. TCN residual unit structure diagram.

2.2. TCN-GRU

The traditional GRU network architecture represents a specialized form of recurrent
neural network (RNN) models, offering an optimized alternative based on the LSTM
network structure. While maintaining comparable network accuracy, the GRU achieves
simplification of unit complexity by adjusting the structures of the input gate, forget gate,
and output gate within the LSTM computational framework. Notably, the integration of
the LSTM forget gate and input gate into a unified update gate contributes to a reduction
in the model’s learning and training duration, enhancing overall computational efficiency.
In the GRU unit structure, the reset gate regulates the proportion of historical moment
memory values entering the output gate, while the update gate determines the quantity
of retained historical moment memory information, thereby governing the state update
of the hidden layer. The unit structure is illustrated in Figure 3. This optimization in unit
architecture exemplifies the GRU’s ability to streamline computational complexity while
preserving the essential memory dynamics, showcasing its potential for expedited learning
and improved operational efficiency compared to conventional LSTM models.
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Figure 3. Structure diagram of GRU.

The expressions for each gate function are as follows:

rt = σ(Urht−1 + Wrxt + br), (2)

zt = σ(Uzht−1 + Wzxt + bz), (3)

ĥt = tanh[Whxt + Uh(rt � ht−1) + bh], (4)

ht = (1− zt)� ht−1 + zt � ĥt−1 (5)

where ht−1 represents the model’s output at the previous time step; xt denotes the input at
time t; σ(·) signifies the activation function, typically modeled as the sigmoid function; rt
and zt denote the reset gate and update gate, respectively; ht signifies the state output of the
model at time t; W and U represent weight matrices; tanh denotes the hyperbolic tangent
function; � represents the Hadamard product between two matrices; and b signifies the
bias terms for each input [38].

In the temporal convolutional network, the application of DCC allows TCN to possess
a larger receptive field with fewer layers, enabling it to process longer historical data. The
DCC utilizes an activation function and undergoes weight normalization and regularization
operations. Meanwhile, the RC ensures stability in TCN by employing skip connections
from the input to the output, especially in deeper TCN architectures.

The gated recurrent unit, distinct from traditional RNNs, introduces changes to the
hidden layer architecture, incorporating memory cells, an update gate, and related gates.
GRU determines when to update memory cells with candidate values through the update
gate. Compared to one-dimensional convolutional neural networks (CNNs), TCN, due to
its use of DCC and RC, can process longer historical data with increased stability. Therefore,
TCN is selected for high-dimensional feature extraction from input data. For time series
prediction, GRU demonstrates performance almost equivalent to LSTM but with faster
training speeds, justifying its selection for sequence prediction tasks. In summary, this
paper proposes a PV power prediction framework, VMD-TCN-GRU, based on VMD and
incorporating TCN and GRU components. The workflow involves initial data preprocessing
steps such as data cleaning and standardization, followed by the application of VMD
decomposition to the processed data. Subsequently, the individual VMD modes are input
into TCN residual blocks for high-dimensional feature extraction. Finally, the output from
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the TCN residual blocks is fed into the GRU network for prediction, yielding the final
forecast results.

2.3. Multi Head Attention Mechanism

While the GRU demonstrates excellent performance in sequence prediction tasks,
it is not immune to the issue of error accumulation. Photovoltaic power data, being
continuous over time, are subject to considerable uncertainty due to external environmental
factors and unforeseen events. The impact of abrupt data changes amplifies errors over
multiple time steps during training, leading to suboptimal prediction outcomes. Attention
mechanisms, capable of adaptively capturing global dependencies within the data, offer the
advantage of focusing not only on the information at the current position in the sequence
but also on information at other positions. However, attention mechanisms necessitate
the computation of weight relationships between each sequence, leading to significant
computational resource requirements, especially when dealing with long sequences.

To address these challenges, this paper introduces a novel structure called a multi-head
attention gated recurrent unit (MAGRU), combining the strengths of GRU and multi-head
attention mechanisms. The MAGRU structure is presented in Figure 4. In this approach, a
sliding window is introduced at the position of the GRU output hidden state ht, aggregating
the information from the preceding m time steps into a new sequence. Here, h denotes
the dimensionality of the hidden state ht. Subsequently, multiple sets of learnable weight
matrices WQ

i , WK
i , and WV

i ∈ Rh×d are introduced for each head, serving as Query, Key, and
Value matrices, respectively, where i represents the group index, and d is the dimensionality
of the attention mechanism. The calculations for the Query, Key, and Value matrices are
formulated as follows [39]:

Qi = HWq, Ki = HWk, Vi = HWv (6)

−khh kh ph

atth

tX tk-X tkX tpX

Figure 4. Diagram of multi-head attention GRU.

For each hidden state at time step t, use the Query, Key, and Value matrices to calculate
its attention weight. The formula is as follows:

Attentioni(Qi, Ki, Vi) = softmax(
QiKT

i√
da

)Vi (7)

where
√

da is used to scale the size of the inner product and avoid the input of the softmax
function being too large or too small [40]. Concatenate the output vectors of multiple
attention heads to obtain matrix Z:

Z = concat(Attention1, . . . , Attentioni). (8)
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Perform a linear transformation on matrix Z to obtain attention score output hatt as follows:

hatt = Z ·W ∈ Rm×h (9)

where W is a learnable weight matrix. hatt will participate in training as the hidden state of
the input for the next time step GRU [41].

Finally, the obtained output is passed on to a feedforward neural network FNN to
adjust its dimension and obtain the temporal feature HT ∈ RQ×N×D of PV power data.

2.4. Forecasting Modeling Based on Improved TCN-GRU

Since the actual photovoltaic power system is characterized by instability and in-
termittent fluctuations, to guarantee the precision and feasibility for photovoltaic power
forecasting, an improved TCN-GRU network forecasting framework is proposed, as shown
in Figure 5. Firstly, the photovoltaic power is decomposed using VMD, and the penalty
factor and decomposition mode number of VMD are determined according to the mini-
mum envelope entropy principle. Subsequently, daily environmental data and photovoltaic
power data are utilized as TCN-GRU network inputs. In addition, the TCN-GRU is es-
tablished for photovoltaic power forecasting under different modal components, and the
network parameters are optimized using the SSA algorithm. Finally, to obtain final pho-
tovoltaic power forecasting, the forecasting results of the SSA-TCN-GRU model under
different modal components are reconstructed.

Figure 5. The framework of improved TCN-GRU network forecasting.

2.5. Improved Variational Modal Decomposition
2.5.1. Preliminary of VMD

The original photovoltaic power sequence is decomposed to obtain the separation of
stationary series and non-stationary series, reduce the randomness and non-stationary of
photovoltaic power, and decrease the interference in the forecasting process. The VMD
represents a variational approach rooted in the amalgamation of frequency mixing, Hilbert
transform, and classical Wiener filter methodologies. Distinguished by its non-recursive
nature and adaptive signal processing capabilities, VMD emerges as a robust method for
addressing signal decomposition challenges. Thus, original photovoltaic power signal
f (t) is decomposed through the VMD algorithm into k discrete photovoltaic power mode
uk(t), that is, the signal is decomposed into a limited number of mode components with
different IMFs. Compared to empirical mode decomposition, the endpoint effects and
modal aliasing problems are overcome using the VMD method.

The specific construction steps are present as follows:

1. For each mode function, through Hilbert transform, the analytic signal uk(t) is ob-

tained to acquire its unilateral spectrum [δ(t) + j
πt ] ∗ uk(t);
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2. The frequency spectrum for each mode uk(t) is modulated to the corresponding

base band [(δ(t) + j
πt ) ∗ uk(t)]e−jωkt by mixing the exponential terms e−jωkt of its

corresponding center frequency ωk;
3. Through the Gaussian smoothness of the demodulation signal, for each mode signal,

the bandwidth is estimated, and the constrained variational problem is obtained.

The extended Lagrange expression is as follows [42]:⎧⎪⎨⎪⎩
min

{uk},{ωk}

{
∑k

k=1 ‖∂t

[(
δ(t) + 1

πt

)
∗ uk(t)

]
e−jωkt‖2

2

}
s.t.∑

k
uk = f

. (10)

By introducing Lagrange multiplication operator λ and quadratic penalty factor α, an
augmented Lagrange expression is present whereby the constrained variation is converted
to the unconstrained one, as follows:

L({uk}, {ωk}, λ) = α∑
k
‖∂t

[(
δ(t) + j

πt

)
∗ uk(t)

]
e−jωkt‖2

2

+‖ f (t)−∑
k

uu(t)‖2

2
+

〈
λ(t), f (t)−∑

k
uk(t)

〉 . (11)

The solution of each mode function is as follows:

ûn+1
k (ω) =

f̂ (ω)− ∑
i �=k

ûi(ω) +
λ̂(ω)

2

1 + 2α(ω−ωk)
2 . (12)

The solution of the center frequency for each mode is as follows:

ωn+1
k =

∫ ∞
0 ω|ûk(ω)|2dω∫ ∞

0 |ûk(ω)|2dω
. (13)

λ is updated as follows:

λ̂n+1
k (ω)← λ̂n(ω) + τ

(
f̂ (ω)−∑

k
ûn+1

k (ω)

)
. (14)

Determine whether the termination condition is met.

∑
k
‖ûn+1

k − ûn
k ‖

2
2

/
‖ûn

k ‖2
2 < ε. (15)

The specific flow of the VMD algorithm is shown in Algorithm 1. Compared to EMD,
VMD has a strict mathematical model and often has better robustness in dealing with noise.
VMD not only effectively decomposes various harmonics but also does not consider the
relative amplitude between harmonics and the distance between their respective center
frequencies during mode separation. Moreover, the VMD method has high decomposi-
tion accuracy, fewer decomposition layers and no mode aliasing [43]. For photovoltaic
power, it can be used as an effective means to accurately decompose the various frequency
components, which is conducive to photovoltaic power forecasting under unstable and
intermittent fluctuation conditions.
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Algorithm 1 The process of the VMD algorithm.

Complete Optimization of VMD
Initialize

{
û1

k
}

,
{

ω1
k
}

,
{

λ̂1
k
}

, n ← 0
Repeat
n← n + 1
for k = 1: K do
Update ûk for all ω ≥ 0:

ûn+1
k (ω)←

f̂ (ω)−∑
i<k

ûn+1
i (ω)−∑

i>k
ûn

i (ω)+ λ̂n (ω)
2

1+2α(ω−ωn
k )

2

Update ωk:

ωn+1
k =

∫ ∞
0 ω|ûn+1

k (ω)|2dω∫ ∞
0 |ûn+1

k (ω)|2dω

end for
Dual ascent for all ω ≥ 0:

λ̂n+1
k (ω)← λ̂n(ω) + τ

(
f̂ (ω)−∑

k
ûn+1

k (ω)

)
Until convergence: ∑

k
‖ûn+1

k − ûn
k ‖

2
2

/
‖ûn

k ‖2
2 < ε

2.5.2. VMD with Minimum Envelope Entropy

In fact, decomposition mode number k has a certain degree of impact on the decom-
position effect of VMD. Moreover, in multiple IMFs, mode overlap occurs when the same
component appears if the k is big. On the contrary, in the same IMF, there are multiple
components. So far, the empirical value has been used by most mode classification studies.
To solve this problem, envelope entropy is introduced to search for the optimal mode
number k and equilibrium factor, and an improved VMD is proposed. The detailed steps
for IVMD are presented:

Step 1: Input the signal x(i) (i = 1, 2, . . . , N) into IVMD model.
Step 2: Initialize parameters; let k = 2. In addition, IVMD is performed.
Step 3: Calculate the envelope entropy, which is represented as Equation (16), and de-

termine whether it meets the condition of minimum envelope entropy under the condition
of meeting the error limit. ⎧⎪⎪⎨⎪⎪⎩

Ep = − N
∑

i=1
pi logpi

pi = a(i)/
N
∑

i=1
a(i)

(16)

where the entropy value of pi is the envelope entropy Ep, and N is the number of sampling
points. Decomposed using VMD after Hilbert demodulation, a(i) is the envelope signal of
k mode components; pi is the probability distribution sequence [44].

Step 4: Stop decomposition and obtain k when the condition is reached. Otherwise,
k = k + 1, until the condition is satisfied.

2.6. GRU Optimization Using SSA

The forecasting performance according to the GRU network is greatly affected by its
parameters. To fully demonstrate the effectiveness of GRU, a GRU model is established for
each mode component, respectively. In addition, the number of hidden layer neurons is
optimized through the SSA, training times, and the learning rate for GRU network model
parameters. The SSA originates from the anti-capture and foraging behavior.

(1) The position Xt+1
i,j of the founder is updated as follows:

Xt+1
i,j =

{
Xt

i,j exp(−i/α · itermax) , R2 < ST

Xt
i,j + Q · L , R2 ≥ ST

(17)
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where itermax represent the maximum number of iterations and t denotes the current
iteration number. The position of the ith sparrow in dimension j is represented by
Xt

i,j; the range of j is {1, 2, · · · , d}. Additionally, ST ∈ [0.5, 1] and R2 ∈ [0, 1] refer to
the security threshold and alarm value, respectively. A random number α ∈ (0, 1] is
utilized in the algorithm, and L(1× d) is a complete matrix with all elements equal
to 1. A normally distributed random number, denoted as Q, signifies the absence
of predators, prompting the finder to engage in wide-area search mode when the
condition R2 < ST is met. Conversely, if there is impending danger R2 > ST, all
sparrows swiftly relocate to alternative safe locations [45].

(2) The position of the joiner sparrow is expressed as follows:

Xt+1
i,j =

⎧⎨⎩ Q · exp
(
(Xworst − Xt

i,j)/i2
)

, i > n/2

Xt+1
p +

∣∣∣Xt
i,j − Xt+1

p

∣∣∣ · A+ · L, others
(18)

where Xworst denotes the global worst position, Xp represents the optimal position
of the current discoverer, and a 1xd matrix A is defined with elements randomly
assigned 1 or −1: A+ = AT(AAT)−1. The condition where i > n/2 indicates that the
participant with poor fitness is at a heightened risk of starvation [46].

(3) Assuming that 10%–20% of the sparrow population perceives danger and promptly
relocates to a safe area, the guard position Xt+1

i,j is determined as follows:

Xt+1
i,j =

⎧⎪⎪⎨⎪⎪⎩
Xt

best + β ·
∣∣∣Xt

i,j − Xt
best

∣∣∣, fi > fg

Xt
i,j + K ·

(∣∣∣Xt
i,j−Xt

worst

∣∣∣
( fi− fw)+ε

)
, fi = fg

(19)

where β follows a normal distribution with mean 0 and variance 1, representing
a random number for the step control parameter. Other variables include Xbest as
the global optimal position; K ∈ [−1, 1] as the step control parameter, denoting
the direction of sparrow movement; fg as the global optimal fitness value; fi as
the fitness value of individual sparrows at the current step; and fw as the global
worst fitness value. To prevent division by zero, ε is introduced as a minimum
constant. In addition, sparrows located at the edges of the population face increased
vulnerability to predators when fi > fg. Conversely, sparrows positioned in the
middle of the population effectively communicate the awareness of danger to other
sparrows, thereby reducing the risk of predation under the condition fi = fg [47].

In the context of optimizing the parameters of a GRU using the SSA, a systematic
procedure is outlined as follows:

Step 1: Initialization of parameters
The initial steps involve setting up the number of iterations, determining the ratio of

predators within the population, and initializing the population size.
Step 2: Fitness evaluation and sorting
Subsequently, the fitness value of each individual sparrow is computed, and the

population is sorted in descending order based on their fitness values.
Step 3: Update of discoverer’s location
The position of the discoverer, representing the sparrow with the optimal fitness value,

is then updated according to the SSA algorithm.
Step 4: Update of joiner’s location
Similarly, the location of the joiner, denoting a sparrow seeking to improve its fitness

by joining the discoverer, is adjusted based on the algorithm’s principles.
Step 5: Update of vigilant position
The vigilant position, indicating a sparrow aware of potential danger, is updated in

accordance with the algorithm’s specifications.
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Step 6: Fitness calculation and position update
The fitness value of the sparrows is recalculated, and their positions are updated

iteratively to enhance the optimization process.
Step 7: If the stop conditions is met, the command output is displayed. Otherwise,

repeat Step 2 to Step 6.

2.7. IVMD-SSA-TCN-GRU-Based Photovoltaic Power Forecasting Strategy

Since the intermittent fluctuation and instability characteristics for photovoltaic power,
the photovoltaic power time series are firstly decomposed into different modes, and then
a TCN-GRU model optimized using the SSA is established for each mode. Furthermore,
the forecasting results for each mode are integrated to achieve power forecasting. Figure 6
presents the flowchart of the IVMD-SSA-TCN-GRU photovoltaic power forecast, and the
specific forecasting steps are demonstrated as follows.

Figure 6. The flowchart of IVMD-SSA-TCN-GRU photovoltaic power forecasting.

Step 1: Select the environment information as the model input.
Step 2: Use the IVMD method to decompose the original photovoltaic power sequence

and obtain the k components.
Step 3: Firstly, set the parameter range (number of learning rate η, training times E,

and hidden layer neurons H), search range of sparrow population size N, and maximum
number of iterations M. Moreover, set the mean square error as an objective function for
the optimization algorithm. Furthermore, set up the coupling model of SSA-TCN-GRU.

Step 4: Establish SSA-TCN-GRU forecasting models for each component and obtain k
forecasting models.

Step 5: Add the corresponding forecasted values of k forecasting models to obtain the
forecasting result of photovoltaic power.
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3. Results

To illustrate the feasibility of the photovoltaic power forecasting strategy proposed
for a photovoltaic power station in China, the historical photovoltaic power data are used
for case study analysis. Photovoltaic datasets with different weather conditions (sunny,
cloudy, and rainy) were selected with 864 samples, of which the first 605 were used for
training and the last 259 were used for forecasting. The sampling interval was 5min, and
the installed capacity of the photovoltaic field was 603 MW.

3.1. Data Processing

Since PV power and meteorological data contain outliers and missing values, the data
error interference affects the accuracy of the models. Therefore, data reconciliation was
used to clean the data, eliminate outliers, and fill in missing values [48,49].

Due to the difference in dimensionality of data for different variables, the data were
standardized to ensure normal calculation.

x̃(i) =
x(i)− xmin

xmax − xmin
(20)

where x(i) is the sample of the original photovoltaic sequence or meteorological sequence;
x̃(i) represents the normalized processed sequences, which are in [0, 1]; and for the sample
data, xmax and xmin are the maximum and minimum value of the sample data, respectively.

3.2. Evaluation Index of Forecasting Model

As forecasting evaluation indexes, MAE and RMSE are utilized to quantitatively
analyze the forecasting performance and generalization ability of the model.

RMSE =

√√√√ 1
N

N

∑
i=1

(yi − ŷi)
2 (21)

MAE =
1
N

N

∑
i=1
|yi − ŷi| (22)

where N is the testing sample; yi is the true data of photovoltaic power; ŷi is the forecasting
result of photovoltaic power; and for the actual photovoltaic power, y is the average value.

3.3. Simulation Analysis

In addition, air temperature, irradiance, air pressure, and module temperature as well
as historical photovoltaic power are determined as the IVMD-TCN-GRU forecasting model
inputs. For predetermined parameters K and α, to solve the problem in the traditional
VMD algorithm, an adaptive IVMD algorithm is proposed based on envelope entropy.
Moreover, the non-stationary and nonlinear characteristics are decomposed for photovoltaic
power. Figure 7 illustrates the iterative process of envelope entropy values under different
weather conditions, and the optimal parameter combination and corresponding minimum
envelope entropy obtained from this are shown in Table 1. The decomposition results of
photovoltaic power corresponding to the optimal K value under various weather conditions
are shown in Figure 8. The IMF indicates that sub modes are obtained after photovoltaic
power decomposition. The different modes after VMD decomposition not only have
stronger stationarity, but also maintain the trend characteristics of original photovoltaic
data well. Considering the chaotic nature of photovoltaic weather processes and the
nonlinear relationship between photovoltaic weather and output photovoltaic power, TCN-
GRU photovoltaic power forecasting models are established for each mode component
decomposed using IVMD. In addition, to acquire the forecasted photovoltaic power, the
forecasted output of each model is added. The five hyperparameters of the model are
determined, that is, the number of hidden layers is 1, the dimension of the input layer is
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24, the time step of the input layer is 10, the dimension of the output variable is 1, and the
dimension of each hidden layer is 10. Finally, Figure 9 presents the experimental results of
photovoltaic power prediction based on IVMD-TCN-GRU.

 
(a) (b) 

 
(c) 

Figure 7. Envelope entropy iteration process. (a) Envelope entropy on sunny days. (b) Envelope
entropy on cloudy days. (c) Envelope entropy on rainy days.

Table 1. The optimal parameters of IVMD.

Weather Types Minimum Envelope Entropy K α

Sunny day 4.6712 3 925
Cloudy day 5.5301 6 59
Rainy day 5.4925 7 93
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(a) 

(b) 

Figure 8. Cont.
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(c)

Figure 8. Photovoltaic power in IVMD decomposition. (a) Photovoltaic power IVMD decomposition
on sunny days. (b) Photovoltaic power IVMD decomposition on cloudy days. (c) Photovoltaic power
IVMD decomposition on rainy days.

Taking photovoltaic power in sunny days as an example, the comparative experimental
results of TCN-GRU, IVMD-TCN-GRU, and IVMD-SSA-TCN-GRU are shown in Figure 10.
In addition, in Table 2, RMSE, MAE, time consumption are evaluated to quantitatively
compare the performance for each model. It can be observed that, in comparison with TCN-
GRU, RMSE and MAE of the IVMD-SSA-TCN-GRU forecasting strategy are reduced by
34.1% and 36.3%, respectively. This is because non-stationary and nonlinear characteristics
of photovoltaic power are weakened by photovoltaic power decomposition. Compared
with the IVMD-TCN-GRU model, RMSE and MAE decrease by 16.7% and 5.2%, respectively.
Because the optimal parameter combination is matched using the SSA for the TCN-GRU
network, it can better preserve the original information when processing high-dimensional
data, reduce the original data sequence complexity, alleviate the time delay characteristics
and the fluctuation range. It can achieve higher accuracy than other single methods. In
general, the IVMD-SSA-TCN-GRU forecasting model shows stronger forecasting ability
and higher forecasting accuracy.

367



Electronics 2024, 13, 1837

 
(a) 

 
(b) 

 
(c) 

Figure 9. IVMD-TCN-GRU forecasting results. (a) Comparison diagram on sunny days. (b) Compari-
son diagram on cloudy days. (c) Comparison diagram on rainy days.

Table 2. Forecasting errors of the IVMD-SSA-TCN-GRU method.

Evaluation Indexes TCN-GRU IVMD-TCN-GRU IVMD-SSA-TCN-GRU

RMSE 1.7479 1.3832 1.152
MAE 1.4819 0.9968 0.94461
Time 0.0141 0.0132 0.0047

368



Electronics 2024, 13, 1837

 
(a) (b) 

 
(c) 

Figure 10. Comparison of photovoltaic power forecasting on sunny days. (a) The iteration of SSA-
TCN-GRU on sunny days. (b) Photovoltaic power forecasting on sunny days. (c) The forecasting
error on sunny days.

Moreover, the EMD-SSA-TCN-GRU and IVMD-SSA-Elman models are used as com-
parisons to verify the superiority under the conditions of cloudy and rainy days with large
fluctuations in photovoltaic power. Figure 11 shows the forecasting results with cloudy
conditions; under rainy conditions, the forecasting results are illustrated in Figure 12. The
performance indexes of the different approaches are exhibited in Table 3. The proposed
forecasting model has certain improvement in both RMSE and MAE, verifying the good ef-
fect of preserving environmental characteristics on photovoltaic weather type classification
and model establishment. Meanwhile, VMD is applied to decompose photovoltaic power,
and a forecasting model is set up for each mode before reconstruction, reducing amount of
data and shortening the forecasting time. The proposed model has stronger forecasting
ability and higher forecasting accuracy compared with other models. Moreover, compared
with the EMD-SSA-TCN-GRU forecasting model, for the IVMD-SSA-TCN-GRU forecasting
model, RMSE and MAE are reduced by 37.1% and 27.8%. The reason is that IVMD has
better decomposition performance and is more suitable for decomposing and forecasting
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photovoltaic power. Compared with IVMD-SSA-Elman, RMSE and MAE declined by 55.1%
and 54.5%, respectively; due to issues when dealing with time series problems, the TCN-
GRU network has better performance. Table 4 presents the performance metrics of the novel
method proposed in this study alongside the approaches WOA-BiLSTM-Attention [50],
LSTM-TCN [51], and CNN-GRU [52] in scenarios characterized by rainy conditions and
substantial fluctuations in photovoltaic power generation. Our findings reveal that the
proposed method outperforms the existing techniques in terms of predictive accuracy and
dependability, as evidenced by the lower MAE and RMSE values obtained by our model.

  
(a) (b) 

 
(c) 

Figure 11. Comparison of photovoltaic power forecasting in cloudy days. (a) The iteration of SSA-
TCN-GRU in cloudy days. (b) Photovoltaic power forecasting on cloudy days. (c) The forecasting
error on cloudy days.
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(a) (b) 

 
(c) 

Figure 12. Comparison of photovoltaic power forecasting on rainy days. (a) The iteration of SSA-
TCN-GRU on rainy days. (b) Photovoltaic power forecasting on rainy days. (c) The forecasting error
in rainy days.

Table 3. The forecasting errors of different models.

Weather
Type

Model MAE RMSE

Sunny day
IVMD-SSA-Elman 2.32 4.17

EMD-SSA-TCN-GRU 2.17 3.76
IVMD-SSA-TCN-GRU 1.98 3.41

Cloudy day
IVMD-SSA-Elman 3.07 4.84

EMD-SSA-TCN-GRU 2.74 4.82
IVMD-SSA-TCN-GRU 2.71 4.66

Rainy day
IVMD-SSA-Elman 5.01 8.15

EMD-SSA-TCN-GRU 3.16 5.82
IVMD-SSA-TCN-GRU 2.28 3.66
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Table 4. The forecasting errors of different models on rainy days.

Method MAE RMSE

IVMD-SSA-TCN-GRU 2.28 3.66
WOA-BiLSTM-Attention 2.45 3.73

LSTM-TCN 2.56 3.91
CNN-GRU 2.71 4.14

4. Discussion

The present study introduces a novel hierarchical approach to photovoltaic power
forecasting that integrates IVMD into the TCN-GRU framework, further enhanced by a
multi-head attention mechanism. This integration aims to tackle the inherent complexities
and variabilities in PV power generation, which are significantly influenced by environ-
mental factors. Our findings underscore the effectiveness of combining advanced signal
processing techniques with deep learning models to improve the accuracy of PV power
forecasts, which are crucial for the efficient management and integration of solar energy
into the power grid.

The use of IVMD, optimized using the SSA, for the decomposition of PV power data
marks a significant advancement in the preprocessing stage of forecasting [53–55]. This
methodological choice allows for a refined extraction of the intrinsic modes within the
power generation data, facilitating a more detailed and accurate analysis of the power
output fluctuations. The optimization of the modal components and penalty factors through
the SSA not only enhances the decomposition process but also tailors it specifically to the
characteristics of the PV power data, thereby maximizing the relevance and efficiency of
the subsequent forecasting model.

The core of our forecasting model combines the strengths of TCN and GRU, augmented
with a multi-head attention mechanism [56–58]. This design leverages the TCN’s capability
to extract local feature patterns within time series data and the GRU’s proficiency in
capturing long-term dependencies, addressing two critical aspects of time series forecasting.
The addition of a multi-head attention mechanism further elevates the model’s performance
by enabling a dynamic focus on the most relevant features across the time series, thereby
improving the accuracy and reliability of the forecasts. This integration not only harnesses
the individual strengths of these components but also mitigates their limitations, illustrating
the synergistic potential of hybrid modeling approaches in complex forecasting tasks.

Incorporating environmental factors into the model represents a holistic approach
to forecasting, acknowledging the significant impact of external variables on PV power
output. This inclusion ensures that the model captures not only the internal dynamics of
the time series data but also the influence of external conditions, providing a comprehen-
sive framework for forecasting. The empirical validation of the model using real-world
data from a PV station demonstrates its superior performance compared to traditional
forecasting methods, highlighting its practical significance and potential impact on the
energy sector.

However, the sophistication and computational demands of our proposed model
pose challenges for real-time application and scalability. Future research could focus on
optimizing the model’s efficiency and exploring the feasibility of real-time forecasting,
potentially broadening its applicability and utility in operational settings. Moreover, in-
vestigating the model’s performance across diverse geographical locations and under
varying environmental conditions would be invaluable, further affirming its robustness
and adaptability. Firstly, integrating multiple components, such as the IVMD, TCN, and
GRU, requires careful design and optimization to ensure the seamless functioning of the
overall architecture. Coordinating the interactions between these components and fine-
tuning hyperparameters can be a non-trivial task that demands computational resources
and expertise. Moreover, validating the performance of the proposed model involves ad-
dressing issues related to data quality, model interpretability, and generalizability. Ensuring
the robustness of the model across different datasets, geographic locations, and weather
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conditions requires rigorous testing and validation procedures. Additionally, interpreting
the results of the forecasting model and identifying the factors influencing its predictions
can be challenging, especially when dealing with complex neural network architectures
and attention mechanisms. Furthermore, the scalability and computational efficiency of the
proposed model may present practical challenges, particularly when deploying the fore-
casting system in real-world applications with stringent latency and resource constraints.
Optimizing the algorithm for efficient inference and deployment on various platforms
while maintaining high forecasting accuracy is a critical consideration in operationalizing
the proposed approach.

In conclusion, this study contributes a significant advancement to the field of PV power
forecasting by proposing a comprehensive and integrative model that adeptly addresses
the complexities of solar power generation. The innovative combination of IVMD, TCN-
GRU, and a multi-head attention mechanism not only showcases the potential of hybrid
models in enhancing forecast accuracy but also sets a foundation for future research aimed
at optimizing and expanding the applicability of advanced forecasting techniques in the
renewable energy sector.

5. Conclusions

In this study, we proposed a novel hierarchical forecasting model for PV power based
on a multi-head attention mechanism integrated with VMD, TCN, and GRU. Through
extensive experimentation and validation using real-world PV power data, we have drawn
several important conclusions regarding the effectiveness and applicability of our pro-
posed model.

(1) Our results demonstrate that the integration of VMD, TCN, GRU, and a multi-head
attention mechanism significantly improves the accuracy and reliability of PV power
forecasting compared to traditional methods. By leveraging VMD for signal decom-
position and TCN-GRU for dynamic time series modeling, our model effectively
captures both local temporal features and long-term dependencies in the data, leading
to more precise predictions.

(2) The incorporation of a multi-head attention mechanism enables our model to exploit
global contextual information in the time series data, further enhancing its forecasting
performance. The attention mechanism allows the model to dynamically weigh the
importance of different input features, thereby improving the utilization of relevant
information for prediction.

(3) The optimization of VMD parameters using the SSA and the fine-tuning of GRU
parameters contribute to the overall effectiveness of our proposed model. The opti-
mization process ensures that the model is able to adapt to the specific characteristics
of the input data, thereby improving its generalization capability and robustness.

Overall, our study highlights the importance of incorporating advanced machine
learning techniques and considering environmental factors in PV power forecasting. The
proposed hierarchical VMD-TCN-GRU multi-head attention mechanism offers a promising
solution for accurately predicting PV power output, which is essential for optimizing
the operation and management of solar energy systems. This research contributes to the
advancement of PV power forecasting methodologies and provides valuable insights for
researchers and practitioners in the field of renewable energy forecasting. The proposed
model holds significant potential for facilitating the integration of solar energy into the
power grid and supporting the transition towards a sustainable energy future.
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Abstract: The stability of offshore floating wind turbine foundation platforms is a fundamental
requirement for the efficiency and safety of wind power generation systems. This paper proposes a
novel small-diameter float-type semi-submersible platform to improve system stability. To evaluate
the superior motion stability of the proposed floating platform, a comprehensive frequency–domain
response analysis and experimental study were conducted in comparison with the OC4-DeepCwind
platform developed by the National Renewable Energy Laboratory (NREL). The respective compari-
son of the frequency–domain response analysis and the experimental results demonstrated that the
proposed floating wind turbine platform shows better hydrodynamic characteristics and resonance
avoidance capability. This not only reduces the Response Amplitude Operators (RAOs), but also
enhances the system stability, namely, effectively avoiding the regions of concentrated wave loading
and low-frequency ranges. Furthermore, the proposed small-diameter semi-submersible platform
has the potential to reduce manufacturing costs, providing valuable insights for the manufacturing of
offshore floating wind turbine systems.

Keywords: offshore wind turbine; floating platform; seakeeping; hydrodynamic response

1. Introduction

In recent years, offshore floating wind energy technology has garnered increasing
interest due to the richer and more stable wind resources available in deep-sea areas
compared to coastal regions [1]. However, harnessing wind energy in deep-sea locations
poses greater challenges compared to exploiting nearshore wind energy resources. Among
the numerous challenges, one of the most critical issues is how to mitigate wave loads on
offshore floating wind turbines (OFWTs) to enhance their motion stability [2].

Efforts have been made in recent years to improve the motion stability of OFWTs. For
instance, improvements have been pursued through structural design modifications aimed
at reducing platform motion and enhancing stability. Lemmer et al. [3] optimized design
parameters such as column spacing, diameter, and height based on the OC4DeepCwind
platform, demonstrating that the optimized structure effectively resists structural fatigue
and ultimate loads. Zhang et al. [4] proposed a novel offshore wind turbine platform
design and optimization method, introducing a tilted-column fully submerged OFWT
platform with superior hydrodynamic performance and economic feasibility. Zhou et al. [5]
improved the original OC4 model by integrating optimized multi-segment mooring lines
and tilted columns, resulting in a new model capable of effectively reducing the heave and
pitch motions of semi-submersible floating wind power platforms. Scicluna [6] developed
a self-aligning single-point mooring buoy and conducted a stability analysis, revealing
greater stability along the transverse axis compared to the pitch axis, meeting all require-
ments stipulated by DNV regulations. Rezanejad et al. [7] conducted experimental research
on the hydrodynamic performance of a novel dual-chamber floating oscillating water
column device, providing valuable insights for the design of such systems.
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In addition, considerable scholarly efforts have been devoted to studying the hydro-
dynamic characteristics of these platforms. Chen et al. [8] developed a numerical model
that fully couples air–water hydrodynamic analysis to evaluate OFWTs, offering precise
forecasts of platform motions and dynamic loads critical for structural integrity assess-
ments. Tabeshpour et al. [9] established a three-dimensional boundary element model of
the Amirkabir platform using the boundary element method for hydrodynamic analysis, ac-
curately obtaining RAOs. Yang et al. [10] formulated an aero-hydro-servo-elastic coupling
framework for OFWT analysis, capturing the intricate interactions among aerodynamics,
fluid dynamics, and structural components, and thus providing a nuanced representation
of system dynamic behavior. Gao et al. [11–13], employing the OpenFOAM model, in-
vestigated the transient gap resonance between two solids induced by varying focusing
wave amplitudes and spectral peak periods, yielding insights into mitigating vibration
and motion response in such floating body systems. Zou et al. [14] introduced a novel short-
term prediction method for OFWTs using the Kriging-MOGA algorithm, emphasizing
the substantial influence of aerodynamic loads on floating wind turbine platform stability.
Bashetty and Ozcelik [15] conducted a comprehensive review of OFWT dynamics, empha-
sizing the diverse challenges associated with operational aspects and underscoring the
necessity for precise modeling and simulation techniques to ensure the safety and efficacy
of these systems. Deng et al. [16] proposed a novel method employing neural networks
for predicting semi-submersible platform motions, furnishing an accurate and efficient
tool for platform dynamic evaluation. Rezanejad et al. [17], utilizing internally coupled
tools to integrate far-field nonlinear waves, applied High-Order Spectral (HOS) methods to
enhance the prediction of low-frequency motion responses of OFWTs.

Continuing from the aforementioned work, this paper presents a novel semi-submersible
floating platform designed to support OFWTs, with an iterative optimization of its initial
parameters to meet desired stability requirements. To facilitate this study, a hydrodynamic
numerical model of the proposed semi-submersible floating wind turbine platform was first
established, and its hydrodynamic performance, dynamic response, and wind–wave experi-
mental performance were studied using ANSYS AQWA 2022 R2. Subsequently, scale models
of both the proposed platform and the OC4-DeepCwind platform developed by the NREL
were fabricated and tested in a multifunctional water tank. The comparison between these
two platforms revealed that the proposed floating wind turbine platform has a superior
natural period and is able to effectively avoid energy concentration areas and low-frequency
ranges of waves, thereby reducing platform wave loads and actual motion response RAOs,
and showing better hydrodynamic performance and stability. The specific computational
theory will be introduced in Section 2. Section 3 will detail the main parameters of the
platform model and mooring system. Section 4 will conduct the hydrodynamic analysis
and the RAO comparisons for the two models, followed by Section 5, which will introduce
the experimental equipment and validate the simulations through scaled model testing.
Finally, a summary is given in Section 6.

2. Mathematical Theory

To provide a clear exposition of the research approach, Figure 1 displays a flowchart
that depicts the study’s content and outlined methodology. The diagram encompasses
the investigation of numerical models, the theoretical framework utilized, and the data
derived from hydrodynamic calculations. Finally, a comparative and validating analysis of
the two models is conducted through experimental methods.
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Figure 1. Flowchart of research approach and methodology.

2.1. Morrison Equation

For small-diameter components (where the ratio of component diameter D to wave-
length L satisfies L/D ≤ 0.15) [18], their presence has minimal impact on the surrounding
flow field. When calculating wave forces, the Morrison equation method is employed.
According to this method, wave forces can be divided into two parts: one part is the velocity
force generated by the undisturbed velocity field, and the other part is the acceleration force
generated by the wave acceleration field. For floating foundations, considering the motion
of the foundation, the wave load on a unit height column can be expressed as follows:

F = Fi + Fd

= Cd
ρ
2 Dur|ur|ΔZ + (1 + Ca)ρ

πD2

4

(
∂ur
∂t

+ ∂uw
∂t

)
ΔZ

(1)

In the equation, Fi represents the inertial force acting on the unit height column; Fd
denotes the velocity force exerted on the unit height column; D stands for the diameter
of the column; ΔZ represents the unit height; ρ signifies the density of water; ur denotes
the relative velocity between the water particle and the floating foundation; uW represents
the velocity of the water particle; and Ca and Cd, respectively, represent the added mass
coefficient and the drag coefficient. The value of Cd, Ca is typically set to 1.0.

2.2. Potential Flow Theory

For large-diameter components [18], the presence of structures will affect the surround-
ing flow field. In the theoretical calculation of wave loads, three-dimensional potential flow
theory is commonly employed. This theory assumes that the water is an incompressible,
inviscid, and irrotational ideal fluid, where waves are considered as potential motions, and
linearized free surface boundary conditions are used for the solution. When the floating
platform moves in still water, the first-order velocity potential ∅(x, y, z, t) in the flow field
satisfies the Laplace equation:

∇2
∅ = 0 (2)
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Here, ∇2 is the Laplace operator, representing the sum of the second-order spatial
derivatives of the velocity potential. By solving this equation, the distribution of velocity
potential in the flow field can be obtained, and thereby we can calculate the wave loads on
the floating platform.

The first-order linear wave force is obtained through computation.

→
F =

→
F I +

→
F D +

→
F R→

F +
→
F D = −∫

S
iωρ(∅i +∅d)njds

→
F R =

..
xk

ρ
ω

∫
S
∅ik,Imnjds− .

xkρ
∫
S
∅ik, Re njds

= Ajk
..
xk − Bjk

.
xk

(3)

In the equation,
→
F represents the wave load generated by incident potential;

→
F D

denotes the diffraction force;
→
F R signifies the radiation force; ω stands for the wave

frequency;
→
n denotes the normal direction; S represents the wetted surface area; ∅i stands

for the incident potential; ∅d stands for the diffracted potential; ρ stands for the density
of water; nj stands for the direction factors; ∅ik,Im and ∅ik,Re denote the imaginary and
real parts of the incident potential, respectively; and Ajk and Bjk represent the added mass
coefficient and radiation damping coefficient, where k, j represents the degrees of freedom
of the structure.

2.3. Hydrodynamic Theory

Based on the potential flow theory approach, considering the Bernoulli equation and
the velocity potential equation, hydrodynamics are calculated based on the distribution
of the fluid velocity field and pressure field. Reducing the waterline area will alter the
hydrodynamic characteristics of the floating body. The specific statement is as follows:

Fwater =
∫

S
ρ
→
v
(→

v −→
v f low f ield

)
dS (4)

Here, ρ represents the density of the fluid,
→
v is the velocity field on the floating body,

→
v f low f ield denotes the velocity field of the fluid flow, and S represents the wetted surface area.

3. The Proposed Floating Platform

3.1. Numerical Model

The proposed floating platform features a distinctive inward concave design at the wa-
terline of its three external columns, setting it apart from the conventional OC4-DeepCwind
platform. This unique design leads to a noteworthy reduction in the waterplane area of
the proposed floating platform. Consequently, the platform, in theory, would be subjected
to decreased wave loads. For this reason, the proposed design would significantly benefit
the motion stability of the OFWTs in their practical application. For ease of understanding,
the conceptual design of the proposed floating platform and the OC4-DeepCwind platform
are shown in Figure 2.

To enable the study of the proposed platform and the comparison with the OC4-
DeepCwind platform, numerical models of both platforms were developed in ANSYS
AQWA. By referencing the pertinent parameters of the OC4-DeepCwind platform [19], the
initial dimensions of the proposed floating platform and the OFWT supported by it were
determined. The structures of the platforms are depicted in Figure 3, and their numerical
parameters are listed in Table 1.
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(a) OC4-DeepCwind. (b) The proposed floating platform. 

Figure 2. The OC4-DeepCwind platform and the proposed platform.

 

 
(a) OC4-DeepCwind platform. (b) The proposed floating platform. 

Figure 3. Schematic diagram of the two floating platforms.

Table 1. Detailed design parameters of the floating platforms.

Parameters
Proposed Floating

Platform
OC4-DeepCwind

Platform

Draft (m) 20 20
Height above waterline of floater (m) 12 12
Outer bottom floater diameter (m) 24 24
Diameter at the outer draft line (m) 10 12
Diameter of outer floater (m) 12 12
Diameter of lower conical floater (m) 12 12
Height of lower conical float below Waterline (m) 14 14
Height of upper conical floater above Waterline (m) 12 12
Distance between outer-side pontoons (m) 50 50
Diameter of central pontoon (m) 6 6
Height of central pontoon (m) 30 30
Diameter of support column (m) 1.6 1.6
Total mass (kg) 1.335 × 107 1.347 × 107

Moment of inertia Ixx (kg/m2) 7.370 × 109 6.827 × 109

Moment of inertia Iyy (kg/m2) 7.371 × 109 6.827 × 109

Moment of inertia Izz (kg/m2) 1.114 × 1010 1.226 × 1010
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3.2. Mooring System

The mooring system of the proposed platform is composed of three steel catenary moor-
ing chains and their associated cable ducts. The cable ducts are designed to be located
14 m below the waterline on the large-diameter hanging cylinder at the bottom of the
construction. The three mooring anchors are located in the seabed, and the cable duct and
anchor point are connected to both ends of the catenary line. This type of semi-submersible
platform has a large self-weight, providing self-stability. Figure 4 shows the schematic
diagram of the mooring system, and Table 2 provides the parameters of the mooring chains.

Figure 4. The schematic diagram of the mooring system.

Table 2. Mooring chain parameters.

Parameters Numerical Value

Quantity 3
Length (m) 507
Mass per unit length (kg/m) 150
Equivalent interfacial area (m2) 0.01
Axial stiffness (N/m) 753,600,000
Breaking force (N) 6,090,000
Added mass coefficient 1.1
Drag coefficient 1.0
Axial drag coefficient 0.1
Longitudinal damping coefficient 0.025

4. Frequency–Domain Analysis

In this section, the hydrodynamic performances of the OFWTs that are supported by
the proposed floating platform and the OC4-DeepCwind platform are studied numerically
with the aid of ANSYS AQWA. During the numerical calculations, by following a consis-
tency check, the whole computational domain is meshed by 12,000 elements, about 8000 of
which are diffraction elements. In the numerical models, the mass of the wind turbine is
simplified to a point force acting on the top surface of the platform. The structural meshing
is shown in Figure 5.

In this study, both the near-field and far-field methods described in [20–22] were ap-
plied to calculate the second-order wave forces for validating the effectiveness of the mesh-
ing results and the reliability of the hydrodynamic model. The second-order mean drift
forces in the surge direction obtained for the OFWTs supported by the two types of floating
platforms are shown in Figure 6.
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Figure 5. Meshing results of the two types of floating platforms.

Figure 6. Second-order mean drift forces in the surge direction.

From Figure 6, it can be seen that the results of the average drift force in the surge
direction obtained using the near-field and far-field methods are consistent in both trend
and magnitude. Therefore, it can be concluded that the model meshing method meets the
hydrodynamic calculation accuracy requirements very well.

4.1. Hydrodynamic Viscous Damping

The OFWT supported by the proposed floating platform will be deployed in an offshore
wind farm where the water is 200 m deep and the density of the seawater is 1025 kg/m3.
The incident wave period ranges from 2.6 to 50 s (i.e., 2.147 to 0.126 rad/s). Based on the
potential flow theory for the hydrodynamic performance analysis of OFWTs [23–25], the
issue of the overestimated hydrodynamic response of the OFWT is addressed by introducing
additional viscous damping as a corrective measure in the calculation. The additional viscous
damping effectively mitigates the overestimation, thereby leading to more accurate and
reliable predictions.

Assuming the critical damping coefficient of the system in a particular Degree Of
Freedom (DOF) is Cr, it can be mathematically expressed as

Cr = 2
√

k(M + Ma) (5)

where M is the moment of inertia, Ma is the added mass of the platform in the DOF of
interest, and k represents the hydrostatic restoring coefficient of the platform.
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Take 5% of Cr in every DOF as the additional viscous damping in the corresponding
direction to assess the hydrodynamic performance of the OFWT. The estimated results
of the additional viscous damping for the OFWT supported by the two types of floating
platforms are listed in Table 3.

Table 3. Additional viscous damping of the OFWT.

Platform DOFs
Inertial
Mass/kg

Added
Mass/kg

Restoring
Stiffness/N ×m−1

Critical Damping
/N × (m/s)−1 or

/N ×m × (◦/s)−1

Viscous Damping
/N × (m/s)−1 or

/N ×m × (◦/s)−1

Proposed
plat-
form

Heave 1.33 × 107 1.44 × 107 2.75 × 108 1.75 × 106 8.74 × 105

Roll 7.37 × 109 1.08 × 108 1.67 × 107 7.07 × 108 3.53 × 107

Pitch 7.37 × 109 1.08 × 108 1.67 × 107 7.07 × 108 3.53 × 107

OC4-
Deep

Cwind

Heave 1.34 × 107 1.42 × 107 3.79 × 106 2.05 × 107 1.02 × 106

Roll 6.82 × 109 1.08 × 108 2.55 × 107 8.42 × 108 4.21 × 107

Pitch 6.82 × 109 1.08 × 108 2.55 × 107 8.42 × 108 4.21 × 107

To verify the effect of the additional viscous damping on motion stability, the RAOs
of the OFWT in the heave and roll directions were calculated before and after considering
additional viscous damping, respectively. The results obtained when the wave incident
angle is 0◦ are shown in Figure 7. Figure 7a depicts the calculated RAOs of the OFWT when
it is supported by the proposed floating platform, while Figure 7b shows the RAOs of the
OFWT when it is supported by the OC4-DeepCwind platform.

Figure 7. RAOs of the OFWT were obtained before and after considering additional viscous damping.
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From Figure 7, it can be seen that regardless of the supporting platform, the hydrody-
namic response of the OFWT is significantly biased before additional viscous damping is
considered. By contrast, after considering additional viscous damping, the RAOs of the
OFWT in both the heave and roll directions are diminished to varying extents across a wide
range of wave periods. Therefore, it is imperative to consider additional viscous damping
when employing ANSYS AQWA to evaluate the hydrodynamic responses of OFWTs.

4.2. Hydrodynamic Response

The RAO, i.e., the ratio of the motion amplitude of the structure in each DOF to the
amplitude of sea waves, indicates the hydrodynamic response characteristics of a floating
structure in waves. To investigate the hydrodynamic response of the OFWT under various
wave conditions when it is supported by the proposed floating platform and to demonstrate
the superiority of the proposed platform over the OC4-DeepCwind platform in ensuring the
safety and reliability of the OFWT in extreme weather conditions, the RAOs of the OFWT
supported by the proposed platform and the OC4-DeepCwind platform, respectively, are
calculated with the incident waves approaching from various directions.

Firstly, Figure 8 shows the RAOs of the OFWT in all six DOFs when the OFWT is
subjected to regular waves characterized by different wave periods and incident angles.

From Figure 8, it can be seen that, as expected, the dynamic response of the OFWT in
the heave direction is insensitive to the change in the incident wave angle. In other words,
the RAOs of the OFWT at the corresponding wave periods remain unchanged when the
incident wave angle changes. By contrast, the RAOs of the OFWT at the corresponding
wave periods in the other five DOFs show significant change as soon as the incident wave
angle changes. This suggests that the hydrodynamic responses of the OFWT in the other
five DOFs are sensitive to the change in the approaching direction of incident waves.

To demonstrate the superiority of the proposed platform over the conventional OC4-
DeepCwind platform in ensuring the safety and reliability of the OFWT in extreme weather
conditions, the RAOs of the OFWT supported by the proposed platform and the OC4-
DeepCwind platform, respectively, are compared in this study. The comparison results in
the heave and pitch directions are illustrated in Figure 9. Herein, the RAOs of the OFWT
in the heave and pitch directions are of interest in the comparison because the safety and
power generation efficiency of the OFWT can be significantly affected by the motions of
the turbine in these two DOFs.

Figure 8. Cont.

385



Energies 2024, 17, 2313

Figure 8. RAOs of the OFWT when supported by the proposed floating platform.

It is well known that the occurrence of resonant vibrations poses a big risk to the safe
operation of OFWTs in waves. This is because resonant vibrations can lead to substantial
fatigue loads on turbines’ structures and components, potentially resulting in immediate
damage or, in the most severe cases, the complete sinking of the turbine. From Figure 9, it
is found that the OFWT supported by the proposed platform implies smaller RAO values
in both the heave and pitch directions when resonant vibration occurs. This implies that,
in comparison to the OC4-DeepCwind platform, the proposed platform provides safer
and more reliable support to the OFWT operating in waves.

Figure 9. Comparison of the RAOs when the OFWT is supported by the two types of platform.
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5. Verification Test

5.1. Experimental Setup

The water tank used for the model tests in this study had a length of 14.65 m, a width
of 5.9 m, and a height of 1.8 m. At both ends of the tank, the outer diameter was 5.9 m and
the inner diameter was 2.4 m. One side of the tank featured a glass window, which was
3 m long and 1.2 m high, as illustrated in Figure 10. The wind–wave generation system of
the tank can generate waves with a maximum height of 0.2 m and a wave period ranging
from 0.5 s to 5 s. Additionally, the system is capable of generating a maximum wind speed
of 16 m/s in the testing section.

Figure 10. Water tank used for the model tests.

The experiment used Smart sensor software(CBG03) for collecting wave probe data
and the Qualisys motion tracking system for motion capture. The six DOF motions of the
OFWT were measured using four Oqus motion capture cameras provided by Qualisys,
as shown in Figure 11b. The scaled models of the OFWT supported by the two types of
floating platform are depicted in Figure 12.

Figure 11. Qualisys motion capture system.
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Figure 12. The scaled models of the OFWT.

During the test, two distinct load condition categories were considered. The first
category focused on assessing the seakeeping performance of the OFWT exclusively in
pure waves. Meanwhile, the second category was designed to evaluate the seakeeping
performance of the OFWT under combined wave and wind conditions, resembling the
actual offshore environment in which the OFWT operates. Detailed information regarding
the wave and wind parameters for each loading condition is given in Table 4.

Table 4. Matrix of testing conditions.

Loading Conditions Wave Period (s) Wave Height (m) Wind Speed (m/s)

Pure wave

0.50 0.05 ---
0.75 0.05 ---
1.00 0.05 ---
1.25 0.05 ---
1.50 0.05 ---
1.75 0.05 ---
2.00 0.05

Wind–wave
combined

0.50 0.05 6.0
0.75 0.05 6.0
1.00 0.05 6.0
1.25 0.05 6.0
1.50 0.05 6.0
1.75 0.05 6.0
2.00 0.05 6.0

5.2. Results and Discussion

The proposed floating platform and the OC4-DeepCwind platform serve as the support
structures for the OFWT during the test, respectively. The movements of the OFWT in all six
DOFs under different external load conditions were measured using the Qualisys motion capture
system. Given that the turbine’s movements in the heave and pitch directions profoundly
influence its safety and power generation efficiency, the test results in these two directions under
various external load conditions are shown in Figures 13 and 14.

It is worth noting that, to minimize the influence of size on the evaluation results,
Figures 13 and 14 employed RAOs, which represent the ratios of turbine motion in a specific
direction to the amplitude of the waves, thereby describing the seakeeping performance
of the OFWT under various external loading conditions. From the results depicted in
Figures 13 and 14, when compared to the OC4 floating offshore wind turbine, it is obvious
to see that the novel floating offshore wind turbine shows favorable heave and pitch motion
performance in different wave periods, both under pure wave loading and combined
loading conditions with varying wave periods and steady winds.
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Figure 13. Test results were obtained under pure wave excitation.

Figure 14. Test results obtained under wind–wave combined excitation.

6. Conclusions

A novel floating wind turbine foundation has been proposed based on the OC4-
DeepCwind floating foundation. Models of the systems were created and frequency–
domain response analyses were conducted using Ansys AQWA, along with wind–wave
experiments. The research findings lead to the following conclusions.

1. Introducing viscous damping enables a more accurate determination of the corre-
sponding natural period’s RAO, thus providing a more realistic reflection of the
hydrodynamic characteristics of floating wind turbines. This enhances the reliability
of the simulation comparisons between the two semi-submersible wind turbine plat-
forms. The results indicate a lower RAO for the new floating wind turbine platform.

2. The comparative frequency–domain analysis between the new design of the semi-
submersible floating wind turbine and the OC4-DeepCwind platform revealed that
a smaller diameter float contacting the water surface resulted in a better motion
performance. However, the interaction between the floater and the water surface
changes as the platform moves. Therefore, the next step could involve altering the
height of the floater’s small waterline area and conducting fully coupled simulation
experiments for the better optimization of the new design of the semi-submersible
floating platform’s structure and performance.
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3. In scale model experiments under wind–wave conditions, the comparative analysis
between the experimental and numerical simulations revealed the significant impact
of steady wind waves on OFWTs at different wave periods. Compared to the OC4-
DeepCwind platform, the new floating offshore wind turbine could better avoid
energy concentration areas and low-frequency wave ranges, thereby preventing
platform resonance and improving motion stability.

4. The reduced diameter of the float at the waterline in the new design of the semi-
submersible floating wind turbine could lower manufacturing costs as compared to
the OC4-DeepCwind platform. However, the extent of diameter reduction must be
considered in conjunction with overall strength. Future work will involve comprehen-
sive strength testing of the new design of the semi-submersible floating platform.
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Abstract: The application of GaN power devices has significantly increased the power density of
flyback power supplies but has also caused severe electromagnetic interference (EMI) issues. To
address the challenge of conducted interference in flyback power supplies, a comprehensive analysis
of the transmission mechanism of conducted common-mode noise is undertaken. This analysis
involves simplifying the equivalent model of conducted interference and leveraging the circuit char-
acteristics of conducted noise to propose a solution for attenuating common-mode noise. Considering
the constraints of external compensation capacitors, a balanced winding is further introduced to
mitigate the impact of noise. To enhance the efficacy of conducted interference suppression, it is
suggested to change the winding structure of the transformer and incorporate a shielding wind-
ing. This configuration aims to minimize the generation and propagation of common-mode noise
within the transformer. Finally, experimental verification is carried out using a 150 W GaN flyback
power supply prototype. The experimental results demonstrate that the proposed method effectively
suppresses common-mode noise in the circuit.

Keywords: flyback converter; electromagnetic interference (EMI); distributed capacitance; winding
structure; shielding winding

1. Introduction

Flyback converters are renowned for their simple structure, requiring fewer compo-
nents while providing a stable output and high efficiency. They are commonly used in low-
and medium-power supplies. As the demand for higher efficiency and power density in
power supplies increases, wide-bandgap semiconductor devices such as Gallium Nitride
(GaN) and Silicon Carbide (SiC) are being increasingly employed. These devices exhibit su-
perior switching characteristics, enabling power supplies to operate at ultrahigh switching
frequencies. Consequently, this significantly enhances power density and reduces power
losses in power supplies [1–4]. Power converters based on GaN devices achieve higher
switching frequencies but are also associated with higher dv/dt and di/dt conversion rates,
generating electromagnetic interference (EMI) noise that can disrupt low-voltage electronics
and sensitive digital circuits [5,6]. To meet electromagnetic compatibility requirements,
EMI filters are widely used in flyback converters. However, the typical volume of EMI
filters constitutes about one-third of the converter, which is not conducive to cost savings
and power density improvement [7,8]. This study aims to investigate the noise sources
and propagation paths of flyback power supplies based on GaN devices, establish a noise
propagation model, and propose an effective common-mode noise suppression method.
The goal is to reduce the inherent noise of the flyback power supply, simplify the design of
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EMI filters, and thereby decrease the size and weight of these filters, ultimately improving
the power density of the power supply.

Current research on the suppression of converter conduction interference primarily
focuses on the following aspects: direct suppression at the noise source, effective cutoff
or compensation of the noise propagation path, and offsetting of the displacement current.
Reference [9] analyzed the conduction paths of the flyback common-mode interference cur-
rent, measured the equivalent common-mode capacitance values on different paths, and
suppressed the interference by balancing the primary and secondary common-mode currents
to reduce the total common-mode displacement current to zero. Reference [10] proposed, for
multi-output flyback converters, that the boost converter should take two isolated and one
non-isolated output to prevent voltage spikes in the coupling inductors and reduce device
stress, thereby reducing electromagnetic interference. Reference [11] suggested placing a
switching tube between the two coils to equalize noise using the symmetry of the primary
coils; however, this method complicates the circuit and is difficult to control, making its feasi-
bility low. References [12–14] proposed altering the distributed capacitance between windings
by changing the transformer structure and winding method, thereby improving the system’s
EMC characteristics. Using copper foil shielding for transformers to suppress common-mode
noise is also common, but the overall design theory guidance is insufficient [15]. Refer-
ence [16] utilized core shielding to address the coupling problem caused by the transformer
core and employed a converter to solve the issues of multi-Y capacitance and capacitive filter-
ing, providing better EMI suppression compared to conventional pulse-width modulation.
Reference [17] highlighted the significant influence of transformer common-mode coupling
capacitance on noise suppression and demonstrated that the feasibility of the transformer
can be verified without an EMI receiver, using only a signal generator and an oscilloscope.
References [18–20] incorporated balanced winding techniques to achieve effective shielding
and offset common-mode noise, and they provided a theoretical method for calculating the
number of turns in a balanced winding, which is valuable for this study. The common-mode
noise coupling mechanism proposed in references [11,21–23] is more challenging to under-
stand, and although it performs detailed modeling reasoning, the introduced shielding layer
in the transformer is overly complex. References [16,24–26] discuss the integration of shielded
windings and the modeling of capacitance distribution in flyback converters, which serves
as a good guide for transformer EMC design. Reference [27] analyzes the EMI characteris-
tics of wide-bandwidth semiconductor power systems, facilitating a subsequent analysis of
conducted interference propagation.

Based on recent studies on conducted interference suppression, several methods are
available to directly cancel common-mode noise or suppress it within the noise loop;
however, their general applicability is limited. This paper proposes three methods to
suppress common-mode noise interference in GaN flyback power supplies and provides a
detailed analysis of each method. An experimental platform is constructed using a 150 W
GaN flyback power supply, and the experimental results validate the effectiveness and
feasibility of the proposed methods.

The rest of the paper is organized as follows. Section 2 describes the common-mode
noise transmission mechanism in GaN-based flyback power supplies. Section 3 details three
methods for common-mode noise suppression. The experimental results and conclusions
are presented in Sections 4 and 5, respectively.

2. Transmission Mechanisms of Conducted Common-Mode Noise

The conducted interference transmission model of the flyback converter is shown
in Figure 1. The front dashed lines, L1, L2, C1, C2, R1, and R2, collectively form a Line
Impedance Stabilization Network (LISN). This network ensures a stable impedance for
accurately testing the conducted noise of the device under test and extracting clean power
quality. CY1, CY2, CX1, CX2, and L constitute a simple primary EMI filter. CX1 and CY2
filter out differential-mode interference between the grids. CY acts as a common-mode
capacitor, and CY1, CY2, CY3, and CY4 are connected between a high voltage and the ground
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to filter out common-mode interference. Typically, ceramic capacitors of 4.7 nF and 2.2 nF
are selected for this purpose. A separator is used to separate the differential-mode and
common-mode noise, while an EMI receiver is utilized to receive the noise signal from
the separator. D1, D2, D3, and D4 are the four diodes of the rectifier bridge. CIN is the
input capacitance, COUT is the output capacitance, CPS is the primary noise source on the
secondary-side winding’s equivalent capacitance, CSP is the secondary-side noise source on
the primary winding’s equivalent capacitance, CPH is the distribution capacitance between
the switching tubes and heatsink, CSG is the distribution capacitance of the heatsink with
respect to the ground, and CS is the distribution capacitance of the secondary side with
respect to the ground. VO is the output voltage, PE means the ground, PG means the
transformer’s primary-side ground, and SG is the transformer’s secondary-side ground.
For safety reasons, SG is generally directly connected to the ground.

Figure 1. Conducted interference transmission model of the flyback converter.

Figure 2 shows the common-mode noise transfer path from the primary side of the
transformer to the secondary side. In this scenario, noise originating from voltage jumps
(VP) in the primary-side switching tube generates a noise current. This current flows
through the primary equivalent capacitance (CPS) of the transformer, the secondary-side
distributed capacitance relative to the ground (CS), and the LISN, forming a complete loop
for noise transfer from the primary side to the secondary side.

Figure 2. Common-mode noise transmitted from the primary side to the secondary side of the
transformer.

Given that common-mode noise currents typically exhibit low magnitudes (in the μA
range), the voltage drop across the LISN’s equivalent resistor is minimal and negligible
compared to the noise source potential. The raw common-mode noise intensity for this
path (without filtering) can be described by the following equation:

iCM1 =
(CPSCS)

CPS + CS

duP

dt
(1)

Figure 3 shows the common-mode noise transmission path from the secondary side
of the transformer to the primary side. Here, noise originating from potential jumps
in the secondary-side diode generates a noise current. This current traverses various
components, including the secondary equivalent capacitance (CSP) of the transformer,
the output capacitance (COUT), the secondary-side distributed capacitance relative to the
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ground (CS), and the LISN, forming a complete noise transmission loop from the secondary
side to the primary side.

Figure 3. Common-mode noise transmitted from the secondary side to the primary side of the
transformer.

The raw common-mode noise intensity, iCM2, (without filtering) in this pathway can
be calculated using the following equation:

iCM2 =
(CSPCS)

CSP + CS

duD

dt
(2)

The effect of the output capacitance (COUT) is not considered in Equation (2) because
the capacitive reactance of COUT is significantly lower than that of CSP within the frequency
range of 150 kHz to 30 MHz, which is used for evaluating conducted electromagnetic
interference (EMI). Consequently, COUT has minimal impact on the common-mode noise in
this pathway.

As shown in Figure 4, the transmission path of the common-mode noise, iCM3, involves
a heatsink. Here, noise arising from voltage jumps (VP) in the primary-side switching tube
generates a noise current. This current flows through the distributed capacitance of the
heatsink (CPH), the distributed capacitance of the heatsink relative to the ground (CSG), and
the LISN, forming a complete noise transmission loop.

Figure 4. Common-mode noise flowing through the heatsink.

The raw common-mode noise intensity, iCM3, (without filtering) in this method can be
calculated using the following equation:

iCM3 =
(CPHCSG)

CSP + CSG

duP

dt
(3)

In an actual engineering environment, when the leakage current permitted by safety
regulations is less than 0.35 mA, the capacitance value of the applied capacitor is adjusted.
Simultaneously, based on the current value on the main line inductor (3A), the inductance
is chosen to be 19 mH. The upper and lower stages of the common-mode inductance, L,
function as a common-mode choke. When the common-mode current flows through them,
the interference current aligns with the common-mode current, creating a high-impedance
characteristic that effectively suppresses the common-mode current. This plays a significant
role in reducing common-mode noise in the circuit.
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To further clarify the impact of conducted interference, the interference propagation
path is equivalently simplified below. The equivalent circuit is shown in Figure 5: R1 is the
20 Ω equivalent impedance of the LISN, VC is the voltage on the LISN, VP is the equivalent
voltage of the switching tube, VD is the equivalent voltage of the diode, iPS is the equivalent
capacitance current of the primary-side noise source with respect to the secondary-side
winding, and iSP is the equivalent capacitance current of the secondary-side noise source
with respect to the primary-side winding. Obviously, the common-mode displacement
current will exist equally.

Figure 5. Conducted interference equivalent model.

3. Conducted Common-Mode Noise Improvement Measures

3.1. Compensation Capacitors Improve Noise Effects

To optimize the EMC performance of flyback power supplies, additional filter capaci-
tors, especially Y capacitors for common-mode noise suppression, are usually introduced
into the transformer’s primary and secondary circuits to mitigate the effects of the con-
ducted noise. This principle involves measuring the actual noise current, iPS, on the primary
side and the noise current, iSP, on the secondary side, then adjusting the impedance of
the noise path according to the measured values by repositioning the added capacitor
compensation accordingly to suppress common-mode noise generation. If the primary
noise, iPS, increases, the capacitor, CY5, across the primary and secondary edges is placed
on top of the transformer winding, and the secondary impedance is lowered by CY5 to
increase iSP.

iSP =
(CSP + CY5)dVP

dt
(4)

The secondary noise current increases with the increase in the secondary impedance.
When the secondary noise is similar to the primary noise, the common-mode noise of the
primary and secondary sides cancels each other out. As a result, the common-mode current
flowing through the LISN impedance network decreases. Therefore, if the secondary noise,
iSP, is larger, the compensation capacitor, CY6, should be placed in the opposite direction. At
this time, the primary-side impedance decreases, and the value of iPS increases accordingly.

iPS =
(CPS + CY6)dVD

dt
(5)

The total common-mode noise is iCM = iPS − iSP. When the primary and secondary
noises are equal, the conducted common-mode noise can be suppressed from the source.
Based on the filtering theory, we can initially estimate the capacitance value of the Y
capacitor. Under rational conditions, assuming that the maximum allowable ripple voltage
is ΔV, the capacitor needs to provide a charge in one switching cycle equal to the charge
change of the input current ripple, Irip, in that cycle, and according to the basic capacitor
charging and discharging principle, the capacitance calculation formula is as follows:

C =

(
Irip × T

)
ΔV

(6)

where Irip is the desired common-mode noise current ripple, T is the operating period of the
switching power supply, and ΔV is the maximum common-mode noise voltage fluctuation
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allowed on both sides of the capacitor. Experimental investigations on various values of
compensation capacitance suggest an optimal range of 5 pF to 10 pF. If the value of the
compensation capacitance is too small, the compensation effect may not be significant.
Conversely, if the compensation capacitance is too large, it may result in overcompensation,
leading to a deterioration in the common-mode noise suppression effect. The circuit model
with a compensation capacitor added is shown in Figure 6.

 

Figure 6. Circuit model with compensation capacitor added (CY5 or CY6).

3.2. Balanced Winding Improves Noise Impact

The high-frequency switching characteristics of GaN devices lead to an asymmetric
distribution of current in the circuit. The current conversion between the primary and
secondary windings of the transformer, combined with the transformer’s leakage induc-
tance and other parasitic parameters, unavoidably generates common-mode noise. To
mitigate these issues, balanced windings are added to the transformer’s primary side to
compensate for and suppress the noise. When the common-mode noise current passes
through the power line, the balanced winding senses this noise and generates a reverse
displacement current. This reverse displacement current creates a magnetic field in the
core that cancels out the magnetic field of the original common-mode noise, significantly
reducing the propagation of common-mode noise on the power line and greatly enhancing
the EMI performance of the power system.

The transformer circuit model with a balanced winding added is shown in Figure 7.
In this model, Pri denotes the primary winding, Sec denotes the secondary winding, and
Bal denotes the balanced winding. VSW represents the voltage across the original primary
winding, and Pri1 and Pri2 refer to two single-layer primary windings connected in series
with turn numbers NP1 and NP2, respectively. In the actual design, the balanced winding is
closely surrounded by the outer secondary winding, and its heterodyne end is connected
to the primary ground (PG) of the transformer. This ensures that the transformer’s original
noise can be canceled out with the common-mode noise transmitted from the secondary
winding to the balanced winding. The winding arrangement of the transformer with the
balanced winding added is shown in Figure 8.

Figure 7. Transformer circuit model with balanced winding added.
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Figure 8. Winding arrangement of the transformer with balanced winding added.

By disregarding the leakage flux phenomenon and ignoring the AC impedance
changes caused by the skin effect and proximity effect, we can assume that the poten-
tial is uniformly distributed in the winding, and the parasitic capacitance is also uniformly
distributed along the winding. Referring to the layout of the winding arrangement and its
endpoint connection relationship shown in Figure 8, we can plot the potential distribution
of the winding at x = 0 along the y-axis, as shown in Figure 9. Here, h represents the height
of the core window, l is the length of one turn of the winding, NB is the number of turns in
the balanced winding, and hB is the width of the balanced winding.

Figure 9. Winding potential distribution diagram (at x = 0).

From the winding potential distribution relationship shown in Figure 9, the potential
expression for the primary winding, Pri1, is L(x, y), and the potential expression for the
secondary winding, Sec, is Q(x, y):

Q(x, y) =
NS − 1

NP
· y

h
VSW +

1
NP
· x

l
VSW (7)

L(x, y) =
NP1 − 1

NP
· y

h
VSW +

1
NP
· x

l
VSW (8)

The common-mode displacement current, iPri1_Sec, from the primary winding, Pri1, to
the secondary winding, Sec, can be derived using Equation (9), where CP1_S is the parasitic
capacitance between the primary winding, Pri1, and the secondary winding, Sec, and dP1_S
is the distance between the primary winding, Pri1, and the secondary winding, Sec.

iPri1_Sec =
∫ h

0

∫ l

0

CP1_S

h · l ·
d
dt
[L(x, y)−Q(x, y)]dxdy (9)

CP1_S ≈ ε
hl

dP1_S
(10)
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The expression for the potential of the balanced winding can be calculated from
Equations (7)–(10) as follows:

N(x, y) =
NB

NP
· y

h
VSW − NB

NP
· h

h
VSW +

1
NP
· x

l
VSW (11)

The common-mode displacement current, iSec_Bal, from the secondary winding to the
balance winding can be determined using Equation (12), where CS_B is the parasitic capaci-
tance between the secondary winding and the balance winding, dS_B is the distance between
Sec and Bal, dB is the diameter of the balance winding, and ε is the dielectric constant.

iSec_Bal =
∫ h

h−hB

∫ l

0

CS_B

hB · l ·
d
dt
[Q(x, y)− N(x, y)]dxdy (12)

CS_B ≈ ε
hBl
dS_B

(13)

NB ≈ hB

dB
(14)

Based on Formulas (7)–(14), and making iPri1_Sec = iSec_Bal, a numerical solution can be
found by determining the number of turns in the balanced winding.

3.3. Transformer Structure Improves Noise Impact

Transformers play a crucial role in the electromagnetic compatibility (EMC) perfor-
mance of power supplies. For flyback power supplies based on GaN devices, the noise
generated by the high-frequency switching characteristics of GaN devices is superimposed
on the noise produced by the transformer, affecting the EMI characteristics of the power
supply. Therefore, it is necessary to implement improvement measures for the transformer.
Elements such as the winding structure, winding sequence, and shielding form of the
transformer significantly impact the electromagnetic interference (EMI) performance of
the entire system. The distributed capacitance of the transformer is influenced by its struc-
tural parameters, and the size of the distributed capacitance between windings can be
controlled by altering the winding structure and adding shielding layers to enhance the
EMI performance of the flyback converter.

Parasitic resonance phenomena caused by the transformer’s interlayer capacitance
pose a substantial challenge to the electromagnetic compatibility (EMC) performance
of converters. To address these issues, the voltage and current stresses on switching
tubes during switching are reduced by decreasing the interlayer capacitance, which in
turn improves the transformer’s operating performance. Figure 10 shows the voltage
distribution on the winding under four different winding methods (A, B, C, D). For the
same winding, the inter-turn voltages of the two layers of the winding exhibit a decreasing
trend, and the equivalent interlayer capacitance decreases accordingly.

Figure 11 shows the winding arrangement structure of the transformer using the
ordinary winding method and sandwich winding method, respectively. Compared to the
normal winding method, the sandwich winding method features a larger spacing between
the two layers of primary windings, resulting in reduced interlayer capacitance. Conse-
quently, the sandwich winding can diminish parasitic resonance in the circuit and mitigate
the adverse effects of parasitic oscillations on the EMC performance of the converter.

Referring to Figure 11b, although the sandwich winding method decreases the inter-
layer capacitance, the increased area between the primary and secondary windings leads to
an elevated intergroup capacitance. This increase in the intergroup capacitance exacerbates
the common-mode noise of the transformer. To address this issue, a shielding layer can be
added between the adjacent primary and secondary windings to reduce direct magnetic
coupling, thereby effectively suppressing the propagation of common-mode noise.
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When the flyback power supply operates at high frequencies, the common-mode noise
generated by the high-speed switching of the transistors creates a strong electromagnetic
field within the transformer. A sandwich-type winding structure can mitigate most of this
noise by utilizing a shielding layer, which effectively guides the noise current to the ground,
thereby eliminating conduction through the power line. Consequently, it significantly
reduces electromagnetic interference with the external environment and the power grid.
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Figure 10. Different winding structures and their corresponding winding voltage differences.

 
(a) (b) 

Figure 11. Winding arrangement structure corresponding to the two different winding methods for
the transformer: (a) the ordinary winding method; (b) the sandwich winding method.

3.3.1. Transformer Distributed Capacitance Modeling

The common-mode noise transmission path with a shielding layer added is shown
in Figure 12. This figure incorporates the path iSSH into the original common-mode noise
transmission path. The noise is generated by a voltage jump, VP, in the primary-side
switching tube, forming a noise current that flows through the distributed capacitance, CSSH,
between the secondary winding and the shielding layer. It then passes through the rectifier
bridge and the LISN, eventually returning to the diode, D, from the ground. Figure 13
shows an equivalent model of conducted interference with a shielding layer added.

The shielding layer can be categorized into two forms: copper foil shielding and
winding shielding. Figure 14 shows the two forms of transformer shielding.
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Figure 12. Common-mode noise transmission path with shielding layer added.

Figure 13. Equivalent model of conducted interference with shielding layer added.

 
(a) (b) 

Figure 14. Two forms of transformer shielding layers: (a) transformer with copper foil shielding;
(b) transformer with shielding winding.

During the production process, it is crucial to prevent short circuits caused by over-
lapping copper foil. This can be achieved by properly wrapping insulating tape at the
beginning and end of the foil. Enameled wire with diameters ranging from 0.1 mm to
0.3 mm is commonly used for shielding windings, as it helps maintain consistency in wire
diameter and simplifies the manufacturing process. The number of turns and layout of the
shielding winding significantly impact the overall shielding efficiency. Therefore, during
fine winding operations, it is essential to use insulating tape to ensure robust and effective
insulation at the winding ends. In summary, compared to relying solely on copper foil for
shielding, the shielding winding design offers more advantages in terms of production
convenience and cost control.

When exploring the practical engineering applications of sandwich-structure trans-
formers, the winding point of the shielded winding is a critical yet often overlooked detail.
The arrangement order of the windings is as follows: primary winding I, secondary wind-
ing, shielding winding, and primary winding II. The starting position of the shielded
windings directly affects the transformer’s EMI characteristics. During the specific im-
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plementation process, the shielding winding should be wound from the transformer’s
reference ground potential (RGP), with its end connected to the magnetic core. This con-
nection strategy is significant as it ensures that during the transformer’s operation, the core
and the winding’s voltages change in opposite directions, achieving a mutual offset effect
and maximizing the core’s shielding effectiveness (the drain winding refers to the winding
connected to the switching device). However, if the polarity of the shielding winding is
misconfigured (i.e., the start and end are reversed), the voltage change direction will align
with that of the drain windings, resulting in a loss in the shielding effect in the core. The
winding order of the sandwich-structure transformer and the correct winding points for
the shielded windings are shown in Figure 15.

Figure 15. The order of the sandwich-structure transformer’s windings and the correct winding
points for the shielding winding.

3.3.2. Shielding Winding Design for Flyback Transformers

According to the common-mode noise canceling principle of the flyback transformer,
the optimal number of shielding winding turns can be determined by calculating the
common-mode current and the number of winding turns. The complete inference steps are
described below.

Figure 16 shows the common-mode interference transmission path with a shielding
winding added. Here, iSHS represents the common-mode current transferred from the
shielding winding to the secondary side, and iSSH represents the common-mode current
transferred from the secondary side to the shielding winding.

Figure 16. Common-mode interference transmission path with shielding winding added.

The total common-mode current can be obtained from Figure 16 as follows:

iCM = (iPS − iSP) + (iSHS − iSSH) (15)

where (iPS − iSP) represents the common-mode current between the primary and secondary
windings, and (iSHS − iSSH) represents the common-mode current between the shielding
and secondary windings.

The structure of the transformer windings significantly affects the magnitude of the
common-mode current and the voltage distribution within the transformer. By utilizing the
connections between the transformer windings, further calculations for the parameters (iPS −
iSP) and (iSHS − iSSH) can be performed. Figure 17 shows the structural parameters between
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the primary and secondary windings of the transformer. Figure 18 shows the structural
parameters between the shield winding and the secondary winding of the transformer.

Figure 17. Structural parameters between the primary and secondary windings of the transformer.

Figure 18. Structural parameters between the shield winding and the secondary winding of the
transformer.

VP0, VS0, and VSH0 denote the low-potential reference points on the primary, secondary,
and shielding windings, respectively. hP1, hP1, and x represent the distances from a point
on the original edge to the low-potential point. VP1, VP2, and VPX are the voltages of the
primary winding at heights hP1, hP2, and x from the low-potential reference point. hS1, hS2,
hS3, hS4, and y denote the distances from a point on the secondary side to the low-potential
reference point. VS1, VS2, VS3, VS4, and VSY represent the voltages on the secondary side
at heights hS1, hS2, hS3, hS4, and y from the low-potential reference point. hSH1, hSH2, and z
denote the distances from a point on the shielding winding to the low-potential reference
point. VSH1, VSH2, and VSHZ denote the voltages on the shielding winding at heights hSH1,
hSH2, and z from the low-potential reference point. dPS represents the distance from the
primary winding to the secondary winding. dSHS represents the distance between the
shield and the secondary winding. CPXSY represents the magnitude of the capacitance
element between the primary winding and the secondary winding. CSHSY represents the
magnitude of the capacitance element between the shield winding and the secondary
winding. Assuming that the distributed capacitance between adjacent ends of the winding
is uniformly distributed, we obtain the following:{

CPXSY = CPS0
(hP2−hP1)×(hS2−hS1)

CSHSY = Cshs0
(hSH2−hSH1)×(hS4−hS3)

(16)

VPN0 represents the voltage difference between the first and last terminals of the
primary winding, VSN0 represents the voltage difference between the first and last terminals
of the secondary winding, VSHN0 represents the voltage difference between the first and
last terminals of the shielding winding, NP represents the number of turns on the primary
winding, NS represents the number of turns on the secondary winding, and v represents

403



Electronics 2024, 13, 2360

the voltage increment for each turn on the winding. By considering these variables, the
following relationship can be derived:⎧⎨⎩

VPN0 = NP × v
VSN0 = NS × v
VSHN0 = NSH × v

(17)

The heights of the primary winding, secondary winding, and shielding winding are
denoted as HP, HS, and HSH, respectively. The following relationship can then be established:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

dVPX
dt =

d
(

VP0+
x

HP
×NP×v

)
dt

dVSY
dt =

d
(

VS0+
y

HS
×NS×v

)
dt

dVSHZ
dt =

d
(

VSH0+
z

HSH
×NSH×v

)
dt

(18)

Based on the structural parameters labeled in Figures 17 and 18, and in conjunction with
the current and voltage relationship in the capacitor, the following equation can be formulated:⎧⎪⎨⎪⎩

iP =
∫ hS2

hS1

∫ hP2
hP1

CPXSY
d(VPX −VSY)

dt
dxdy

iSH =
∫ hS4

hS3

∫ hSH2
hSH1

CSHSY
d(VSHZ −VSY)

dt
dzdy

(19)

By substituting Equation (18) into (19), we obtain the following:⎧⎪⎪⎨⎪⎪⎩
iP =

∫ hS2
hS1

∫ hP2
hP1

CPXSY

[
d(VP0 −VS0)

dt
+

x
HP
× NP

dv
dt
− y

HS
× NS

dv
dt

]
dxdy

iSH =
∫ hS4

hS3

∫ hSH2
hSH1

CSHSY

[
d(VSH0 −VS0)

dt
+

z
HSH

× NSH
dv
dt
− y

HS
× NS

dv
dt

]
dzdy

(20)

The values of d(VP0 − VS0)/dt, d(VSH0 − VS0)/dt, and dv/dt in Equation (20) are
associated with the interference source. The relationship between these values can be
expressed as shown in Equation (21):⎧⎪⎨⎪⎩

iP =
∫ hS2

hS1

∫ hP2
hP1

CPXSY
d(VPX −VSY)

dt
dxdy

iSH =
∫ hS4

hS3

∫ hSH2
hSH1

CSHSY
d(VSHZ −VSY)

dt
dzdy

(21)

By substituting Equation (21) into Equation (20), the following relationship is obtained:⎧⎨⎩ iP = CPS0
dv
dt ×

(
N0 +

hP1+hP2
2×HP

× NP − hS1+hS2
2×HS

× NS

)
iSH = CSHS0

dv
dt ×

(
N1 +

hSH1+hSH2
2×HSH

× NSH − hS3+hS4
2×HS

× NS

) (22)

CPS0 represents the intergroup distributed capacitance between the primary and secondary
windings, while CSHS0 represents the intergroup distributed capacitance between the secondary
and shielding windings. CPS0 and CSHS0 can be represented by the following equations:⎧⎨⎩ CPS0 = kPSεPS

(hP2−hP1)×lavps
dPS

CSHS0 = kSHSεSHS
(hSH2−hSH1)×lavshs

dSHS

(23)

Here, k represents a constant, ε represents the dielectric constant, and l represents the
average circumference of the winding.
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3.3.3. Determination of Optimum Number of Turns for Shielding Winding

Given the overall architecture and materials of the transformer, the value of the
structural capacitance depends solely on the number of turns on the shielding winding, NSH.
There is a functional relationship between the common-mode current and the shielding
winding, which can be represented as iCM = g(NSH) × dv/dt, where g(NSH) is a function of
the number of turns on the shielding winding.

For any section of the transformer where the primary winding is adjacent to the
secondary winding, the common-mode current, iP, between that adjacent section can be
represented as follows:

iP = gP(NSH)× dv
dt

(24)

gP(NSH) = kPSεPS
(hP2 − hP1)× lavps

dPS

(
N0 +

hP1 + hP2

2× HP
× NP − hS1 + hS2

2× HS
× NS

)
(25)

Similarly, the common-mode current, iSH, between any section of the shielding wind-
ing and the secondary winding in the transformer can be represented as follows:

iSH = gSH(NSH)× dv
dt

(26)

gSH(NSH) = kSHSεSHS
(hSH2 − hSH1)× lavshs

dSHS

(
N1 +

hSH1 + hSH2

2× HSH
× NSH − hS3 + hS4

2× HS
× NS

)
(27)

HSH, hP1, hP2, hS1, hS2, hS3, and hS4 can be represented either by known transformer
construction parameters or by a function, g(NSH), that depends on the number of turns on
the shielding winding. This is shown in Equation (27), where wP represents the width of
each turn on the primary winding, wS is the width of each turn of the primary winding,
wSH is the width of each turn on the shielding winding, H0 is the height between the bottom
end of the shielding winding and the bottom end of the primary winding, NP2 represents
the number of turns on the winding with a corresponding height of hP2 in the primary-side
winding, and NS2 represents the number of turns on the winding with a corresponding
height of hS2 in the secondary winding.⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

HSH = wSH × NSH
hP1 = H0 + wSH × NSH
hP2 = wP × NP2
hS1 = H0 + wSH × NSH
hS2 = wS × NS2
hS4 = hS3 + wSH × NSH

(28)

The total common-mode current in the transformer, as a function of the number of
turns in the shielding winding, can be represented as follows:

iCM =
n

∑
j=1

ipj+
m

∑
k=1

ishk =g(NSH)× dv
dt

(29)

ipj represents the common-mode current in the region adjacent to the primary winding
and the secondary winding in section j. n represents the number of segments in the
transformer in which an adjacent region exists between the primary winding and the
secondary winding. ishk represents the common-mode current in the region adjacent to
the shielding winding and the secondary winding in section k. m represents the number
of segments in which an adjacent region exists between the shielding winding and the
secondary winding.

Combined with Equation (29), when g(NSH) is at its minimum, the common-mode
current, iCM, is also minimized. This can be solved by finding the root of |g(NSH)| = 0. The
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optimum number of turns in the shielding winding can be obtained by taking the integer
part of the root of |g(NSH)| = 0.

4. Discussion

To validate the feasibility of the proposed conduction noise suppression method,
a 150 W GaN flyback power supply was developed as the test subject, with its main
parameters listed in Table 1. To ensure experimental accuracy, three noise reduction
schemes (labeled as A, B, and C) were tested using a single experimental prototype. During
these tests, only one component of the flyback power supply was altered at a time, such
as adding a compensation capacitor, installing a balanced winding in the transformer, or
installing a shielding winding in the transformer.

Table 1. Electrical parameters of the prototype.

Electrical Parameters Rating

Input voltage, Vin/V 220
Output voltage, Vo/V 12
Output power, Po/W 150

Switching frequency, f /Hz 1 × 105

To validate the common-mode interference suppression method proposed in this
paper, a conducted interference test platform was constructed in accordance with the
CISPR 22 standard. The electrical connection block diagram of the experimental platform
is shown in Figure 19. The experimental environment and noise testing instruments are
shown in Figure 20. The LISN model used is the Cybertek EM5040B (by Shenzhen Zhiyong
Electronics Co., Ltd., Shenzhen, China.), the EMI receiver model is the RS ESCI7 (by Rohde
& Schwarz, Munich, Germany.), and the test frequency range is from 150 kHz to 30 MHz.
The model of the separator is the TBLM1 MATE (by Satake, Hiroshima, Japan). During the
testing process, the LISN was employed to eliminate power grid fluctuations and isolate the
required signal, which was then transmitted to the EMI receiver via the separator. The EMI
receiver performed spectral analysis on the received signal to obtain the noise spectrogram,
which was subsequently transmitted to the host computer for processing and storage.

The EMI test was conducted on the original flyback power supply prototype without
implementing the proposed noise reduction method. The transformer in the original flyback
power supply prototype employs a standard winding technique, utilizing an EFD20 core
model(by TDG, Zhejiang, China), and the core material is TP4 from TDG (Zhejiang, China).
The EMI spectrum of the original flyback power supply is shown in Figure 21.

Scheme A: The experimental power supply in this scheme is based on the original
flyback design, with an external compensation capacitor added. Figure 22 illustrates the
EMI spectrum of the flyback power supply with a 5 pF compensation capacitor, while
Figure 23 shows the EMI spectrum with a 20 pF compensation capacitor.

Comparing Figure 22 with the original EMI spectrogram, it is evident that the noise
profile decreases by approximately 15 dB·μV in the 150 kHz to 1 MHz range and by
about 10 dB·μV in the 1 MHz to 10 MHz range. The addition of appropriately valued
compensation capacitors effectively reduces the common-mode noise level, particularly
in the low- and mid-frequency bands of the noise spectrum, demonstrating a significant
compensatory effect. This solution employs a simple circuit and is quick and effective
to implement.

By comparing the test results in Figure 23 with the noise profile in Figure 22, it is
evident that increasing the compensation capacitance from 5 pF to 20 pF results in a rise
of approximately 20 dB·μV in the noise profile within the 4.5 MHz to 5.5 MHz range,
indicating a significant deterioration in the compensation effect. As the compensation
capacitance increases, noise propagation is further exacerbated.
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Figure 19. Electrical connection block diagram of the experimental platform.

 
Figure 20. Experimental environment and noise testing instruments.

Figure 21. Original EMI spectrum.

Figure 22. EMI spectrum with compensation capacitor added (5 pF).
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Figure 23. EMI spectrum with compensation capacitor added (20 pF).

Scheme B: This experimental power supply is based on the original flyback power
supply, with the addition of a balanced winding in the transformer. The specific parameters
of the transformer are detailed in Table 2. Figure 24 shows the EMI spectrum of the
transformer with the balanced winding added. Comparing the noise curve in Figure 24
with the original spectrum, it can be observed that the noise level of the converter decreases
by approximately 15 dB·μV in the range of 150 kHz to 1 MHz and by about 20 dB·μV in the
range of 10 MHz to 20 MHz. This analysis indicates that the balanced winding significantly
suppresses common-mode noise in both low- and high-frequency bands.

Table 2. Transformer parameters with balanced winding added.

Parameters (Units) Rating

NP (turns) 120
NS (turns) 9

h (mm) 9.66
dP1_S (mm) 0.325
dS_SH (mm) 0.285
dP2_S (mm) 0.452
dS_B (mm) 0.325
dB (mm) 0.200

Figure 24. The EMI spectrum of the transformer with the balanced winding added.

Scheme C: The experimental power supply in this scheme is based on the original
flyback power supply, with the transformer employing a sandwich winding method and
an additional shielding winding. The specific parameters of this transformer are shown
in Table 3. Figure 25 shows the EMI spectrum of the transformer with the sandwich struc-
ture and additional shielding winding. Comparing the noise curve in Figure 25 with the
original noise spectrum, it is evident that the noise spectrum decreased by approximately
15 dB·μV in the range of 150 kHz to 1 MHz, 10 dB·μV in the range of 10 MHz to 20 MHz,
and 20 dB·μV in the range of 10 MHz to 30 MHz. The high-frequency noise peaks are
significantly attenuated. In summary, the addition of the shielding winding to the trans-
former significantly improved the full-frequency-band common-mode noise of the flyback
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converter. Compared with conventional solutions, this program can achieve full-band noise
suppression to a certain extent.

Table 3. Transformer parameters with shielding winding added.

Parameters (Units) Rating

NP (turns) 120
NS (turns) 9

NSH (turns) 40
hP1 (mm) 8
hP2 (mm) 8
hP3 (mm) 6.28
wSH (mm) 0.23

Figure 25. The EMI spectrum of the transformer with sandwich structure and additional shielding
winding.

5. Conclusions

Flyback power supplies utilize GaN devices to increase efficiency and power density.
However, the high-frequency switching characteristics of GaN devices cause EMI problems,
jeopardizing the stable performance of the power supply. This paper provides a detailed
analysis of the noise transmission mechanism in GaN-based flyback converters and proposes
three improvement schemes to address electromagnetic interference. Scheme A: Based on the
characteristics of the noise circuit, an external compensation capacitor is used to improve the
impedance of the noise path, allowing primary and secondary noise to cancel each other out.
Scheme B: Introducing balanced windings in the transformer effectively reduces common-
mode noise caused by transformer leakage inductance and parasitic parameters. Scheme C:
To suppress electromagnetic interference at the source, a method involving changes to the
transformer structure and the use of shielded windings is proposed, significantly reducing
common-mode noise levels and enhancing the electromagnetic compatibility of the GaN-
based flyback power supply. Finally, a comparative experiment was conducted using the
GaN-based flyback power supply, and the experimental results fully verify the feasibility of
the proposed conducted interference suppression methods.

In this paper, three novel improvement schemes are proposed to enhance noise sup-
pression in GaN-based flyback power supplies, providing significant practical guidance for
improving their EMI performance.
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Abstract: In response to challenges such as voltage limit violations, excessive currents, and power
imbalances caused by the integration of distributed photovoltaic (distributed PV) systems into the
distribution network, this study proposes at two-level optimization configuration method. This
method effectively balances the grid capacity and reduces the active power losses, thereby decreasing
the operating costs. The upper-level optimization enhances the distribution network’s capacity by
determining the siting and sizing of distributed PV devices. The lower-level aims to reduce the
active power losses, improve the voltage stability margins, and minimize the voltage deviations.
The upper-level planning results, which include the siting and sizing of the distributed PV, are used
as initial conditions for the lower level. Subsequently, the lower level feeds back its optimization
results to further refine the configuration. The model is solved using an improved second-order
oscillating chaotic map particle swarm optimization algorithm (SCMPSO) combined with a second-
order relaxation method. The simulation experiments on an improved IEEE 33-bus test system
show that the SCMPSO algorithm can effectively reduce the voltage deviations, decrease the voltage
fluctuations, lower the active power losses in the distribution network, and significantly enhance the
power quality.

Keywords: distributed photovoltaic (PV); distribution network capacity; siting and sizing; SCMPSO;
two-level optimization

1. Introduction

Solar energy, as one of the most abundant clean energy sources on Earth, is widely
regarded as an effective solution to mitigate the current energy crisis [1]. Among the
various ways to utilize solar energy, photovoltaic (PV) power generation is particularly
seen as an efficient method. Currently, distributed PV power generation is a common mode
of PV power generation, typically integrated into low-voltage distribution networks as a
power source [2,3]. This generation method has advantages such as small size, flexible
installation locations, and short construction periods, allowing for quick integration into
the distribution network. However, the integration of PV power generation also alters
the topology and power flow distribution of the distribution network. The uncertainty
and variability of its power output may impact the stable operation of the distribution
network [4–6]. Once connected to the grid, PV can potentially reduce the power quality
and safety of the distribution network. Therefore, a reasonable layout of PV systems is key
to addressing these issues.

To effectively assess the performance of PV grid integration, current standards pri-
marily include power system interconnection standards, power quality standards, safety
standards, and technical performance standards [7]. Among these standards, the distri-
bution network’s capacity to accommodate PV is a crucial indicator within the power
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system interconnection standards. This indicator is essential to ensure that PV systems
can effectively connect to the distribution network, thereby helping to maintain the over-
all operational efficiency and safety of the distribution network. The capacity of a PV
distribution network refers to the maximum PV capacity that can be integrated under
the maximum power load or current level that the distribution network can withstand.
However, this indicator does not reflect the operational status of the distribution network
equipment, the effects of PV grid integration, and other influencing factors [8]. In [9],
the siting and sizing planning of PV grid integration based on considering capacity are
studied. In [10], the distribution network capacity is evaluated based upon three aspects:
the equipment level, load supply capability, and distribution network structure. While
considering the capacity of the distribution network, PV grid integration must also consider
various constraints. The main constraints limiting the integration capacity of PV include
the voltage thresholds at each node, PV output constraints, harmonic content, and grid
distortion levels. These conditions collectively determine the safety and efficiency of the
PV system’s grid integration [11–13].

Currently, there is a substantial amount of international research on the planning of the
distributed photovoltaic (PV) grid integration. Most studies have established optimization
objective models based on a single factor, such as solely optimizing for node voltage
thresholds, harmonics, or the generalized short-circuit ratio. However, these optimization
models do not have universality and are not universally applicable to other constraints. In
practical applications, distributed PV grid integration needs to consider multiple constraints
to meet real-world requirements. For example, the model proposed in reference [14]
performs distributed PV capacity analysis constrained by voltage quality and short-circuit
capacity; reference [15] considers the economic perspective and proposes an optimal
planning model for the investment, operation, and maintenance of distributed PV grid
integration—while references [16,17] optimize based on PV output, node voltage thresholds,
and the maximum carrying capacity of currents. However, PV grid integration planning
is a nonlinear problem with multiple objective constraints, characterized by complexity
and a large computational scale. This makes it challenging for traditional algorithms to
effectively optimize and find the optimal solution.

Building on previous research, this paper proposes a new two-level PV grid integration
planning method that comprehensively considers multiple aspects such as the distribution
network capacity and active power loss. The upper-level planning aims to enhance the
network capacity by the precise siting and sizing of PV equipment, while the lower-
level planning focuses on reducing active power loss, lowering daily operating costs,
and minimizing voltage deviations [18]. To solve this model, an improved second-order
oscillating chaotic map particle swarm optimization algorithm (SCMPSO) combined with
a dual relaxation method is employed. Case study analysis verifies the convergence and
effectiveness of this algorithm.

2. Siting and Sizing Planning of PV Equipment

Figure 1 illustrates the structure of distributed PV integration into the distribution
network. As shown in Figure 1, the distribution network feeder contains a total of n nodes.
Ui represents the voltage at node i, measured in kilovolts (kv); i denotes any node. Ri
and Xi are the equivalent resistance and reactance of branch i, measured in ohms (Ω). Pi
and Qi represent the active and reactive loads at node i, measured in kilowatts (kw) and
kilovars (kvar), respectively. Ppv denotes the power input from the PV system, measured
in kilowatts (kw). In a power system, Ri + jXi represents the impedance, where Ri denotes
the resistance between node i and node i+1, and Xi represents the reactance between node i
and node i + 1. The j typically represents the imaginary unit. In Figure 1, S represents the
power source. The red box displays a schematic diagram of the components of a distributed
photovoltaic system.
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Figure 1. Distribution network PV integration structure.

After the integration of PV, the power flow and voltage distribution in the distribution
network are altered. For example, at node i, the voltage difference between the adjacent
nodes before PV integration is expressed as:

ΔUi = Ui −Ui−1 = −Ri∑n
m=i Pm + Xi∑n

m=1 Qm
Ui−1

(1)

In Equation (1), Pm represents the real power consumed or generated by the system
from the power source to node m. Qm represents the reactive power consumed or generated
by the system from the power source to node m.

The node voltage expression for node i is:

Ui = U0 +
i

∑
k=1

ΔUk = U0 −
i

∑
k=1

Rk∑n
m=k Pm + Xk∑n

m=k Qm
Uk−1

= U0 −
i

∑
k=1

Rk∑n
m=k (PL,j − PDG,j) + Xk∑n

m=k (QL,j −QDG,j)

Uk−1

(2)

In Equation (2), U0 represents the voltage at the node connecting the distribution
network to the higher-level grid, i.e., the voltage at node k − 1, where k takes values 1, 2,
. . ., n. PPV,j and QPV,j represent the active and reactive power of the distributed PV at node j,
respectively, with j ranging from 1 to n. PL,j and QL,j denote the active and reactive loads at
node j, respectively. Rk and Xk are the resistance and reactance between nodes k and k−1,
respectively.

When PV equipment is integrated into the distribution network, the integration point
is represented by any node t. The voltage deviation between any two upstream nodes and
the voltage expression for any upstream node iii are as follows:

ΔU′i = U′i −U′i−1 = −Ri(∑n
m=i Pm − Ppv) + Xi∑n

m=i Qm

U,
i−1

(3)

U,
i= U0 −

i

∑
k=1

Rk × (∑n
m=k Pm − Ppv) + Xk∑n

m=k Qm

U′k−1
(4)

When the PV equipment is integrated into the distribution network, the integration
point is represented by any node t. The voltage deviation between any two downstream
nodes of the integration point, as well as the voltage expression for any downstream node
i, are as follows:
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ΔU′i = U′i −U′i−1 = −Ri∑n
m=i Pm + Xi∑n

m=i Qm

U′i−1
(5)

U,
i= U0 −

t
∑

k=1

Rk × (∑n
m=k Pm − Ppv) + Xk ×∑n

m=k Qm

U′k−1

− i
∑

k=t+1

Rk ×∑n
m=k Pm + Xk ×∑n

m=k Qm

U′k−1

(6)

According to Equations (1) and (2), it can be observed that, in the absence of PV
integration, the voltage gradually decreases along the transmission line. From Equation (3)
to (6), it can be seen that, when the output power of the distributed PV at the integration
node exceeds the load power, the power flow at the node will reverse, turning the node
into an active node. In this scenario, the node will inject power into the distribution
network. As the output power of the distributed PV increases, the node voltage rises
accordingly, especially at locations close to the load end, where the voltage rise is more
significant. This may cause the voltage at the distribution network nodes to exceed the
normal threshold range.

Considering the impact of distributed PV integration on the carrying capacity of the
distribution network, this study rationally plans the siting and sizing of PV equipment
from the perspectives of power quality and system operational safety to ensure the safe
and economical operation of the system. This study plans the PV integration capacity
while ensuring the maximum carrying capacity of the distribution network and conducts
the detailed planning and optimization of the integration location and capacity of the
equipment [19].

3. Two-Level Planning for Distributed PV

The integration of PV into the distribution network affects its carrying capacity. To
enhance the carrying capacity of the distribution network, reduce active power losses,
increase economic benefits, and ensure the practical feasibility of PV integration, this paper
proposes a new two-level model construction scheme [19]. This scheme aims to determine
the siting and sizing of PV and energy storage equipment to improve the system stability
and economic efficiency. The planning framework is as follows:

Figure 2 provides a detailed introduction to the two-level planning framework for
distributed photovoltaics. The PV model planning mentioned in this paper is divided
into two levels. The upper-level planning mainly focuses on maximizing the load-bearing
capacity of the distribution network. It establishes a planning model by combining the
investment costs of the distributed PV with the system active power loss to determine
the siting and sizing of PV equipment. The lower-level planning, on the other hand,
aims to reduce the system active power loss, improve the system stability margin, and
minimize the voltage deviation. This is achieved by solving the model using an improved
second-order oscillating chaotic mapping particle swarm optimization algorithm. The
siting and sizing of equipment determined by the upper-level planning become the initial
conditions for the lower-level optimization. The results of the lower-level planning are
then fed back to the upper level, further optimizing the installation locations and capacities
of the PV equipment.
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Figure 2. Two-level planning framework for distributed photovoltaics.

4. Upper-Level Model Construction

4.1. Distribution Network Maximum Load-Bearing Capacity Model
4.1.1. Establishment of the Objective Function

The establishment of an evaluation model for the load-bearing capacity of the distri-
bution network under multiple constraints:

F1 = max{ ∑
i∈ΨDG

Si} (7)

In Equation (7), F1 represents the maximum load-bearing capacity that the system can
withstand, and Si represents the maximum allowable capacity of PV at node i (KVA). ΨDG
denotes the set of distributed photovoltaic points.

4.1.2. Constraints

1. Distributed Photovoltaic Output Constraints:

PDG,i,min ≤ PDG,i ≤ PDG,i,max (8)

QDG,i,max ≤ QDG,i ≤ QDG,i,max (9)

In the above equations, PDG,i and QDG,i represent the active and reactive power
outputs of the distributed photovoltaic at node i, respectively. PDG,i,min and PDG,i,max
denote the lower and upper limits of active power output at node i, respectively. Similarly,
QDG,i,min and QDG,i,max denote the lower and upper limits of reactive power output at node
i, respectively.

2. Node Voltage Constraints:

Translation: According to the “Electric Power Quality Supply Voltage Deviation”
GB/T 12325-2008 [20], lines of different voltage levels are allowed different ranges of
voltage deviation, and node voltages are constrained by these voltage deviations.

UN(1− ε) ≤ Ui ≤ UN(1 + ε) (10)
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In Equation (10): UN represents the rated voltage of the distribution network at that
level (KV); ε represents the voltage deviation rate at that level.

3. Line Current Constraints:

Ii−j,min ≤ Ii−j ≤ Ii−j,max (11)

In Equation (11), Ii−j represents the current value between branch i-j, Ii−j,min, and Ii−j,max,
respectively, indicating the minimum and maximum currents that can pass through that
branch.

4. Harmonic Constraints:

According to GB/T12325—2008 “Power Quality Public Network Harmonics” [20],
the maximum allowable harmonic current values vary for systems with different voltage
levels and reference short-circuit capacities. To ensure the effectiveness of harmonic current
constraints, we determine the harmonic constraints under the maximum output of the
photovoltaic equipment:

Ii−j =
Si√
3Un

× μ ≤ Ik (12)

In Equation (12), K represents the k-th order harmonic current, and μ represents the
maximum allowable harmonic current as per the national standard GB/T 1549-1993 “Power
Quality Public Network Harmonics” [21].

5. Energy Storage Constraints:

Pt
j,ESS = Pt

j,ch − Pt
j,dc (13)

|μt
j,ch|+ |μt

j,dch| ≤1 (14)

0 ≤ Pt
j,ch ≤ Pmax

j,ESS (15)

0 ≤ |Pt
j,dch| ≤ |μt

j.dchPmax
j,ESS| (16)

Pt
j,ch and Pt

j,dc represent the charging and discharging powers of the energy storage
device j at time t, respectively. μt

j,ch and μt
j,dch are binary variables where E equals 1 during

charging and 0 otherwise; μdch is the opposite. Pmax
j,ESS indicates the maximum charging and

discharging power of the energy storage device at node j. For the ease of comparison in the
charging and discharging diagram, it should be noted that, during charging, Pt

j,ch is shown
below the axis; during discharging, Pt

j,ch is shown above the axis.

4.2. Site Selection and Capacity Determination Model
4.2.1. Development of the Objective Function for Site Selection and
Capacity Determination

This paper introduces a model for site selection and capacity determination for PV
systems, predicated on the maximum carrying capacity of the distribution network. The
objective is to minimize investment costs and active power losses, thereby enhancing the
economic efficiency of the system. After confirming the compliance with the carrying
capacity requirements, a secondary model is formulated:

F2 = w1 × a× F1 + w2 × b× f2 + w3 × c× f3 (17)

In Equation (17), w1, w2, and w3 represent the weights within the objective function,
satisfying the condition w1 + w2 + w3 = 1. F1 denotes the carrying capacity value, and
the site selection and capacity determination model is based on the maximum carrying
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capacity model of the distribution network; hence, w1 is the predominant weight, such
that w1 ≥ w2 and w1 ≥ w3. The specific values for the weights w2 and w3 are determined
based on actual conditions. F1 is elaborated upon in Equation (7), f2 indicates investment
costs, and f3 represents active network losses. a, b, and c serve as penalty factors.

4.2.2. Investment Costs

The investment costs for a distributed PV primarily comprise the initial capital expen-
ditures and ongoing operation and maintenance expenses. The cost model is described as
follows:

f2 = f(a, b) ∗
Ne

∑
i

CI_PVPPV,i + COM_PV

Ne

∑
i

PPV,i (18)

f(a,b) =
a× (a + 1)b

(a + 1)b − 1
(19)

In Equation (18), f(a,b) represents the loss factor of the PV equipment, reflecting the
ratio of its current value to its initial investment. a is the annual depreciation rate for
the PV equipment, and b denotes its expected lifespan. Ne indicates the number of PV
units invested, CI_PV is the cost per unit capacity for installing PV equipment, PPV_i is the
installed capacity for the i-th PV, and COM_PV represents the operational and maintenance
costs per unit capacity of the PV equipment.

4.2.3. Active Network Loss Optimization Model

Strategically installing PV within the limits of the distribution network’s maximum
carrying capacity can effectively reduce the active network losses. To minimize these losses,
a mathematical model is constructed:

f3 = Ploss =
N

∑
T=1

n

∑
i=1

I2
i Ri (20)

In Equation (20), N signifies the system’s operational duration, n denotes the number
of system branches, Ii is the current in branch i, and Ri is the resistance of branch i.

5. Development of the Lower-Level Model

5.1. Lower-Level Objective Function Model Development

In PV planning, reducing the active network losses during system operation is crucial.
Building on this, reactive power optimization becomes the central issue of the lower-
level optimization. This process relies on the decisions made in the upper-level planning
regarding the site selection and capacity determination of PV equipment. The primary goal
is to minimize active network losses. Voltage stability margin and voltage deviation are
also considered secondary objectives to effectively regulate the equipment. This approach
integrates the goals of both the upper and lower-level planning to ensure the power
system’s efficient and stable operation. The model for the lower-level objective function is:

minG = w*
1(

T

∑
t

n

∑
i=1

Ploss,t) + w*
2(

T

∑
t

n

∑
i=1

VSMi,t) + w*
3(

T

∑
t

n

∑
i=1

Ui,t −UN

UN
) (21)

In Equation (21), w*1, w*2, and w*3 are the weights of the objective function, fulfilling
the condition w*1 + w*2 + w*3 = 1. The primary optimization target in this model is the
system’s active network loss, and hence, w*1 has the greatest proportion, w*1 ≥ w*2 and
w*1 ≥ w*3. Ui,t represents the actual voltage at node i during time t.

5.2. Constraints

The lower-level planning constraints slightly differ from those at the upper level,
mainly reflecting the temporal changes in state variables [22].
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1. Load flow constraints:

PDG,i,t − PL,i,t −Ui,t

N

∑
j=1

Uj,t(Gi,jcos θi,j.t + Bi,jsin θi,j,t) = 0 (22)

QDG,i,t −QL,i,t + Ui,t

N

∑
j=1

Uj,t(Gi,jcos θi,j,t − Bi,jsin θi,j,t) = 0 (23)

PDGi,t and QDGi,t are the active and reactive powers at node i at time t, i ∈ N; θi,j,t is
the voltage angle difference between nodes i and j at time t, where Gi,j and Bi,j are the
conductance and susceptance between these nodes.

2. Node voltage constraints

Uimin ≤ Ui,t ≤ Uimax (24)

Uimin and Uimax represent the upper and lower voltage limits for node i, respectively.

3. Line current constraints, as per Equation (11).
4. Distributed photovoltaic output constraints:

(PPV
i,t )

2
+ (QPV

i,t )
2
= (SPV

i,t )
2

(25)

ηi =
T

∑
t=1

PPV
i,t /

T

∑
t=1

PPV0
i,t (26)

η ≥ ηmin (27)

5. SVC Reactive Power Output Constraints:

SPV
Vi is the capacity of the distributed photovoltaic at node i, and PPV0

i,t is the the-
oretical output of the distributed photovoltaic at node i. This represents the minimum
utilization efficiency of the distributed photovoltaics.

qs
i,min ≤ qs

i,t ≤ qs
i,max (28)

In Equation (24), represent the lower and upper limits of the SVC output at node i at
time t.

6. Solving the Photovoltaic Grid-Connected Model Using an Improved Second-Order
Oscillatory Chaos Mapping Particle Swarm Optimization Algorithm

Using the improved second-order oscillatory chaos mapping particle swarm optimiza-
tion algorithm, rapid solutions are achieved for both upper- and lower-level models. This
algorithm facilitates the efficient transmission of the global optimum between the two levels
through internal iterations, and the data transfer and feedback between models, ultimately
determining the locations and capacities of the distributed photovoltaic systems [23,24].

6.1. Overview of PSO

The traditional particle swarm optimization (PSO) is an optimization algorithm de-
veloped to mimic the flight trajectories of birds during foraging [25]. At the start of the
algorithm, a swarm of particles is generated, and the optimal solution is sought by simu-
lating the movement of particles in space. The PSO algorithm takes related variables as
target fitness and updates the state based on the current position, velocity, and historical
best status of the particles. The algorithm terminates when the number of iterations reaches
a preset maximum [26]. Different iteration methods of the particle swarm can affect the
accuracy of the final result. In each iteration, the velocity and position of the particles are
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calculated according to specific formulas. Through multiple iterations, particles locate
the position of the optimal solution. The iteration process continues until the set number
of iterations is reached. The formulas for updating the individual particle velocity and
position are as follows:

Vk+1
i = wVk

i + r1c1(Xpbestk
i − xk

i ) + r2c2(Xgbestk
i − xk

i ) (29)

Xk+1
i = Xk+1

i +Vk+1
i (30)

W is the inertia weight, c1 is the individual learning factor, c2 is the social learning
factor, r1 and r2 are random numbers between 0 and 1. Vi

k is the current velocity of
the particle, Xpbesti

k is the current individual best position, and Xgbesti
k is the global best

position at iteration k.
Traditional PSO can easily fall into local optima, converge prematurely, and exhibit

uneven particle distribution during iterations [18]. To avoid these shortcomings, the particle
swarm algorithm has been improved.

6.2. Improved Particle Swarm Optimization Algorithm
6.2.1. Chaotic Mapping of Population

In traditional PSO, randomly generated initial positions and velocities can lead to
uneven particle distribution in the iteration search space, affecting the algorithm’s global
search capability. To address this issue, chaotic mapping is introduced to initialize particles.
This establishes chaotic mapping for initializing particle positions, enhancing the search
range of the swarm and increasing the randomness of particle solutions [27]. In this paper,
random numbers generated by the logistic map are used as initial positions to increase
the diversity of particle solutions, accelerating the convergence speed and enhancing the
performance of the algorithm.

The mathematical expression for the logistic map:

Xk
i+1 = F(x, r) = r ∗ Xk

i (1− Xk
i ) (31)

In Equation (31), r is the control parameter, also known as the chaos mapping param-
eter. When r is between 0 and 4, the system exhibits periodic and chaotic behavior, and
it may also converge to a stable state. At r = 4, the system exhibits the maximum chaotic
behavior.

Steps for logistic population initialization:

(1) Define the logistic chaos function to generate a D-dimensional vector, with each
component within the rand (0,1) range.

(2) Use the logistic function to map the population position.

6.2.2. Self-Adaptive Inertia Weight Iteration Improvement

The value of the inertia weight W significantly impacts the algorithm’s global and
local search capabilities. A high W value can accelerate the convergence of the swarm but
reduces the search range, diminishing the diversity of the particle swarm and making, it
prone to falling into local optima. Conversely, a low W value can lead to an excessive local
search, slowing convergence, and losing global search capability, similarly making it easy
to fall into local optima [28].

To balance local and global search capabilities, this paper adopts a self-adaptive inertia
weight method, adjusting the inertia weight value appropriately as the number of iterations
increases. In the early stages of iteration, a larger inertia weight is set to enhance the global
search capability; in later stages, the inertia weight is gradually reduced in a nonlinear
manner to enhance the algorithm’s local search capability. The expression for self-adaptive
inertia weight is:

b =
fiti − fitgbest

fit0 − fitgbest
(32)
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w =

{
nwmax + (wmax −wmin)(1− 1

b ), b ≥ 1
wmin + b(wmax −wmin), b < 1

(33)

In Equation (32), fiti is the current fitness of the particle, fitgbest is the best fitness
among the particle population; and fit0 is the critical population fitness. In Equation (33),
Wmax is the maximum weight factor, and Wmin is the minimum weight factor.

6.2.3. Iterative Algorithm Improvement

In the PSO algorithm, the updated particle velocity is determined by the individual’s
historical best position and the global historical best position, but the relative positions
of particles are not fully considered. To improve the precision and coverage of the global
search, this paper introduces oscillatory variables, which involve perturbations near the
optimal solution to generate new solutions, thereby allowing the algorithm’s particles not
only to seek existing optimal solutions but also to enhance the diversity of particles [29,30].
Such improvements help prevent the algorithm from prematurely converging to local
optima, while also enhancing the exploration capability of the algorithm. The update
formula for the iterative algorithm is:

Vk+1
i = wvk

i + u1

[
Xpbestk

i − (1 + λ1)Xgbestk
i + λ1Xgbestk−1

i

]
+ u2

[
Xpbestk

i − (1 + λ2)Xgbestk
i + λ2Xgbestk−1

i

]
(34)

In Equation (34), λ1 and λ2 represent the convergence rates for gradual and oscillatory
convergence within the particle swarm, respectively:

u1 = c1 ∗ r1, c1 = 1.496, r1 = random (35)

u2 = c2 ∗ r2, c2 = 1.496, r2 = random (36)

When the iteration count t ≤ T/2, the algorithm exhibits an oscillatory convergence:

λ1 ≥
2
√

c1r1 − 1
c1r1

λ2 ≥ 2
√

c2r2 − 1
c2r2

(37)

When the iteration count t > T/2, the algorithm undergoes progressive convergence:

λ1 ≤
2
√

c1r1 − 1
c1r1

λ2 ≤ 2
√

c2r2 − 1
c2r2

(38)

Figures 3 and 4 respectively show the convergence curves at different numbers of
population iterations. The PSO algorithm was validated using benchmark functions. Five
common benchmark functions were selected to test the algorithm. The sphere function was
used to evaluate the convergence efficiency of the algorithm; the Rosenbrock function was
used to assess the evaluation accuracy of the algorithm; the Levy function and Griewank
function, both multimodal benchmark functions, were used to test the algorithm’s perfor-
mance in the presence of multiple local optima; the Goldstein–Price function was employed
to examine the algorithm’s global search capability. Table 1 provides relevant data for these
benchmark functions.

Table 1. Parameters of benchmark functions.

Function Name Dimension Search Domain Acceptance Optimum

Sphere 50 [−100, 100] D 0.01 0

Rosenbrock 50 [−100, 100] D 0.01 0

Levy 50 [−10, 10] D 0.01 0

Griewank 50 [−50, 50] D 0.01 0

Goldstein–Price 50 [−5, 5] D 0.01 0
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Figure 3. Oscillatory convergence curve.

 

Figure 4. Progressive convergence curve.

To verify that the improved PSO algorithm’s convergence is superior to the original
PSO algorithm and to other improved PSO algorithms, comparative experiments were
conducted using the same benchmark parameters. The specific settings were as follows: the
particle swarm size was 50, the dimensionality was 50, and the number of iterations was
2000. The benchmark function test results and the comparison of the convergence precision
for each function are shown in Figures 5 and 6. Table 1 shows the relevant parameters of
the benchmark functions.

Figure 5. Test results of various benchmark functions.
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Figure 6. Iteration comparison of different particle swarm optimization algorithms.

Figure 6 shows that the SCMPSO algorithm demonstrates significant advantages early
in the iteration process. When the iterations reach around 500, the results of the four
particle swarm optimization algorithms converge to approximately zero. To ensure the
reliability of the algorithm, the number of iterations should not be less than 500. In this
study, 2000 iterations were selected to avoid the potential issue of insufficient iterations
compromising the validation of the algorithm’s effectiveness.

From Figures 5 and 6, it is evident that the proposed SCMPSO algorithm outperforms
other PSO algorithms in terms of convergence speed, search range, and convergence
precision. Additionally, when addressing complex problems, this algorithm exhibits the
characteristics of rapid convergence, high efficiency, and high stability.

6.3. Model Solution

The flowchart for solving the two-layer distributed photovoltaic planning model in
the distribution network using the SCMPSO algorithm is shown in Figure 7.

 

Figure 7. Model solution flowchart.

Bilevel Planning Model Solution Steps:
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Step 1: Establish the upper-level planning model. Input the network component
parameters, active, and reactive power outputs of conventional photovoltaic (PV) systems,
SVC (static VAR compensator) devices, and conventional load parameters.

Step 2: Solve the upper-level model using the SCMPSO algorithm. Determine the PV
equipment access locations and capacities at each node, and pass the results to the lower
level.

Step 3: Establish the lower-level optimization model with the objectives of reducing
active power losses, voltage stability margins, and voltage deviations.

Step 4: Solve the lower-level model using the SCMPSO algorithm to obtain the reactive
power optimization values. Pass the optimized values back to the upper-level model for
the next iteration.

Step 5: Evaluate the convergence conditions. If the preset number of iterations is
reached, terminate the process and output the current optimal PV equipment access loca-
tions and capacities. If not, continue from Step 1 to Step 4 until the optimal conditions are
achieved.

In this paper, the PV access capacity in the first layer is a continuous variable, and
the PV access device location is a discrete variable. The upper-level objective function is
challenging to solve linearly, so the improved particle swarm optimization (SCMPSO) is
used for multi-objective solving.

The second layer of planning is essentially an optimal power flow problem. The
non-convex power flow model is relaxed using the second-order cone relaxation method,
with the following constraints:

Wij = Ui ∗Uj (39)

pj = ∑
k:j→k

Re(WijY*
ij) (40)

Qj = ∑
k:j→k

Im(WijY*
ij) (41)

minPloss(w) = ∑
(i,j)∈N

GijWii − 2 ∑
(i,j)∈N

GijRe(Y*
ij) (42)

U2
j = U2

i − 2
(

rijPij + xijQij

)
+

(
r2

ij + x2
ij

)
I2
ij (43)

Pmin ≤ Pi ≤ Pmax (44)

Qmin ≤ Qi ≤ Qmax (45)

Vmin ≤ Vi ≤ Vmax (46)

lmin ≤ lmin ≤ lmax (47)

dpv,k% ≤ dmax% (48)

||Wii||2 ≤ Wii (49)∥∥∥∥∥∥∥
2Pt

ij
2Qt

ij
ltij − ut

j

∥∥∥∥∥∥∥ ≤ ltij + ut
j (50)

Equation (40) to (41), Pj and Qj represent the active and reactive power at the node,
respectively; Re denotes the real part of the expression, and Im denotes the imaginary part;
Yij* represents the conjugate of the admittance matrix between branch i−j; Gij represents the
real part of the admittance matrix; rij and xij are the resistance and reactance of the branch,
respectively. Other variables used in the equations are annotated in Sections 2 and 3 of the
paper and are not explained here again.
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7. Case Analysis

This study uses the improved IEEE-33 node distribution network system, as shown in
Figure 8.

Figure 8. IEEE-33 node system.

The IEEE-33 node system has a distribution network load of 3.715 MW + 2.3 MVAR
and a base voltage of 12.66 kV. The system node voltage safety range is set between 0.95
and 1.05 p.u. The distribution network uses LGJ-150 conductors(which was manufactured
by Hebei Guangjie Cable Co., Ltd., located in Cangzhou, Hebei, China.), with a maximum
allowable continuous current of 375 A. The unit investment cost for distributed PV is
3500 CNY/kW, and the average operation and maintenance cost per unit is 50 CNY/kWh.
The annual depreciation rate is 0.05, and the service life is 25 years. At the beginning of
the distribution network, there is an on-load tap-changing transformer (OLTC) with 11 tap
positions and a voltage regulation range from 0.95 to 1.05 p.u.

Assuming that each node in the distribution network can be equipped with a dis-
tributed PV and energy storage, the number of distributed PV installations is set to 6.
Additionally, three static VAR compensators (SVG) with an installed capacity of 200 kVar
each are added and connected to nodes 6, 8, and 33. The number of energy storage installa-
tions is 4, with an initial charge/discharge efficiency of 75%. In the distribution network,
nodes with PV system connections must ensure stability in multiple aspects, including
voltage levels, reasonable load distribution, and stable power quality.

This study employs the K-means clustering method to analyze the annual solar in-
tensity and basic load data for a location in Jiangsu, China. The year is divided into five
scenarios, labeled from 1 to 5.

Scenario 1: Weak solar intensity, rainy days, low electricity consumption, and light
load, mostly occurring during rainy days in spring and winter.

Scenario 2: Slightly stronger solar intensity compared to Scenario 1, low electricity
consumption, and light load, common during clear days in spring and winter.

Scenario 3: A stronger solar intensity than Scenario 2, higher electricity consumption
and moderate load, typical in late spring and early autumn.

Scenario 4: Strong solar intensity within a day, but reduced due to thunderstorms,
high electricity consumption, and heavy load, often seen on rainy summer days.

Scenario 5: Very strong solar intensity throughout the day, high electricity consump-
tion, and heavy load, usually occurring on clear summer days.

Figure 9 shows the division of the annual solar intensity and load status into five
scenarios. Figure 10 illustrates the normalized load trend over 24 h on a specific day of
the year. The load trend is influenced by factors such as seasons and holidays, but overall
trends exhibit certain similarities, with differences mainly in the load magnitude.
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Figure 9. Annual solar intensity and load status.

 

Figure 10. 24-hour load trend in Jiangsu.

7.1. Actual Simulation and Comparative Analysis

Based on Figure 9, which shows the annual solar intensity and load scenarios, and
Figure 10, the 24 h load trend in Jiangsu, this study uses the SCMPSO algorithm for
simulation and solution. By employing the proposed two-level optimization approach,
this research aims to provide reasonable optimization strategies for PV integration into the
distribution network system, thereby enhancing economic efficiency.

Table 2 provides the access locations and capacities of distributed PV for three different
scenarios, along with the corresponding access locations, capacities, and power of the
energy storage systems. The specific scenarios are as follows:

Scenario 1: Distributed PV access parameters under the condition of maximum voltage
stability.

Scenario 2: Distributed PV access parameters under the condition of maximum eco-
nomic efficiency.

Scenario 3: Distributed PV access parameters considering the system carrying capacity,
economic efficiency, public interest, and grid stability margin.

Table 3 presents the cost analysis under different planning scenarios. After determining
the configuration of distributed PV and energy storage equipment in Table 1, the upper-
level optimization provides the investment cost and annual operation and maintenance
cost of PV equipment, as well as the proportion of distributed PV generation in the overall
system. In Scenario 1, the PV equipment access capacity is 1280 kwh with a total cost of
CNY 87.1 million; in Scenario 2, the PV equipment access capacity is 1140 kWh with a total
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cost of CNY 74.645 million; in Scenario 3, the PV equipment access capacity is 1260 kWh
with a total cost of CNY 83.116 million.

Table 2. Node location and capacity configuration of distributed photovoltaic under two-level
planning scenarios.

Optimization Solution
Distributed PV Installation Node

(Capacity/kwh)
Energy Storage System Installation Node

(Capacity/kwh, Power/kw)

Voltage optimization
6 (130), 9 (170),

13 (150), 18 (210),
25 (200), 32 (420)

10 (300, 210), 18 (250, 160) 26 (180, 120), 33 (280,200)

Economic optimization
7 (150), 12 (220),

15 (170), 25 (220),
26 (170), 30 (210)

7 (200, 130), 18 (120, 70) 28 (210, 120), 33 (200, 140)

Comprehensive optimization
6 (110), 10 (190),

15 (240), 18 (230),
25 (300), 31 (190)

6 (100, 70), 15 (230, 170) 27 (280, 180), 31 (350, 250)

Table 3. Cost analysis under different planning scenarios.

Optimization Solution
Total Cost/

Million CNY
Investment Cost/

Million CNY

Operation and
Maintenance Costs/

Million CNY

Depreciation Loss/
Million CNY

Distributed PV
Penetration/%

Voltage optimization 87.1 63.2 20.74 3.16 83.69
Economic optimization 74.645 53.5 18.47 2.675 60.35

Comprehensive
optimization 83.116 59.72 20.41 2.986 73.23

7.2. Operating Results under the Two-Level Planning Approach
7.2.1. Operation State of Energy Storage Devices

Figure 11 displays the optimal timing for charging and discharging under five scenar-
ios within a comprehensive planning scheme.

 

Figure 11. Charging and discharging schematic of energy storage devices across five scenarios.

Scenarios 1 and 2: These scenarios are characterized by lower photovoltaic (PV)
outputs and lighter loads, which result in a more gradual distribution of energy storage
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charging during the afternoon periods. The reduced solar generation leads to less demand
on the storage systems, allowing for smoother energy intake and less variability in charging
requirements.

Scenarios 3, 4, and 5: In these scenarios, the PV output is considerably higher, and
the load gradually increases, necessitating the more concentrated charging of distributed
PV systems in the afternoon. This is indicative of peak solar hours aligning with higher
energy consumption patterns, maximizing the use of solar power directly and reducing the
reliance on stored energy during these periods.

Scenarios 4 and 5: The loads in these scenarios are nearly identical; however, due
to meteorological variations, the PV output in Scenario 5 is greater than in Scenario 4.
Despite similar timings for charging and discharging the energy storage devices, the power
levels vary. This indicates that Scenario 5 may require the more dynamic management of
energy storage due to higher PV outputs, potentially leading to more aggressive charging
strategies or faster discharge rates to stabilize the grid.

These insights highlight the need for adaptive energy storage management strategies
that can respond to fluctuations in both solar energy generation and consumption demands,
ensuring stability and efficiency in the power supply.

7.2.2. Distribution Network Node Voltage Status

Table 4 presents comparative data on the voltage status at distribution network nodes
across five scenarios under three operating modes: without any PV or energy storage
devices, with only PV devices but no energy storage, and with both the PV and energy
storage devices. Insights from Table 3 include the following.

Table 4. Voltage data for each scenario with and without PV and energy storage device integration.

Typical Scenarios Scenario 1 Scenario 2 Scenario 3 Scenario 4 Scenario 5

Number of voltage
overruns states

Without PV and ESS 4 6 7 8 11
With PV but without ESS 8 11 13 17 22

With PV and ESS 0 0 1 3 6

Maximum voltage/p.u
Without PV and ESS 1.0276 1.0269 1.027 1.0395 1.0455

With PV but without ESS 1.0437 1.0428 1.0532 1.0595 1.0636
With PV and ESS 1.0105 1.0112 1.0129 1.0217 1.0232

Minimum voltage/p.u
Without PV and ESS 0.9632 0.9611 0.9513 0.9479 0.9466

With PV but without ESS 0.9513 0.9502 0.9499 0.9486 0.9473
With PV and ESS 0.9836 0.9844 0.9867 0.9881 0.9885

Voltage
Deviation

Without PV and ESS 0.0644 0.0658 0.0757 0.0916 0.0989
With PV but without ESS 0.0924 0.0926 0.1033 0.1109 0.1163

With PV and ESS 0.0269 0.0268 0.0262 0.0336 0.0347

Voltage
Stability
Margin

Without PV and ESS 0.1623 0.1611 0.1577 0.1564 0.1558
With PV but without ESS 0.1425 0.1438 0.1247 0.1211 0.1195

With PV and ESS 0.1873 0.1837 0.1868 0.1865 0.1875

With only PV devices and no energy storage, the system is the least stable, exhibiting
the most instances of voltage violations, the greatest voltage deviations, and the poorest
stability margins. In this mode, the electrical energy produced by PV cannot be effectively
stored, leading to increased voltage fluctuations. With both PV and energy storage devices,
the system operates in the most stable condition, with the fewest voltage violations, minimal
voltage deviations, and the best stability margins. This indicates that the use of energy
storage devices can effectively mitigate the voltage fluctuations and instability introduced
by the integration of PV devices into the system. These data clearly demonstrate that the
charging and discharging of energy storage devices not only support the stability of the
grid operations but also effectively alleviate the adverse impacts caused by PV integration,
thereby enhancing the overall operational efficiency and safety of the system.
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7.2.3. Active Power Loss in the Distribution Network

Figure 12 shows the time-varying curves of active power loss across five scenarios
under three operating modes. From these scenarios, it is evident that integrating the
distributed photovoltaic (PV) and energy storage devices can effectively reduce the active
power losses in the network. Night and early morning: During these periods, there
is no sunlight, and the PV systems are inactive with no power output. As shown in
Figure 11, energy storage devices are in charging mode during the night and early morning.
However, due to the low load and minimal losses during these times, there is not much
additional power loss. Thus, in the initial stages of all five scenario graphs, the curves
for the three operating states almost coincide. Daytime with increasing load: As the
system load increases, the actions of PV and energy storage devices cause changes in
active power loss over time, leading to deviations among the three curves. Scenarios 1, 2,
and 3 exhibit lower PV output and, consequently, lower system power loss compared to
Scenarios 4 and 5. Scenarios 4 and 5 experience the highest system loads and the greatest
PV output. As a result, there is a slight increase in the system power loss due to the higher
energy throughput. In summary, the integration of PV and energy storage devices in
the distribution network significantly mitigates active power losses, particularly during
periods of high solar output and peak loads.

 

Figure 12. Active power loss over time across five scenarios.

From the above analysis, it can be seen that the integration of PV devices increases
the instability of system node voltages, which is detrimental to the stable operation of the
system. However, by reasonably planning the access nodes and capacities of distributed
PV and energy storage devices, the aforementioned issues can be effectively avoided. As
shown in Figures 11 and 12, and Table 3, the distributed PV two-level planning based on
the proposed SCMPSO algorithm not only enhances system capacity but also reduces the
active power losses, improves economic efficiency, and decreases the voltage deviations.
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8. Conclusions

This paper utilizes the SCMPSO algorithm to solve the upper-level optimization model
for distributed PV site selection and capacity determination. The simulation results lead to
the following conclusions:

1. By fully considering the temporal characteristics of load and PV system output, a
two-level optimization model for distributed PV site selection and capacity determination
is proposed. Through upper and lower-level optimization, the optimal locations and
capacities for distributed PV and energy storage devices were determined. The results
indicate that the optimized distribution network significantly improves the power quality
and reduces active power losses.

2. The SCMPSO algorithm was employed to solve the proposed model. The simulation
results demonstrate that this algorithm effectively addresses the site selection and capacity
determination problem for distributed PV. Comparative simulation results verify the effi-
ciency and accuracy of the SCMPSO algorithm in handling high-dimensional nonlinear
problems.
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Abstract: In weak grid, feedforward of grid voltage control is widely used to effectively suppress
grid-side current distortion of inverters caused by harmonics in point of common coupling (PCC)
voltage. However, due to its introduction of a positive feedback loop related to the grid impedance, it
results in a significant reduction in the system phase margin. In view of this, in this paper, the output
impedance of a three-phase LCL grid-connected inverter under a quasi-proportional resonant (QPR)
controller is first modeled. Instead of the traditional grid voltage feedforward control strategy, a band-
pass filter is added to the grid voltage feedforward channel. Secondly, a multi-objective constraint
method is proposed to make improvements to the feedforward function. Then, a multi-objective
constraint function is established with the constraints of base-wave current tracking performance,
system stability margin, and low-frequency amplitude, and the feasibility of its function optimization
design method is verified. Theoretical analysis shows that the optimized grid voltage feedforward
control strategy can effectively reshape the phase characteristics of the system output impedance,
which greatly broadens the adaptation range of the system to the grid impedance. Finally, the
effectiveness of the proposed control strategy is verified by building a semi-physical simulation
experimental platform based on RT-LAB OP4510.

Keywords: weak grid; grid-connected inverter; grid voltage feedforward; band-pass filter;
multi-objective constraint

1. Introduction

In recent years, as the world attaches great importance to renewable energy sources
such as solar energy and wind energy, the proportion of distributed generation systems
in the future power grid will continue to increase [1,2]. Grid-connected inverters as an
important interface for distributed generation and necessary equipment for power quality
management, such as new energy grid-connected inverters [3], active power filter (APF) [4],
and Static Var Generator (SVG) [5], etc., play a crucial role in the construction of the
smart grid.

However, with the wide distribution of distributed power sources as well as users, low-
voltage transmission and distribution lines tend to be long, and the grid impedance becomes
non-negligible under the combined influence of line impedance and transformer leakage
inductance, in addition to the fact that the actual grid increasingly exhibits weak grid
characteristics due to the presence of severe background harmonics in the grid-connected
voltage [6,7]. In order to reduce the grid-connected current harmonics and the size, weight
and cost of grid-connected filters, LCL filters are usually used [8]. However, the LCL
inverter has resonant characteristics, and the phase is prone to −180◦ jump at the resonant
spike crossing 0 dB in the grid-side current feedback control, resulting in system instability,
which is generally suppressed by passive damping [9–11] or active damping [12–15] meth-
ods. Although the passive damping method can effectively suppress the resonance peaks
of the LCL filter, it introduces additional system losses and affects the service life of the in-
verter. The active damping method simply introduces an algorithm into the controller and
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does not require an actual resistor to be connected to the circuit, which does not generate
additional system losses and also effectively suppresses resonance peaks. Therefore, in this
paper, a capacitive current active damping strategy under QPR control is used [16], which
not only enhances the fundamental gain of the system and reduces the steady state error,
but also effectively suppresses the resonance peaks of the LCL filter [17].

Grid voltage feedforward control [18–20] can offset the influence of background
harmonics of grid voltage on the grid-connected current, and it is widely used because it has
the advantages of suppressing the inrush current during the startup of the grid-connected
inverter and reducing the steady state error of the grid-connected current. However, in the
weak grid case, the grid voltage feedforward control introduces an additional feedback
loop related to the grid impedance, which drastically reduces the phase angle margin of
the grid-connected inverter and poses a serious threat to the quality and stability of the
grid-connected current of the grid-connected inverter. For this reason, there are some
studies from this point of view that proposed to set different transfer functions on this
positive feedback channel to weaken the influence of positive feedback and improve the
stability of the grid-connected inverter. For example, in [21], a second-order generalized
integrator (SOGI) centered on the fundamental frequency is proposed to be added to the
grid voltage positive feedback channel. The system stability is improved due to the use
of SOGI to compensate the phase margin of the grid-connected inverter. In [22], a new
grid voltage feedforward adaptive algorithm is proposed to make it work well in the
presence of grid impedance variations. A grid voltage weighted feedforward scheme based
on multiple resonant components is proposed in [23], which introduces a series of quasi-
resonant components in the full feedforward path of the grid voltage such that only the
background harmonics in the grid voltage are fed forward. Additionally, in Reference [24],
a weighted proportional-derivative (PD) PCC voltage feedforward scheme is proposed.
By appropriately adjusting the weighting coefficients of the two feedforward parameters,
the real part of the inverter output impedance becomes non-negative over a sampling
frequency range of up to 0.47 times, harvesting satisfying passivity. In addition to this, [25]
proposed to use grid voltage instead of PCC voltage for feedforward and considering that it
is more difficult to detect the real grid voltage directly, a method to extract the grid voltage
from the detected PCC voltage is proposed to realize the suggested feedforward scheme,
which improves the situation that PCC voltage feedforward makes the grid-connected
inverter unstable in weak grid due to the effect of delay.

In summary, although there are various methods to improve the grid voltage feedfor-
ward control, these control strategies are an impedance reshaping of the system output
impedance. These improvement strategies mainly improve the grid voltage feedforward
channel, which needs to be realized by adding various control links, but the design of the
control parameters is seldom from a macro point of view to control and link the various
indicators of the system as a whole; thus, the accuracy and universality of the control
parameters are still to be solved urgently.

Based on the above problems, this paper takes the three-phase LCL grid-connected
inverter as the research object. Firstly, the control system is modeled and secondly, a band-
pass filter is added into the grid voltage feedforward channel [26] to perform impedance
reshaping of the system to improve the robustness of the inverter against grid impedance
variations. Furthermore, a multi-objective constraint method is proposed to optimize the
band-pass filter parameters in terms of base-wave current tracking performance, system
stability margin and low-frequency amplitude constraints for grid voltage feedforward in
weak grid. The main contributions of this study are summarized as follows:

(1) Based on the impedance stability criterion analysis method, this study analyzes the
causes of system instability caused by grid voltage feedforward under a weak grid, and
explains through the bode plot analysis that the system instability is due to the fact that the
equivalent shunt virtual impedance correction introduced by the grid voltage feedforward
will change the originally designed system, which leads to the phase lag of the original
output impedance of the inverter, and the system is destabilized.
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(2) Improvements are made to the grid voltage feedforward channel by adding a
band-pass filtering link to its positive feedback channel, analyzing the cumbersomeness
of its traditional parameter design method, and proposing a multi-objective constraint
method to optimize the design of its parameters, so that the optimized system can directly
satisfy the various grid-connected requirements, and enhance the stability of the system
under the weak grid without affecting the performance of current tracking.

The remainder of this paper is organized as follows: Section 2 models and briefly
describes the three-phase LCL grid-connected inverter system and derives an expression
for the output impedance of the inverter by means of a structure-diagram equivalent trans-
formation. Section 3 elucidates the reasons why grid voltage feedforward destabilizes the
system in weak grid. Section 4 describes and analyzes the inclusion of a band-pass filter in
the feedforward channel. Section 5 proposes a multi-objective constrained optimization
of the band-pass filter parameters and analyzes the stability of the optimized system. Sec-
tion 6 verifies the feasibility and effectiveness of the proposed multi-objective constrained
optimization method by building a semi-physical simulation experimental platform based
on RT-LAB. Finally, Section 7 summarizes the whole passage.

2. Establishment of Mathematical Model for LCL Grid-Connected Inverter

Figure 1 shows a schematic diagram of a three-phase LCL grid-connected inverter and
its control system. The inverter-side inductance L1, the grid-side inductance L2, and the
filter capacitor C form the LCL filter. Since the grid-side grid resistance is beneficial to the
stability of the system, only the role of the grid inductance Lg is considered when analyzing
the effect of the grid impedance on the stability of the LCL grid-connected inverter. The grid-
connected reference current I* of the inverter is mainly given by the power control of the
inverter or the DC-side voltage control loop. Here, the given value of the reference current
is kept constant, and in the control system, in order to make the grid-connected current in
phase with the grid voltage, it is necessary to utilize the phase-locked loop (PLL) to sample
and analyze the PCC voltage, so as to obtain real-time phase information θ of the grid
voltage. Hi1 is the active damping coefficient of the capacitor current, Hi2 is the sampling
coefficient of grid current, and Hv is the grid voltage sampling coefficient, Gff(s) is the
feedforward control transfer function, and Gi(s) is the current controller transfer function.

θ

θ

L L

inV

gV

C

pccu

ai

bi

ci

iH iH vH

abc αβ abc αβ abc αβ

PLL

iG s

iG s

ffG s

I ∗

ffG s

gL

Figure 1. LCL grid-connected inverter and control system schematic diagram.

The three-phase LCL grid-connected inverter mathematical model is transformed into
a two-phase stationary coordinate system after coordinate transformation. At this time, the
two-phase currents are independent of each other, and there is no coupling relationship.
Take the double closed-loop control structure with grid-connected current i2 feedback as
an example and, at this time, the control block diagram of Figure 1 on the α axis can be
simplified as shown in Figure 2.
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PCCu

I ∗ i s
iG s PWMKdG s sL

ffG s

iH
iH

sL sC

Figure 2. System control block diagram.

In Figure 2, Kpwm is the equivalent proportional gain of the inverter bridge, and there
is Kpwm ≈ Vin (when the peak value of the triangular carrier is 1). In addition, most of
the feedforward links use proportional feedforward, when the grid voltage proportional
feedforward link Gff(s) ≈ 1/Kpwm.

The mathematical model of the inverter in the two-phase stationary coordinate system
is independent of each other. There is no coupling relationship, but the control variables
are sinusoidal and the traditional proportional-integral (PI) controller cannot be achieved
without static control, so the QPR controller is used. The QPR controller can be in the
two-phase stationary coordinate system to achieve the same control effect as the rotating
coordinate system of the PI controller. The transfer function of the QPR controller is
given by

Gi(s) = kp +
2krωcs

s2 + 2ωcs + ω2
0

(1)

In Equation (1), kp, kr are the proportional and resonance parameters of the QPR
controller. ωc is the control bandwidth of the controller. ω0 is the fundamental angular
frequency of the grid voltage.

When the grid-connected inverter is digitally controlled, there are delays in the system
introduced by digital computation, sampling switches, and zero-order holder, and the
equivalent transfer function is shown as

Gd(s) = e−(0.5+λ)sTs , λ = 1 (2)

In Equation (2), Ts is the system sampling period.
A series of equivalent transformations are made to Figure 2 to obtain Figure 3:

(a) 

ff

i

G s
G s

xG s xG s

iH

I ∗ i s

PCCu

(b) 

xG s xG s

iH

I ∗ i s

fF s

PCCu

Figure 3. System control block diagram equivalent transformation. (a) with feedforward channel;
(b) merge feedforward channel.

Where the transfer function Gx1(s) and Gx2(s) in Figure 3 can be deduced as

Gx1(s) =
Gi(s)Gd(s)Kpwm

s2L1C + sHi1CKpwmGd(s) + 1
(3)

Gx2(s) =
s2L1C + sHi1CKpwmGd(s) + 1

s3L1L2C + s2L2Hi1CKpwmGd(s) + s(L1 + L2)
(4)
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The loop gain T0 and the grid-connected current i2 of the system can be expressed as

T0(s) =
Gi(s)Gd(s)Kpwm Hi2

s3L1L2C + s2L2Hi1CKpwmGd(s) + s(L1 + L2)
(5)

i2(s) = 1
Hi2

T0(s)
1+T0(s)

I∗ − Gx2(s)
1+T0(s)

Ff (s)upcc

= 1
Hi2

T0(s)
1+T0(s)

I∗ − 1
Z0(s)

upcc
(6)

Ff(s) in Figure 3, is derived as shown in Equation (7).

Ff (s) = 1− Gf f (s)
Gi(s)

Gx1(s) (7)

Then, the output impedance Z0(s) of the inverter containing the grid voltage feedfor-
ward control link is derived as

Z0(s) = 1+T0(s)
Gx2(s)Ff (s)

=
s3L1L2C+s2L2 Hi1CKpwmGd(s)+s(L1+L2)+Gi(s)Gd(s)Kpwm Hi2

s2L1C+sCHi1KpwmGd(s)+1−Gf f (s)KpwmGd(s)

(8)

when there is no grid voltage feedforward in the control system, the Ff(s) link is taken to be
1. At this time, the inverter output impedance Z01(s) is shown as Equation (9).

Z01(s) =
s3L1L2C + s2L2Hi1CKpwmGd(s) + s(L1 + L2) + Gi(s)Gd(s)Kpwm Hi2

s2L1C + sCHi1KpwmGd(s) + 1
(9)

In order to facilitate the analysis of the subsequent problems, this paper firstly gives a
three-phase LCL grid-connected inverter with a rated power of 20 kW based on the relevant
design guidelines, and the relevant technical parameters are shown in Table 1.

Table 1. Parameters of model.

Parameters Value

DC voltage, Vin 800 V
Grid phase voltage, Vg 220 V

Rated power, P0
Grid frequency, f 0

Rated current

20 Kw
50 Hz
40 A

Switching frequency, fsw 40 kHz
Inverter-side inductance, L1 5 mH

Grid-side inductance, L2 2 mH
Filter capacitance, C 10 μF

Capacitor current feedback parameter, Hi1 0.18
Grid-connected current feedback parameter, Hi2 0.05

Grid voltage sampling parameter, Hv 1
QPR regulator proportional parameter, kp 0.2

QPR regulator resonance parameter, kr 1

3. System Stability Analysis in Weak Grid

When the grid is in weak grid conditions, the fluctuation range of its equivalent
impedance is large, which can easily lead to inverter instability. Secondly, according to
the above analysis, when the traditional grid voltage proportional feedforward is used
to offset the influence of grid voltage on the incoming current, the feedforward channel
introduces an additional positive feedback loop for the incoming current, and under
the weak grid conditions, the introduction of this control strategy will lead to a drastic
reduction in the phase angle margin of the system, which seriously threatens the stability
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of the grid-connected system. The causes of system destabilization will be discussed in the
following passage.

Since the current controller is used in the paper, the actual output current is equal to
the given value, thus when analyzing the stability of the grid-connected inverter under grid
impedance, the inverter is equated to a constant current source i0 and an equivalent output
impedance Z0 connected in parallel with it, and the specific equivalent circuit diagram is
shown in Figure 4.

I s Z s

Zg s

Vg s

i2 s

Figure 4. Impedance model of the grid-connected inverter.

Based on Figure 4, the grid-connected current i2 can be rewritten as shown in Equation (10).

i2(s) = Z0(s)
Z0(s)+Zg(s)

Iinv(s)− Vg(s)
Z0(s)+Zg(s)

= [Iinv(s)− Vg(s)
Z0(s)

] 1

1+
Zg(s)
Z0(s)

(10)

In Equation (10), Zg(s) is the grid impedance. In order to better study the effect of grid
impedance on the stability of the grid-connected inverter system, Zg(s) is only taken as
the inductive part. From [27], the following two conditions need to be fulfilled in order to
ensure that the inverter remains stable under conditions of varying grid impedance:

(1) When Zg(s) = 0, it is necessary to ensure that the inverter is stabilized;
(2) When Zg(s) �= 0, it is necessary to ensure that Zg(s)/Z0(s) satisfies the impedance

stabilization criterion.
The system is stabilized if Zg(s) and Z0(s) do not intersect or if the phase angle margin

between Zg(s) and Z0(s) at the intersection frequency fs satisfies Equation (11).

PM = 180◦ − (∠Zg(j2π fs)−∠Z0(j2π fs)) > 0◦ (11)

Since Zg(s) is inductive, the phase is 90◦, and referring to (11), we can obtain the phase
relation equation of Z0(s) when the system is stabilized, as shown in Equation (12).

∠Z0(j2π fs)) > −90◦ (12)

Based on the results obtained in the previous section, the bode plot of the inverter
output impedance with and without grid voltage feedforward is plotted as shown in
Figure 5.
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frequence
phase

Lg

frequence
phase

Figure 5. Bode plot of inverter output impedance with and without grid voltage feedforward.

As can be seen in Figure 5, the amplitude of the output impedance in the low-frequency
band increases dramatically after the addition of the grid voltage feedforward, and the
phase characteristics lag dramatically. However, the stability margin of the system changes
in the weak grid case. For example, in Figure 5, when the grid impedance is 11 mH,
corresponding to the short circuit ratio SCR = 2, the phase margin of the grid-connected
inverter system before adding grid voltage feedforward is about 74.7◦, while after adding
grid voltage feedforward, the phase is −91.6◦, which makes the system unstable at this
time according to the analysis above. In conclusion, the increase in amplitude, while
improving the inverter’s ability to suppress background harmonics in the grid voltage,
also poses a problem, which is that the lack of phase margin makes the grid-connected
system much less stable. When the grid impedance in the weak grid case is non-negligible,
the system is at risk of instability. In summary, regarding the reason for the instability of
the grid-connected system caused by the traditional grid voltage feedforward method,
the explanation from the perspective of output impedance is that the equivalent shunt
virtual impedance correction introduced by the grid voltage feedforward will change the
originally designed system, resulting in the phase lag of the original output impedance of
the inverter.

4. Improved Feedforward Control Strategy Based on Band-pass Filter

According to the above analysis, the original intention of introducing proportional
feedforward is to be able to effectively suppress the inverter grid-connected current distor-
tion problem caused by the voltage harmonics at the point of common coupling (PCC), but
after considering the weak grid, this control strategy will in turn reduce the overall phase
margin of the system, resulting in system instability.

Therefore, to address the above problems, a band-pass filter is used in the proportional
feedforward channel, so that this control can counteract the effect of grid voltage on the
incoming current, while at the same time improve the overall phase margin of the system
and broaden the system’s adaptability to the grid impedance.

In this passage, instead of using a conventional voltage-controlled voltage-source
second-order band-pass filter composed of a single integrated operational amplifier, subse-
quent experiments use a band-pass filter (BPF) composed of a low-pass filter (LPF) and a
high-pass filter (HPF) connected in series. The band-pass filter transfer function is given
below as shown in Equation (13).

GBPF(s) =
K1ω2

1
s2+

ω1
ζ s+ω2

1

K2s2

s2+
ω2
ζ s+ω2

2

=
Kω2

1s2

(s2+
ω1
ζ s+ω2

1)(s
2+

ω2
ζ s+ω2

2)

(13)
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In Equation (13), K1, K2 are the gains of LPF and BPF, respectively, ω2 and ω1 are the
upper and lower cutoff angular frequencies of BPF, K is its total gain, and ξ is the damping
parameter (generally taking the value of 0.707).

The system control block diagram after adding BPF is shown in Figure 6.

PCCu

I ∗
gi s

PWMKdG s sL

ffG s

iG s

iH

iH

sL sC

BPFG s

Figure 6. System control block diagram with BPF.

The improved inverter output impedance Z03(s) can be derived from Figure 6 as
shown in Equation (14)

Z03(s) =
s3L1L2C + s2L2Hi1CKpwmGd(s) + s(L1 + L2) + Gi(s)Gd(s)KpwmHi2

s2L1C + sCHi1KpwmGd(s) + 1− (1− GBPF(s))Gf f (s)KpwmGd(s)
(14)

Comparing Equations (8), (9), and (14), it can be seen that changing the feedforward
link is actually changing the output impedance of the inverter for the purpose of impedance
reshaping, and if the reshaped output impedance satisfies Equation (12), the original
intention of the system design can be achieved.

In Table 1, the underlying parameters of the system have been given, but not the
parameters of the BPF, which is now based on the basics of analog circuits to make a
preliminary design of the BPF.

First, determine the center frequency f 0 = 50 Hz and the bandwidth B is also set to
50 Hz at this time. With the quality factor Q = f 0/B, determine the voltage amplification at
all levels through the center frequency, so that the mode of the denominator of the voltage
amplification multiplier is equal to 1.414 and obtain the lower cutoff frequency ω1 and the
upper cutoff frequency ω2.

Here, only a simple design of the BPF is made. Usually, the gain of the BPF, if set too
small cannot improve the phase margin of the inverter impedance in the mid-frequency
band, while if set too large will lead to the amplitude of the amplitude–frequency curve of
the inverter impedance amplitude reduction; the base wave gain is reduced, which is not
conducive to the stability of the system. Here, the value of K is taken as 300. The upper and
lower cutoff angular frequency is 4500 π and 100 π, respectively.

The given parameters are now brought into Equation (14) and the improved inverter
output impedance bode plot is plotted as shown in Figure 7.

From Figure 7, it can be seen that the improved inverter output impedance Z03(s)
possesses the same high impedance in the low-frequency band as that of Z01(s) without the
addition of proportional feedforward, which retains the control system’s immunity to grid
harmonic voltages, whereas under weak grid conditions, Z03(s) has a phase of greater than
−90◦ at the frequency of intersection with the grid impedance and the system is in a stable
state, which improves the system’s instability in the case of proportional feedforward.

In the above introduction, the system impedance is changed by incorporating a BPF to
adapt to a wide range of variations in the grid impedance and to improve the robustness
of the system. However, from the beginning, the BPF was designed by applying only
the knowledge of analog circuits to its most basic functions, such as setting the voltage
signals within the desired frequency range to pass through, setting the signals outside
the frequency to attenuate quickly, and setting the quality factor to improve its frequency
selective characteristics. However, when the BPF parameters are changed, its inverter

439



Energies 2024, 17, 3288

output impedance Z03(s) is also changed, and substituting the designed BPF into Z03(s) is
not so ideal for every set of data.

Lg

frequence
phase

Figure 7. Bode plot of output impedance of the improved inverter.

Figure 8 shows the bode plot of Z03(s) with a K value of 300 and upper and lower
cutoff angular frequency of 2500 π and 100 π, respectively, which reduces the passband
range of the BPF, and it can be seen from Figure 8 that from the design point of view of the
filter, the parameters obtained from the design satisfy the requirements of filtering but do
not satisfy the requirements of system stability. At this time, the inverter output impedance
will appear to intersect the grid impedance several times. Moreover, at fs = 844 Hz, the
phase is −88.4◦, at which time the system is already in an unstable boundary state.

Lg

frequence
phase

Figure 8. Bode plot of inverter output impedance after changing BPF parameter.

In addition to this, if a physical BPF is used, its resistance and capacitance need to be
designed, and substituting each calculated parameter into Z03(s) if it is found to be inap-
propriate and then carrying out the calculation again will greatly increase the workload.

5. Multi-Objective Constraint

In the previous section of the analysis, the method of improving the system margin was
actually an impedance remodeling of the system. Methods for impedance remodeling are
well established, and there are many remodeling methods for this aspect of the feedforward
channel. For example, low-pass, band-pass, high-pass, band-stop, and complex filters are
strung in the feedforward channel, and a phase correction link is added to the current-
controlled forward channel, and so on. But whenever a new link is added, the parameters
of the new link need to be designed. For example, the key parameter cutoff frequency
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of a complex filter is designed based on its dominant eigenvalue and remains without a
necessary connection to the system.

For grid connection, according to national standards, there are numerous criteria in
addition to keeping the system stable such as unit power factor grid connection, grid
current total harmonic distortion (THD), base-wave current tracking performance, and
so on. If it is possible to use the grid-connected conditions as a baseline to establish
the relationship between each of the required performance indicators and the currently
incorporated improvements, it is possible to design the ideal parameters in one step. When
the system is subjected to large disturbances and wide-range variations, the system can still
meet the requirements and be connected to the grid in that case because the design leaves
a certain margin. In order to solve the above problems and claims, the three important
parameters K, ω1, and ω2 in BPF are jointly optimized in this passage. Firstly, let K, ω1, and
ω2 be X, Y and Z, respectively, then Equation (13) can be rewritten as

GBPF(s) =
XY2s2

(s2 + Y
ζ s + Y2)(s2 + Z

ζ s + Z2)
(15)

Then, the multi-objective constraint functions between the BPF parameters and the
base-wave current tracking performance, system stability margin, and low-frequency
amplitude constraints are established, and these constraint functions are used to find the
BPF parameters that satisfy the system requirements, so that the output impedance of the
inverter directly establishes a direct relationship with the grid-connection index of the
system, which makes the method of impedance reshaping more intuitive.

5.1. Base-Wave Current Tracking Performance

Since the following analyses are performed at both low frequency (50 Hz) and inter-
mediate frequency (1 kHz), the filter capacitance C is neglected, and the QPR controller
in term Gi(s)Gd(s)KpwmHi2 has a nearly infinite gain at the base-wave, and the s(L1 + L2)
term can be further neglected, and in this passage, the proportional feedforward is used
for Gff(s).

Gf f (s) =
1

Kpwm
(16)

Then, the output impedance of the improved inverter can be simplified as Z04(s).

Z04(s) =
Gi(s)Gd(s)KpwmHi2

1− (1− GBPF(s))Gd(s)
(17)

In order to minimize the impact on the tracking performance of the base-wave current
it is necessary to keep the characteristics at the base-wave unchanged before and after
reshaping the output impedance of the inverter. For without grid voltage feedforward
control, without grid voltage feedforward control in the strong grid case already meets
the requirements of system stability and unit power factor grid connection. Therefore, for
the introduction of the BPF feedforward, the base-wave characteristics of the feedforward
control without grid voltage are used as a benchmark, and the base-wave is constrained in
terms of both amplitude and phase.

5.1.1. Base-Wave Amplitude Constraint

Similarly, the inverter output impedance Z01(s) without grid voltage feedforward
control can be simplified to Z05(s).

Z05(s) = Gi(s)Gd(s)Kpwm Hi2 (18)

To keep the base-wave amplitude constant before and after impedance reshaping, (19)
can be derived

|Z04(jω0)| = |Z05(jω0)| (19)
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Since the amplitude gain due to the delay link is one, it is negligible when considering
the amplitude characteristic. Then, Equation (19) can be written as

|1− GBPF(jω0)| ≈ 0 (20)

supposing that
|1− GBPF(jω0)| ≤ AMerorr−max (21)

At this point, the base-wave amplitude can be approximated as unchanged. In
Equation (21), AMerror-max is the ratio of the maximum amplitude of the base-wave. Accord-
ingly, the constraint based on the amplitude error of the base-wave can be obtained.

1− GBPF(jω0) =

ω4
0 + ω2

0(XY2 − Z2 −Y2 − 1.4142YZ) + Y2Z2

+j(ω01.414(Z2Y + Y2Z)−ω3
01.414(Y + Z))

ω4
0 −ω2

0(Z2 + Y2 + 1.4142YZ) + Y2Z2

+j(ω01.414(Z2Y + Y2Z)−ω3
01.414(Y + Z))

(22)

For ease of reference below, Equations (23)–(25) are given

a = ω4
0 −ω2

0(Z2 + Y2 + 1.4142YZ) + Y2Z2 (23)

b = ω01.414(Z2Y + Y2Z)−ω3
01.414(Y + Z) (24)

c = ω4
0 + ω2

0(XY2 − Z2 −Y2 − 1.4142YZ) + Y2Z2 (25)

The constraint on the amplitude of the base-wave can then be written as

|1− GBPF(jω0)| =
√

c2 + b2
√

a2 + b2
≤ AMerror−max (26)

5.1.2. Base-Wave Phase Constraint

Assuming that there is an error PFerror in the grid-connected power factor of the
system before and after the introduction of the BPF, Δϕ is the corresponding power factor
error angle. The inverter is considered to achieve unit power factor grid connection if
PFerror satisfies PFerror ≤ PFerror-max (PFerror-max is the maximum permissible power factor
error). Then, the condition yields |Δϕ| = Δϕmax. Δϕmax as the power factor error angle
corresponding to PFerror-max.

When the base-wave phase constraint is considered, the delay link can no longer be
ignored. Then, Equation (17) is rewritten as

Z04(jω0) =
Gi(jω0)KpwmHi2e−j1.5Tsω0

1− (1− GBPF(jω0))Gd(s)e−j1.5Tsω0
(27)

The phase angle can be written as

ΦZ04(jω0)
= arctan

b
a
− arctan

b− b cos(1.5Tsω0) + c sin(1.5Tsω0)

a− c cos(1.5Tsω0)− b sin(1.5Tsω0)
− 57.3(1.5Tsω0) (28)

For the case without BPF, the phase angle at the base-wave is counted as ΦZ01(jω0).
According to Figure 5, its phase angle at the base-wave is −15◦. To ensure that the phase
angle offset of the base-wave after the introduction of the BPF is small at this point, it is
necessary to satisfy Equation (29).

|Δϕ| =
∣∣∣∣∣∣ΦZ04(jω0)

∣∣∣− ∣∣∣ΦZ01(jω0)

∣∣∣∣∣∣
=

∣∣∣∣∣∣ΦZ04(jω0)

∣∣∣− 15◦
∣∣∣

≈ 0

(29)
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|Δϕ| should be as small as possible so that its maximum value does not exceed Δϕmax.
When |tan(Δϕmax)| is extremely small, the power factor error PFerror-max can be considered
to be approximately 0. At this point, the inverter unit power factor grid connection.

Based on the above constraint requirement, the base-wave phase error constraint on
the output impedance of the inverter shown in Equation (30) can be obtained. There is no
need to add a fundamental frequency phase correction link after considering this constraint.

|tan(Δϕmax)| ≥
∣∣∣tan(

∣∣∣ΦZ04(jω0)

∣∣∣− ∣∣∣ΦZ01(jω0)

∣∣∣)∣∣∣ (30)

AMerror-max = 3%, PFerror-max = 0.1% (correspond to Δϕmax = 2.56◦). Then, the constraint
on the tracking performance of the base-wave current can be obtained.

5.2. System Stability Margin

In order to ensure that the system based on grid voltage feedforward control still has
a high stability margin under weak and very weak grid when using the multi-objective
constraint method, the stability margin constraint is performed under the condition of
SCR = 2 for very weak grid at this time. In practical engineering, the system can be
considered to be stabilized with PM = 30◦ considering that there may be some phase error
before and after the simplification of Equation (17). To further ensure that the system has
sufficient stabilization margin, the system stability margin constraint is set at PM = 40◦ in
this paper.

When SCR = 2, the intersection frequency fs of impedance Z04(s) with impedance
Zg(s) is unknown. Therefore, the intersection frequency fs = 110 Hz of impedance Z0(s)
and impedance Zg(s) is used instead. To ensure the effectiveness of this alternative, the
intersection frequency of impedance Z04(s) and impedance Zg(s) is first constrained to be
near or greater than fs.

The system output impedance intersection frequency constraint is given by∣∣∣∣Z04(jωg)

Zg(jωg)

∣∣∣∣ ≥ 1 (31)

In Equation (31), ωg is the intersection angle frequency between the inverter output
impedance and the grid impedance. When Equation (31) is satisfied, the intersection
frequency of impedance Z04(s) and impedance Zg(s) can be considered to be fs or greater
than fs.

The constraint on the stability margin of the system is given by

PM = 90◦ +∠Z04(jωg) ≥ 40◦ (32)

In Equation (32), Z04(jωg) is shown as

∠Z04(jωg) = arctan
kp(ω2

0 −ω2
g)

2
+ 2krωcωgaωg(ω

2
0 −ω2

g) + 4ω2
c ω2

g(kp + kr)bωg

kpaωg(ω
2
0 −ω2

g)
2 − 2bωg krωcωg(ω2

0 −ω2
g) + 4ω2

c ω2
g(kp + kr)aωg

−arctan
bωg−bωg cos(1.5Tsωg)+cωg sin(1.5Tsωg)

aωg−cωg cos(1.5Tsωg)−bωg sin(1.5Tsωg)

−57.3(1.5Tsωg)

(33)

In Equation (33), aωg, bωg, cωg are obtained by replacing ω0 with ωg in Equations (23)–(25).
Substituting Equation (33) into Equation (32) yields the constraint on the stability

margin of the system.

5.3. Low-Frequency Amplitude Constraint

After impedance reshaping, the impedance amplitude in the frequency band below
the fundamental frequency of the inverter output impedance is unknown and is likely to be
below 0 dB, resulting in multiple intersections with Zg(s), which is not conducive to system
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stability. Therefore, further optimized design of the reshaped inverter output impedance
with low-frequency amplitude as a constraint is required.

The amplitude of GBPF(s) is continuously increasing in the range [0–50 Hz]. And
considering that the gain of the QPR controller is mainly determined by the proportionality
parameter kp, Gi(s) is equated here to the proportionality link kp. When considering
amplitude below the fundamental frequency, Z04(s) can be simplified as

Z04(s) =
kpKpwmHi2

GBPF(s)
(34)

To ensure that the inverter output impedance below the fundamental frequency has
no intersection with the amplitude of Zg(s), it is only necessary to ensure that the minimum
value of the amplitude of Z04(s) below the fundamental frequency after reshaping is greater
than the maximum value of the amplitude of Zg(s). From the above analysis, the minimum
of the Z04(s) magnitude is obtained at ω0.∣∣∣∣Z04(jω0) =

kpKpwm Hi2

GBPF(jω0)

∣∣∣∣ > A (35)

In order to improve the applicability of the constraint, take SCR = 2 for very weak grid
condition here. At this point the grid impedance has an amplitude of 10 dB at 50 Hz, so
take A as 10.

By combining the above considerations, then the constraint on the low-frequency
amplitude of the system can be obtained.

Based on the constraints of Equations (26), (30), (31), (32), and (35), then the constraint
space of each constraint with respect to X, Y, and Z under the 3D coordinate system can be
obtained. The points that satisfy these constraint spaces are the values of X, Y, and Z that
satisfy the requirements.

5.4. System Stability Analysis Based on Grid Voltage Feedforward under
Multi-Objective Constraint

Based on the constraint space that has been obtained, further stability analysis of the
proposed grid voltage feedforward based on the multi-objective constraint.

It can be seen that the five constraint equations will form five constraint ranges in the
space, and taking the intersection of these five constraint ranges is the value of X, Y, and Z
that satisfies the requirements as shown in Figure 9.

In this paper, we take the value of X = 800, Y = 50, Z = 1750 as an example to verify and
analyze. The three parameters are substituted into Z03(s) to obtain the BPF feedforward
inverter output impedance Z‘03(s) under multi-objective constraint. Also analyzed under
very weak grid is the plotting of the bode plot of Z01(s) and Z‘03(s), as shown in Figure 10.

At this point, for the constraint, the base-wave amplitude ratio is 2.56%, less than
AMerror-max, and the base-wave amplitude constraint is satisfied; the phase difference in
the base wave is 2.2◦, less than |Δϕ| = Δϕmax = 2.56◦. The grid-connected inverter can
be considered to be grid-connected at a unit power factor and satisfies the base-wave
phase constraint.

The bode plot of Z‘03(s) and the inverter output impedance Z0(s) without the addition
of BPF is plotted as shown in Figure 11 to verify the system stability margin constraint. From
Figure 11, it can be seen that the intersection frequency of Z‘03(s) with the grid impedance is
larger than that of Z0(s) with the grid impedance, which satisfies the intersection frequency
constraint. Secondly, the system stability margin after adding the multi-objective constraint
reaches 71.6◦ greater than 40◦, which satisfies the system stability margin constraint.
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Figure 10. Bode plot of Z01(s) and Z‘03(s).
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Figure 11. Bode plot of Z0(s) and Z‘03(s).

Besides, below the fundamental frequency of the system, there is no intersection
between the grid impedance and the inverter output impedance, which ensures the stability
of the system and satisfies the low-frequency amplitude constraint. The correctness of the
selected values is verified.

Figure 12 shows the bode plot of Z‘03(s) and the inverter output impedance bode
plot including BPF feedforward obtained according to the conventional design method in
Section 3.
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Figure 12. Bode plot of Z03(s) and Z‘03(s).

As can be seen in Figure 12, the system margin is improved by 27.8◦ compared to the
case when the multi-objective constraint is not used, which greatly improves the stability
of the system.

Plotting the bode plot of Z‘03(s) and the bode plot of the grid impedance as it varies is
shown in Figure 13.
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Figure 13. Bode plot of Z‘03(s) and Lg.

From Figure 13, it can be seen that when the grid impedance is varied, Lg is 5 mH, 8 mH,
and 11 mH, respectively, and the system stability margin is 79.5◦, 73.4◦, and 71.6◦, respec-
tively. It is shown that the system has excellent robustness after multi-objective constraint.

According to this section, it can be seen that the system is improved considerably after
adding the multi-objective constraint feedforward control without affecting the system’s
base-wave current tracking performance. Once the various grid-connection requirements
have been determined, combining the variable part of the feedforward with the grid-
connection requirements makes impedance remodeling intuitive. This method, contrary to
the idea of traditional methods, takes into account the holistic nature of the system before
considering the innovative nature of the proposed strategy, making the method more
flexible and versatile. Apart from this, the proposed method is also more universal than
the feedforward scheme designed according to the traditional parameter design method, at
the same time, it also greatly reduces the workload during the experiment.

For the above analysis, there could be an increase in the constraints. The constraints
considered may also not satisfy the situation in a weaker grid. In addition to this, if the
system has multiple inverters connected in parallel, then the applicability of this method is
yet to be considered.
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6. Hardware-in-the-Loop Experimental Results

To further validate the effectiveness of the grid voltage feedforward strategy based
on multi-objective constraint proposed in this passage, the DSPTMS320F28335 (Texas
Instruments, Xi’an, China) is used as the core control, and a semi-physical simulation
platform based on RT-LAB is built to verify the effectiveness of the proposed control strategy.
This experiment is conducted in a hardware-in-the-loop approach. The experimental
platform is shown in Figure 14, and the system parameters are consistent with Table 1.

Figure 14. Hardware-in-the-loop experimental platform.

Figure 15 shows the experimental waveform of the grid-connected current of the
system without grid voltage feedforward control under strong grid condition. At this time,
the grid-connected current waveform remains stable, and the THD of the current is 0.76%,
which meets the grid-connected condition.

t

ii
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Figure 15. Hardware-in-the-loop experiment waveform of grid-connected current of the system
under strong grid condition without grid voltage feedforward control.

Figure 16 shows the experimental waveforms of the grid-connected current after
injecting each 3% of the 5th and 7th harmonics into the grid voltage in the case of a strong
grid and without feedforward control of the grid voltage, at which time the grid-connected
current undergoes a distortion, and the THD of the current is 5.97%.

Figure 17 shows the experimental waveform of the grid-connected current with the pro-
portional feedforward control added after injecting grid voltage harmonic. From Figure 18,
it can be seen that the added proportional feedforward control can suppress the effect
of grid voltage fluctuation on the grid-connected current. The grid-connected current is
improved and stabilized. The THD of the current is 3.59%.

Weak grid experiments are performed next, and the following experiment is conducted
under a very weak grid condition, SCR = 2, Lg = 11 mH and all are injected with 3% of the
5th and 7th grid voltage harmonic.

Figure 18 shows the experimental waveform of the grid-connected current in weak
grid, which only added proportional feedforward control, and it can be seen that the
system grid-connected three-phase current occurs serious distortion at this time. The
original system will no longer be stable.
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Figure 16. Hardware-in-the-loop experiment waveform of grid-connected current after harmonic injection.
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Figure 17. Hardware-in-the-loop experiment waveform of grid-connected current under proportional
feedforward control.
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Figure 18. Hardware-in-the-loop experiment waveform of grid-connected current with proportional
feedforward control in weak grid.

Figure 19 shows the experimental waveform of the grid-connected current for the weak
grid case where the proportional feedforward control is replaced by the BPF feedforward
control. The introduction of the BPF re-stabilizes the system and the THD of the grid-
connected current is 1.07%.
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Figure 19. Hardware-in-the-loop experiment waveform of grid-connected current with BPF feedfor-
ward control in weak grid.
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Figure 20 shows the experimental waveform of the grid-connected current under
the proposed multi-objective constraint control. From Figure 21, it can be seen that the
proposed multi-objective constraint method is able to link directly with the grid-connected
requirements to realize the grid connection in the case of very weak grid. Its current THD
is 0.8%.
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Figure 20. Hardware-in-the-loop experiment waveform of grid-connected current under multi-
objective constraint control in weak grid.
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Figure 21. Hardware-in-the-loop experiment waveform of grid-connected voltage and grid-connected
current under multi-objective constraint control in weak grid.

Figure 21 shows the experimental waveform of the system grid-connected current and
grid-connected voltage when the multi-objective constraint feedforward control is used.
Analyzing Figure 21, it can be seen that based on this control, the unit power factor grid
connection can be guaranteed. There is no phase difference in grid-connected voltage and
grid-connected current.

Figure 22 gives the dynamic experimental waveform when the grid-connected current
jumps using the multi-objective constraint. The reference current is set to jump from
full load to half load. Under this control, the grid-connected current undergoes a short
regulation process at the jumping instant and enters into stabilization within half a cycle,
which indicates that the system has excellent dynamic performance.
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Figure 22. Hardware-in-the-loop experiment waveform of grid-connected current jump.
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Based on the above hardware-in-the-loop experimental results, it is shown that the
multi-objective constraint feedforward control strategy proposed in this passage can effec-
tively solve the problems of system robustness degradation and instability in weak grid,
and it also solves the problem of designing the BPF parameters redundantly, making the
impedance reshaping method more intuitive, and improving the stability of the system in
very weak grid.

7. Conclusions

In this paper, a grid voltage feedforward control strategy based on a multi-objective
constraint method is proposed as an example for a three-phase LCL grid-connected inverter,
and the proposed strategy effectively solves the situation of insufficient system stability
margin in the case of a weak grid, and the work of this paper is summarized as follows:

(1) This paper analyzed the mechanisms and feedforward channels that can lead to
system destabilization in weak grid. By adding BPF to feedforward control, the role of
feedforward control in reducing the effect of grid voltage fluctuation on the grid-connected
current was retained.

(2) For the BPF feedforward control used, the parameters design is too redundant
and cannot be integrated with the final grid connection requirements. A multi-objective
constraint method is proposed to solve this problem. The suggestions are as follows:
relying on inverter output impedance stability criterion, considering the improvement of
the feedforward channel as a reshaping of the inverter output impedance, detaching from
the perspective of filter design, linking the added BPF to the system as a whole, optimizing
the variables in the BPF, reshaping of the inverter output impedance, and making the
system adapt to more severe conditions.

(3) The multi-objective constraint approach proposed in this paper has a wide range of
applications. The multi-objective constraint method can still be used when the improvement
for feedforward control is no longer adding filter but other methods. The method can
combine the proposed improvements with the grid connection requirements, satisfying
actual engineering requirements.

(4) For other feedforward control block diagrams, this study builds on the underlying
feedforward control block diagram. Currently, there may be new control block diagrams
proposed by scholars that are widely applied. So, for a new control block diagram, the
modeling calculations have to be re-conducted. In addition to this, a multi-inverter parallel
system will be investigated to verify whether this method is usable or not.
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Abstract: This article presents the development and execution of a Single-Ended Primary-Inductor
Converter (SEPIC) multiplier within a Hardware-in-the-Loop (HIL) emulation environment tailored
for photovoltaic (PV) applications. Utilizing the advanced capabilities of the dSPACE 1104 platform,
this work establishes a dynamic data exchange mechanism between a variable voltage power supply
and the SEPIC multiplier converter, enhancing the efficiency of solar energy harnessing. The proposed
emulation model was crafted to simulate real-world solar energy capture, facilitating the evaluation
of control strategies under laboratory conditions. By emulating realistic operational scenarios, this
approach significantly accelerates the innovation cycle for PV system technologies, enabling faster
validation and refinement of emerging solutions. The SEPIC multiplier converter is a new topology
based on the traditional SEPIC with the capability of producing a larger output voltage in a scalable
manner. This initiative sets a new benchmark for conducting PV system research, offering a blend
of precision and flexibility in testing supervisory strategies, thereby streamlining the path toward
technological advancements in solar energy utilization.

Keywords: pulse-width-modulated (PWM) converter; SEPIC multiplier converter; power electronics;
hardware-in-the-loop emulation; photovoltaic system

1. Introduction

The growing concern over the exacerbation of the greenhouse effect, primarily at-
tributed to the significant emissions of pollutants from human activities, has been a driving
force behind the innovation of new models for energy generation [1–4]. This imperative has
led to the development and implementation of renewable energy systems, including solar
photovoltaic (PV), wind, hydraulic, and geothermal power systems, aimed at curtailing
our dependency on fossil fuels and other non-renewable resources [4–6].

At the forefront of these advancements in power electronics is the strategic elimination
of traditional fieldwork requirements. This objective is realized through the deployment of
sophisticated emulation systems designed to replicate the dynamics of real-world power
systems accurately. Such systems incorporate the precise characteristics of the energy
systems under study, including the simulation of environmental atmospheric conditions.
The adoption of these emulation techniques not only enhances the accuracy of energy
system evaluations but also significantly contributes to the refinement of power generation
technologies by providing a controlled yet realistic environment for testing and optimiza-
tion. By leveraging these advanced emulation platforms, researchers and engineers are
equipped with the tools necessary to conduct comprehensive analyses, thereby accelerating
the development and adoption of efficient and sustainable energy solutions [7–11].

The employment of Hardware-in-the-Loop (HIL) simulation stands as a cornerstone in
the realm of control systems testing, offering an innovative avenue for rigorous evaluation
within a controlled virtual setting before establishing a direct interface with the actual
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converter. This methodology markedly diminishes the temporal and logistical demands
traditionally associated with the setup and execution of empirical trials and validations
using tangible hardware components. Presently, the integration of advanced simulation
platforms equipped with high-performance multicore processors empowers researchers
and engineers to meticulously design and test complex systems. These platforms enable
the construction and manipulation of detailed virtual models, thereby accelerating the
development process without compromising the fidelity or accuracy of the outcomes. The
strategic utilization of HIL simulation not only streamlines the research and development
cycle but also enhances the precision and reliability of the system under test, ensuring that
results are both swift and precise [10–14].

Although solar panel emulation systems are available on the market [15,16], they
are developed around closed (non-customizable by the user) platforms that do not allow
for simple experimentation with different power electronics-based conversion systems.
Programmable sources, such as those offered by CHROMA, are expensive compared to
laboratory prototypes that can maximize the flexibility of emulating solar panel modules
and the conversion systems used to implement MPPT algorithms.

This paper posits the utilization of Power Hardware-in-the-Loop (PHIL) simulation as
a transformative approach for the integration of a DC/DC Single-Ended Primary-Inductor
Converter (SEPIC) multiplier converter within a solar panel emulation framework managed
by an advanced Maximum Power Point Tracking (MPPT) algorithm. An improved version
of the work preliminarily introduced in [17], the proposed system aims to optimize power
extraction, thereby enhancing the overall efficiency and reliability of photovoltaic systems.
The SEPIC multiplier converter is a recently introduced and studied topology which can
provide a larger voltage gain according to the number of diodes and capacitors added to
the topology.

PHIL simulation facilitates a detailed and realistic emulation of solar energy systems,
allowing for the thorough investigation and refinement of control strategies to ensure
maximum energy yield and system performance. Through this approach, the research
endeavors to bridge the gap between theoretical models and practical applications, fostering
the development of more efficient and sustainable renewable energy solutions.

The PHIL system implemented in this work has the DS1104 data acquisition system
from dSPACE as its central element. The DS1104 is a comprehensive data acquisition
and processing card. With the aid of Matlab-Simulink – R2023b, detailed models can be
created, which are then programmed on the DS1104. The general scheme of the data
acquisition system is shown in Figure 1, where the software–hardware interaction that
allows the emulation of the system is schematized. While the mathematical models are
digitally processed in the DAQ system (DS1104), the output variables, voltages, currents,
and powers are amplified by an electronic power source. At the same time, the voltages
entering the model—the external command signals—are integrated into the process through
the analog inputs of the DS1104 system.

 

Figure 1. PV system emulation scheme.
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2. Emulating a Photovoltaic Panel-Based Source

In this section, we start by covering the emulation of a solar energy source derived
from a photovoltaic panel. A photovoltaic panel comprises multiple photovoltaic cells
connected in series, which set the panel’s output voltage, Vpv. At the same time, several
panels are connected in series to form a string of panels in a photovoltaic system. In the
photovoltaic system, multiple strings of panels can be connected in parallel, increasing the
output power of the photovoltaic system.

A fundamental step in this process involves evaluating the device’s output perfor-
mance and solar efficiency. To achieve this, it is imperative to delve into the characteristics
of the solar PV panel in question. These essential attributes can be gleaned from the solar
cell I-V characteristic curve depicted in Figure 2. This initial examination sets the ground-
work for understanding how to accurately replicate the behavior of solar panels, which is
crucial for the development of an effective photovoltaic system emulation.

Figure 2. The characteristic solar cell I-V.

As depicted in Figure 2, to trace the curve comprehensively, a variable load is needed
to identify all potential operating points along it. It is important to recognize that multiple
I-V curves can be derived from a single panel by varying conditions such as temperature
and irradiance. The point of maximum power occurs where the curve shows the highest
combination of current and voltage the panel can provide. These are the critical values
targeted by the MPPT (Maximum Power Point Tracking) algorithm [18,19].

2.1. Modeling and Characteristics

For the purposes of emulation, the model of one diode from the photovoltaic solar
cell will be taken as a reference, as shown in Figure 3. In this circuit, it can be observed
that a photovoltaic solar cell works as a controlled source, where the control variable is the
irradiance or solar radiation.

Figure 3. Solar cell diode model [20].
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The basic diode equation for a photovoltaic solar cell is (1).

I = Iph(G)− I0

(
e

qV
k∗T − 1

)
− V

Rsh
(1)

where
I represents the total circuit current;
Iph is the photocurrent generated by illumination;
I0 denotes the dark saturation current of the diode;
V stands for the voltage across the diode;
q is the charge of an electron (1.602 × 10−19 C);
k is the Stefan–Boltzmann constant (1.381 × 10−23 J/K);
T is the temperature in Kelvin.
The equation incorporating solar irradiance and internal resistances within a pho-

tovoltaic (PV) cell model, aiming to represent the dynamics of the cell comprehensively,
involves parameters like Iph(G) for the photo-generated current, I0 for the dark saturation
current, V for the voltage across the cell, I for the output current, Rs for the series resistance,
Rsh for the parallel (shunt) resistance, and factors for temperature and irradiance effects.
This model accounts for the non-ideal behavior of real PV cells by including resistances
that affect the panel’s efficiency and performance. The Iph(G) increases with solar irradiance
(G, in W/m2).

The mathematical function representing Iph as a function of solar irradiance (G) typ-
ically assumes direct proportionality between the irradiance and the current generated
by the cell. A simplified form could be Iph = k·G, where k is a proportionality constant
depending on the specific characteristics of the photovoltaic cell, including its efficiency
and area. This model reflects how the photo-generated current increases linearly with
irradiance under the assumption that all other factors remain constant.

A more detailed form of Iph considers various factors, including the panel’s efficiency
dependency on temperature and specific material parameters. However, due to complexity
and variability among different solar panel technologies, there is not a universally accepted
‘non-simplified form’ that does not consider specific panel model parameters. For precise
details, consulting a solar panel’s technical datasheet is necessary, where equations based
on its characteristics and response to irradiance and temperature are provided.

A detailed and widely accepted expression for Iph, considering both irradiance (G) and
temperature (T), could be the following:

Iph =

(
G

GSTC

)
Iph,STC[1 + α(T − TSTC)]. (2)

where Iph,STC is the photocurrent under standard test conditions (normally, 1000 W/m2 irra-
diance and 25 ◦C temperature), GSTC is the standard test condition irradiance
(1000 W/m2), G is the current irradiance, TSTC is the standard test condition tempera-
ture (25 ◦C), T is the current module temperature, and α is the temperature coefficient of
the current, indicating how the current varies with temperature. This formula reflects how
the current generated by the cell increases with irradiance and adjusts with changes in
module temperature. Reference [20] can be studied for a deeper analysis of the equations
describing the operation of photovoltaic solar panels.

Let us discuss the emulated panel’s characteristics. The panel is a YINGLI 60 CELL-
series, 40 mm, model YL250p-29b. The YL250p-29b photovoltaic panel has 60 cells con-
nected in series, with an open-circuit voltage of 38.40 Vdc. According to its datasheet,
under standard test conditions (STCs), it possesses the following electrical characteristics:
The maximum rated power is 250 W, and the efficiency panel is 15.3%. At full power, its
voltage is 30.4 V, and its current is 8.24 A. The open circuit voltage is 38.4 V, while the short
circuit current is 8.79 A.
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Beyond the I-V solar panel characteristics, the emulator also needs to consider various
technical parameters: the temperature coefficient of the current α = 0.00385; the reference
inverse saturation current (Io), which in this case is 1.2723 × 10−10 A; the electron charge
q = 1.602 × 10−19 C; the diode’s ideality factor n = 0.9985; the Stefan–Boltzmann constant
(K = 1.3806 × 10−23 J/K); the energy bandgap at the reference temperature (EgRef = 1.212 J);
and the values of the resistances Rsh = 364.52 Ω and Rs = 0.42475 Ω.

Figure 4 showcases the SIMULINK model representing the solar panel. As can be
observed in the figure, two subsystems are implemented to determine the essential variables
for solar panel voltage control according to weather and load conditions. The part marked
in purple is a MATLAB script for the implementation of Equations (1) and (2). This script
receives two variables, the panel temperature and the irradiance; the inputs to the model
are highlighted in green. Since it is an emulation, the values for the mentioned signals are
acquired through a data acquisition system that allows for the emulation of the PV array.
The system marked in red is an electrical circuit similar to the single-diode model of the
solar panel, the difference being that in the circuit there is no current source that depends
on irradiance. Instead, the voltage across the panel terminals is used for its implementation,
with ‘V_D’ being equal to the variable ‘V’ in Equation (1). The controlled current source,
the gain, and the ‘RLim’ resistance aim to recreate the current demand in the PV. When
a current demand is simulated through the dependent current source, the voltage V_D
drops, as shown in Figure 1. The value of the voltage V_D is determined using Equation (1),
where the current I (I_PV in Figure 4) is the current delivered by the PV panel to the load
emulated by the circuit marked in blue. The simulation of the current demand is also
performed by one of the analog inputs of the data acquisition system, which is described in
a subsequent section. The model’s inputs and outputs are highlighted in green and orange,
respectively. With these inputs and outputs, changes in the variables of voltages, currents,
and powers in a PV system are obtained.

Figure 4. Solar panel model for emulation.
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2.2. PV Simulation

To obtain the array I-V graph of the emulated panel array, it was necessary to create
a script that simulated the current demand (I) from 0 A up to its short-circuit value. This
behavior is achieved by manipulating the controlled current source shown in Figure 4. The
manipulation of this source is performed using a DC voltage, which is injected through one
of the analog inputs of the data acquisition card. Figure 5 demonstrates how this emulator
automatically transitions from one curve to another, replicating the panel’s array behavior,
which is subjected to temperature and solar radiation. This ensures that the emulator
maintains characteristics consistent with the referenced model.

Figure 5. I-V characteristic curve of the solar panel.

Taking as a reference the panel’s response curve at a power of 1 kW/m2, we find that
the values for current and voltage at the maximum power point differ slightly from those
reported by the manufacturer, as do the open-circuit operating conditions. The comparison
of these values can be seen in Table 1, where the error percentage is also recorded. The
error percentage is attributed to calculating the diode current in the panel model.

Table 1. Panel parameters and simulation results.

Electrical
Characteristics

Symbol
Manufacturer’s

Value
Simulation

Result
%Error

Voltage at Pmax Vmpp 29.8 V 30.4 V 2.01%

Current at Pmax Impp 8.39 A 8.25 A 1.67%

Short-circuit current Isc 8.92 A 8.80 A 1.36%

Open-circuit voltage Voc 37.6 V 38.4 V 2.13%

To represent the solar panel’s module, a programable voltage source was devised to
accept a reference signal from the dSPACE control board, which receives the signal from
the simulation. This setup will regulate the voltage specified by the model using a linear
regulator. Additionally, sensors will provide feedback on voltage and the current of the
voltage source to ensure correct operation.

A complete scheme of the emulator power supply is shown in Figure 6. The core
objective was to enable voltage regulation through a control signal, leading to the selection
of an LM317, which allows for voltage adjustment by varying the input current at the
ADJUST pin. It is important to remember that the reference signal for the voltage comes
from the dSPACE board; an isolating barrier featuring isolation amplifiers was incorporated
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for protection. To augment the output current capacity of the regulator, the inclusion of a
pass transistor was necessary, ensuring stable system regulation. Furthermore, to supply
adequate power to the system, three additional regulators were implemented, as indicated
by the blue boxes. The green boxes represent a control stage designed to distribute the
current across each regulator evenly.

Figure 6. Schematic diagram of the panel’s array emulator.

3. Multiplier SEPIC Converter

Power electronics is an essential discipline in the efficient conversion and control of
electrical energy [21–23]. Its applications range from renewable energy generation systems
to everyday consumer electronic devices. In the context of solar energy, power electronics
play a crucial role in enabling the conversion of the energy captured by solar panels
into usable and regulated forms of electrical power. The field of the DC-DC converter
has many applications in PV panels [23–25]. The SEPIC (Single-Ended Primary Inductor
Converter) is a power converter topology that offers advantages in terms of flexibility and
efficiency, making it particularly suitable for solar panel emulators, where irradiance and
environmental conditions can vary widely. Implementing a solar panel emulator based on
a SEPIC converter allows for the recreation of the electrical characteristics of a real solar
panel, facilitating the design and testing of photovoltaic systems under controlled and
repeatable conditions.

With the aim of obtaining power from the PV-emulated circuit, a Multiplier SEPIC
Converter was implemented. This converter will allow it to carry out the maximum power
from the PV emulator using a traditional MPPT algorithm like Perturb and Observe (P&O).
The strategy is to increase the voltage provided by the PV array with the SEPIC converter.
At the same time, the SEPIC converter output voltage is supplied to a resistor, and the
SEPIC voltage is changed to find the emulated PV array’s maximum power point (MPP).

The Single-Ended Primary-Inductor Converter (SEPIC) is composed of a switch (s)
(which can be synthesized with a transistor), a diode (d1), inductors (L1 and L2), and
capacitors (C1 and C2); the load can be represented as a resistor (R), as shown in Figure 7a.
The SEPIC is capable of providing output voltages that are higher and lower than the
input voltage.
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Figure 7. (a) SEPIC converter. (b) Multiplier SEPIC converter.

An improved version of the conventional SEPIC [26,27] includes a hybrid topology
with diode-capacitor multipliers, known as the Dickson charge pump. Figure 7b illustrates
a SEPIC that incorporates a 2x multiplier.

The transistor closes and opens periodically with a constant switching frequency (fSW);
the inverse of the switching frequency is called the switching period (TSW). During a
switching period, the transistor remains closed for a duration called ton, and subsequently,
it remains closed for a time called toff. Evidently, the relation between the switching period
and the times in which the transistor is closed and open can be expressed as in (3):

TSW =
1

fSW
= ton + to f f (3)

A duty cycle or duty ratio (D) and its complement can be defined as in (4) and (5).

D =
ton

TSW
(4)

(1− D) =
to f f

TSW
(5)

Figure 8 shows the equivalent circuits according to the switch state (open or closed).
The fundamental operation of the SEPIC, as depicted in Figure 7a, can be explained with
the following steps and by observing the equivalent circuits in Figure 8.

(i) Upon transistor s closing (see Figure 8a), the inductor L1 gets in parallel connection to
the source vg, leading to an increment in the L1 current characterized by a uniform
incline and a positive direction (as per the orientation defined in Figure 7).

(ii) When the switch opens (see Figure 8b), it allows L1’s current to infuse C1 with a
positive voltage (in alignment with the designated signs) since they are connected in
series, and the current gets through the positive voltage sign of C1.

(iii) The switching action of the transistor is periodic; it inevitably closes again, but this
time the capacitor C1 already has some charge; it gets in parallel connection with the
inductor L2, facilitating C1 in endowing L2 with a positive flow of current.

(iv) Upon the transistor’s subsequent opening, L2’s current moves through d1, enriching
C2 with a positive charge.
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Figure 8. Switching states when (a) the transistor is on and (b) when the transistor is off.

This sequence of actions detailing the operation of the traditional SEPIC illustrated in
Figure 7a is equally applicable to the configuration shown in Figure 7b, with the following
additional steps:

(v) With the transistor open and L2’s current passing through d1, as seen in Figure 8b,
the negative terminals of C3 and C4 are conjoined at the same potential, subsequently
allowing C3 to engage d3 to positively charge C4.

(vi) With the transistor’s closure, C1 aligns in a series setup with C2, as shown in Figure 8a,
which then permits the charging of C3 through the engagement of d2.

The circuit in Figure 7b operates a diode-capacitor voltage multiplier, specifically a 2x
multiplier in this scenario, which can be expanded through the addition of more diodes
and capacitors. Calculating the average voltage across L1 over a single switching cycle
while employing the conventional small ripple approximation [23] results in (6).

L1
d〈iL1〉

dt
=

1
T

(
ton ∗ vL1ton + to f f ∗ vL1to f f

)
(6)

where vL1ton represents the voltage across L1 with the switch closed and vL1toff denotes the
voltage across L1 when the transistor is open. This formula can be expressed in relation to
the duty ratio outlined in (2) as follows.

L1
d〈iL1〉

dt
= D ∗ vL1ton + (1− D)vL1to f f (7)

The voltage across L1 during each equivalent circuit or switching state can be derived
from the circuits depicted in Figure 8.

vL1ton = Vg (8)

vL1to f f = Vg −VC1 −VC2 (9)

At equilibrium, the average voltage across the inductors equals zero, resulting in a
steady current. Following Equation (7) and incorporating Equations (8) and (9), this can be
articulated as (10).

D ∗Vg + (1− D)
(
Vg −VC1 −VC2

)
= 0 (10)
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Similarly, the (average) voltage across L2 can be expressed as (11).

L2
d〈iL2〉

dt
= D ∗ vL2ton + (1− D)vL2to f f (11)

And the voltage in each state can also be determined by applying the KVL in Figure 8
as in (12) and (13).

vL2ton = VC1 (12)

vL2to f f = −VC12 (13)

In the equilibrium condition or steady state, the voltage in L2 must also be in that state,
which can be written using (11) to (13) as (14).

D(VC1)− (1− D)VC2 = 0 (14)

From (10), the voltage in C2 can be expressed as (15).

VC2 = VC1
D

1− D
(15)

Substituting (15) in (11) leads to the following:

VC1 = Vg (16)

From Figure 8, C3 gets charged by both C1 and C2 in a series connection, which leads
to (17).

VC3 = VC1 + VC2 = Vg + Vg
D

1− D
= Vg

1
1− D

(17)

From Figure 7, the voltage across C4 is equal to the one across C3, and then

VC4 = VC3 = Vg
1

1− D
(18)

Finally, the load voltage is given by the series connection of C2 and C4, which can be
expressed as (19).

Vo = VC2 + VC4 = Vg

(
D

1− D
+

1
1− D

)
= Vg

1 + D
1− D

(19)

The voltage gain is significant. Figure 9 illustrates the voltage gain relative to the duty
cycle or duty ratio expressed in (19).

As can be seen in Figure 8b, the voltage that the transistor needs to block (when it is
open) is relatively low in comparison to the output voltage. This attribute is advantageous,
as it allows for the use of transistors rated for lower voltages in the construction of high-
voltage converters, embodying the essence of multilevel converters. Contrary to this, in
other configurations like the cascaded boost converter, the final transistor must withstand
the entire output voltage. This requirement caps the maximum achievable output voltage
to the voltage rating of the transistor. Moreover, transistors designed to handle higher
voltages typically exhibit greater on-resistance than those intended for lower voltages.

A further benefit of the Multilevel SEPIC lies in the ability to enhance the voltage gain
without augmenting the count of inductors. Inductors are bulky, costly, and challenging
to encapsulate. Moreover, a singular transistor suffices irrespective of the level count, as
adding more transistors necessitates additional circuitry.

Figure 10 displays the simulated model of the proposed Multiplier SEPIC in Matlab-
Simulink R2023b software; the values of the Multiplier SEPIC components and the selected
semiconductors are detailed in Table 2.
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Figure 9. Voltage boost factor vs. duty cycle or duty ratio.

Figure 10. Schematic of the Multiplier SEPIC.

Table 2. Selected components of the Multiplier SEPIC.

Theoretical Component Selected Component

L1min = L2min ∼= 800 uH Four 420 uH inductors for a current of 9 A

C1, C2, C3, C4 ≥ 60 uF One 60 uF film capacitor (C4ATDBW5600A30J), 250 V, ESR = 3.9 mOhms

Semiconductors
MOSFET mode IRFP250N with a max current equal to 30 A and a

maximum power dissipation of 214 W at 175 ◦C, Ron = 1 × 10−5 Ω

Diode 30CPF10: 30 A, 1000 V max

Multiplier SEPIC Simulation and Hardware Test

For the simulation and testing of the Multiplier SEPIC, an input voltage of 25 V, a
useful cycle of 60%, and two different load resistances of 115 and 69 Ω were established
in open loop. For the first case, with a load equal to 115 Ω, the output voltage should be
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100 V, a theoretical current of approximately 0.88 A should be delivered, and the input
current to the Multiplier SEPIC will be 3.5 A on average. For the second case, with a load
equal to 69 ohms, the output voltage should be 100 V, a theoretical current of approximately
1.45 A should be delivered, and the input current to the Multiplier SEPIC will be 5.8 A
on average.

Figure 11a shows the output voltages for the two cases, while Figure 11b shows the
output and input currents. The hardware results for the Multiplier SEPIC are shown
in Figure 12a,b. The over peaks and transients observed in the simulations are due to
numerical approximations and initial conditions, which are not present in the real hardware.
In boot cases, simulations, and hardware implementation, the output voltage was reduced
by approximately 4 V. The current was measured with a sensing probe, with a 1 A/0.1 V
reduction rate.

(a) 

(b) 

Figure 11. (a) Simulation results for Vo. (b) Simulation results for Ii.
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(a) 

 
(b) 

Figure 12. (a) Experimental results for the case with Rload = 115 ohms load. (b) Experimental results
for the case with Rload = 69 ohms load.

4. Simulation Results for the PV + Multiplier SEPIC

Table 3 outlines the specifications of the panel array used in the simulation; they
correspond to a temperature equal to 25 ◦C and an irradiance of 1000 W/m2.

Table 3. Input and output converter parameters.

Voltage at the input 30.4 V
Power at the output 250 W

Voltage at the output 80.3 V

Current at the input 8.25 A Current at the output 3.11 A

Maximum duty ration 45% Load resistor 25.8 Ω
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Utilizing this information, one can refer to the I-V curve presented in Figure 5 to estab-
lish the necessary current and voltage values for designing the converter. The converter is
designed to have an output power of 250 W and will operate in the linear region with a
maximum duty ratio of 45% to ensure operation within a safe range. From this, the load
resistance can be determined, which in turn allows for the calculation of the converter’s
output voltage and current.

After defining the input and output variables, the next step is to choose the compo-
nents to be used. It is crucial to select an adequate transistor; in this case, a metal–oxide–
semiconductor field-effect transistor (MOSFET) was chosen to minimize energy losses
through heat dissipation.

The results of the simulation described above are shown, with Figure 13 revealing that
the voltage achieved was very near the ideal 80.25 V value, with minimal losses of 6.75 V.
Additionally, the voltage gain achieved was 2.42, whereas, theoretically, with a 45% duty
ratio, the ideal value is three, indicating that the system’s efficiency in terms of voltage
gain is 91.6%. Furthermore, Figure 14 shows the current converter and illustrates that the
emulator is not ideal and incurs power losses. When the output power is 209.5 W, the input
power is about 237.1 W, resulting in an efficiency of 88.4%. The overpeaks and transients in
Figures 13 and 14 are due to numerical approximations and initial conditions, which are
not present in the real hardware.

 

Figure 13. Input (red) and output (blue) converter voltage signals.

 

Figure 14. Input (red) and output (blue) converter currents.

The block diagram shown in Figure 15 corresponds to the complete system. The
system was run with 0.286 uS of the sample period in the simulation, adhering to the
Nyquist criterion. This adjustment was necessary because the SEPIC operated with a
sample period of 28.5714 μS (35 KHz) and it is the fastest subsystem. For example, the
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panel’s array emulator had a sample period of 1 mS and the Maximum Power Point Tracker
(MPPT) algorithm ran with a sample period of 28 mS. Other parameters were the load
resistance of 25.8 Ω over the total period simulation, which had a duration of 9 s.

Figure 15. System simulation.

Among the various Maximum Power Point Tracking (MPPT) techniques, the Perturb
and Observe (P&O) technique is the most widely used, being extensively implemented in
commercial photovoltaic inverters due to the use of low-cost microcontrollers. However,
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despite its simplicity and reliability, the P&O algorithm has some major disadvantages. First,
when the tracking reaches the vicinity of the MPP, the operating point tends to oscillate
around it, resulting in a persistent fluctuation in the output power and, consequently,
reducing the system quality. Secondly, P&O is prone to losing the search direction, meaning
that it fails to adapt to changes in irradiance, causing the operating point to deviate from the
MPP curve. This deviation also results in energy loss. In the work presented, the traditional
Perturb and Observe technique was implemented to test the PHIL system rather than as an
algorithm that excels in efficiency and effectiveness for finding and following the MPP. The
P&O technique operates with a DC/DC or DC/AC converter, which helps extract power
from the photovoltaic panel. When the panel’s output power changes, the voltage across
its output terminals, Vpv, also changes. The algorithm periodically increases or decreases
the output voltage of the photovoltaic module to estimate a power value. Subsequently, the
power obtained in the current cycle, P(k), is compared with the power from the previous
cycle, P(k − 1). If a perturbation is introduced in the system voltage, this will cause an
increase or decrease in the output power. If the perturbation in the voltage causes an
increase in power, the next perturbation is applied in the same direction as initially applied.

Conversely, if the power decreases, the next perturbation is applied in the opposite
direction. After several perturbations, the algorithm converges to the maximum power
point (MPP). Once the maximum power is reached, if the power in the next instant decreases,
the perturbation should be applied in the opposite direction. Figure 16 shows the P&O
algorithm. The emulation platform allows other algorithms to be used in the emulation
process. Testing the platform with algorithms other than P&O was not within the scope of
this article; rather, the aim was to demonstrate a platform development that will allow for
their easy subsequent implementation.

 

Figure 16. P&O algorithm.
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To test the MPPT algorithm and the Multilevel SEPIC regulator working together, a
simulation was first conducted with two scenarios of constant solar radiation: the first
with continuous radiation of 1000 W/m2, and the second with continual radiation of
600 W/m2—both scenarios with a panel temperature of 25 ◦C.

The results of this simulation are presented in Figures 17–19. In Figure 17, the input
power represents the maximum provided by the solar module. However, the output power
demonstrates that the ripple caused by the MOSFET switching and the duty cycle adjust-
ments enacted by the MPPT algorithm resulted in the system operating at an efficiency level
below 100%. Figure 17 shows the power at the MPP. The peaks and transients in power are
due to the typical oscillation around the MPP of the P&O algorithm; these variations can be
reduced by adjusting the reference voltage increment of the P&O algorithm. Notably, under
real environmental conditions, an increase in solar radiation or changes due to shadows
are gradual, so the power transitions will be smoother.

Figure 17. System power with the SEPIC running in the dynamic mode.
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Figure 18. Voltage and current signals with the dynamic mode for the SEPIC.

Figure 18 shows the voltage evolution at the output of the Panel, Vpv, and at the output
of the Multilevel SEPIC converter, Vo. The voltage and current variations can be observed
as the result of changes in the reference voltage of the P&O algorithm.

Finally, Figure 19 shows the evolution of the system’s efficiency under the two operat-
ing conditions. Since the initial conditions of the Multilevel SEPIC converter components
were set to zero at the start of the simulation, oscillations occurred in the behavior of all the
measured variables, which decreased once normal operating conditions were reached.
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Figure 19. System efficiency during the dynamic mode of the SEPIC.

5. Hardware Results

Figure 20 shows the hardware implementation of the PHIL system. The figure high-
lights the interface in the control desk, the connection panel of the DS1104 data acquisition
card, the linear source that emulates the behavior of the PV, the SEPIC Multiplier, and the
electronic load in charge of emulating the system’s power demand. The electronic load
fulfills the load resistance functions in the implementation.

 

Figure 20. Hardware implementation of PV Emulator + Multiplier SEPIC.

In a photovoltaic solar panel, temperature directly impacts the power the panel can
deliver, as evidenced by analyzing Equation (2), where the photocurrent shows a direct
dependence on temperature. In a PV curve like the one in Figure 21, the influence of
temperature on the MPP can be observed, which decreases in value as the temperature
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increases, directly affecting the panel’s voltage. In Figure 21, the red line shows the PV
curve for a temperature of 25 ◦C @ 1000 W/m2 radiation, while the blue line shows the
same curve for a temperature of 45 ◦C. The effect of temperature was considered for the
Testbed used for the hardware validation of the designed prototype.

Figure 21. Modification of the MPP due to temperature change. The red curves are at 25 ◦C, and the
blue curves are at 45 ◦C.

The DS1104 software 6.5 develops the Testbed for the laboratory prototype. At t = 0 s,
a step in solar radiation of 600 W/m2 and a temperature of 25 ◦C are generated, at which
point the MPPT algorithm begins the search for the MPP. It takes approximately 6 s for
the MPPT algorithm to reach the MPP. Ten seconds later, t = 10 s, a change in the panel
temperature is generated, shifting from 25 ◦C to 45 ◦C. With this change, a decrease in the
power provided by the panel should be observed, as shown in Figure 21.

Afterward, at t = 14.5 s, the solar radiation reference change is generated at 1000 W/m2

and a temperature of 45 ◦C. Once again, after this change in solar radiation, an increase
in the power provided by the solar panel is expected. Finally, at t = 25 s, the temperature
reference changes from 45 ◦C to 25 ◦C, which would be expected to increase the panel’s
power due to the temperature decrease. On a normal day, the behavior of solar radiation
does not experience sudden changes, so transients are not large. Furthermore, the MPPT
algorithm can be executed with a much longer sampling time. In this scenario, the efficiency
of the Multiplier SEPIC was around 88%, similar to the simulation results. It should be
noted that the MPPT algorithm is executed every 200 mS, which is sufficient time for the
Multiplier SEPIC converter to stabilize after a change in the duty cycle reference.

To calculate the power of the emulated panel, measurements of panel voltage and
panel current are acquired via DS1104, which are measured at the output of the linear
source using Hall Effect current sensors AMPLOC 25, LEM50, and LV25P voltage sensors.
The PWM signal that activates the MOSFET of the Multiplier SEPIC also comes from the
DS1104 system, where the MPPT algorithm is located. Once the measurement is performed,
the data are transferred to Matlab for further processing and visualization.

Figure 22a shows the evolution of the power output from the panel, Ppv, and the
power output from the Multilevel SEPIC, Po. As expected, the power provided by the
photovoltaic panel decreases when the temperature reference changes at t = 10 s, consistent
with the expected behavior observed in Figure 21. Additionally, when the solar radiation
reference changes from 600 W/m2 to 1000 W/m2, there is also an increase in the panel’s
power, as anticipated. Finally, the panel’s power increases when the panel temperature
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drops to 25 ◦C. Comparing the panel’s output voltages, current, and power in the emulated
system for radiation of 1000 W/m2, they are very similar to those expected from the panel
according to the manufacturer’s parameters shown in Figure 21.

 
(a) 

 
(b) 

 
(c) 

Figure 22. (a) Power evolution of Ppv panel (blue) and Po in the output of Multiplier SEPIC (red).
(b) Voltage evolution of Vpv panel (blue) and Vo in the output of Multiplier SEPIC (red). (c) Current
evolution of Ipv panel (blue) and Io in the output of Multiplier SEPIC (red).

Figure 22b,c show the evolution of the voltage and current in the laboratory hardware
using an Rload of 115 Ω. As expected for a panel, the output voltage decreases when
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the temperature increases, causing the panel’s power to change. When the temperature
and irradiance change, the panel voltage also changes by around 30 V, as can be seen in
Figure 22b, as expected, and, similarly, the output voltage of the Multilevel SEPIC changes
when the algorithm searches for the MPP. Figure 22c shows the current evolution in the
panel, whose short-circuit limit is constrained by the irradiance. Equations (1) and (2)
illustrate this dependence, which can be graphically observed in Figure 5.

Figure 22c also shows the times at which the MPP is reached: between 1 s and 2 s,
when temperature changes occur, and between 3 s and 6 s, when abrupt changes in
irradiance occur.

6. Conclusions

This study uses a novel approach to model, design, and emulate a solar array feeding
a DC-DC SEPIC multiplier converter with a Maximum Power Point Tracker (MPPT). The
approach uses a Power Hardware-In-the-Loop (PHIL) DSpace platform for experimental
validation along with a real DC-DC SEPIC multiplier converter. The article’s contributions
can be summarized as follows: (i) The application of an innovative emulation technique
in a didactic PV + Multiplier SEPIC system: Our approach uniquely combines PHIL
emulation with a real DC-DC converter, providing a versatile tool for emulating solar panel
arrays under various conditions. This allows the simulation of renewable energy sources,
offering a high degree of precision and flexibility in the emulation of different scenarios,
the implementation of different MPPT algorithms, and experimentation with other types of
DC/DC and DC/AC converters. (ii) The experiments conducted using the DSpace platform
demonstrated the effectiveness and the reliability of our PHIL emulator in replicating the
behavior of solar arrays connected to a DC-DC converter, including variations in sunlight
intensity and other environmental factors, such that it can serve as a teaching and laboratory
tool for experimentation at low cost. (iii) The successful development and validation of
our PHIL emulator provides a powerful tool for researchers and engineers in the field of
renewable energy. By allowing for detailed and accurate simulation of solar power systems,
our work facilitates the exploration of new control strategies, the optimization of energy
conversion processes, and the enhancement of system efficiency and stability.

Finally, our research contributes to the broader goal of advancing sustainable energy
technologies. By improving our ability to simulate and study solar power systems, we
are better equipped to develop innovative solutions that will increase the viability and
efficiency of renewable energy, paving the way for a more sustainable and environmentally
friendly future. New control algorithms can be tested with the proposed equipment in
future work.
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Abstract: Accurate and reliable wind speed prediction is conducive to improving the power gen-
eration efficiency of electrical systems. Due to the lack of adequate consideration of spatial feature
extraction, the existing wind speed prediction models have certain limitations in capturing the rich
neighborhood information of multiple sites. To address the previously mentioned constraints, our
study introduces a graph isomorphism-based gated recurrent unit (GIN-GRU). Initially, the model
utilizes a hybrid mechanism of random forest and principal component analysis (PCA-RF) to dis-
cuss the feature data from different sites. This process not only preserves the primary features but
also extracts critical information by performing dimensionality reduction on the residual features.
Subsequently, the model constructs graph networks by integrating graph embedding techniques
with the Mahalanobis distance metric to synthesize the correlation information among features from
multiple sites. This approach effectively consolidates the interrelated feature data and captures
the complex interactions across multiple sites. Ultimately, the graph isomorphism network (GIN)
delves into the intrinsic relationships within the graph networks and the gated recurrent unit (GRU)
integrates these relationships with temporal correlations to address the challenges of wind speed
prediction effectively. The experiments conducted on wind farm datasets for offshore California in
2019 have demonstrated that the proposed model has higher prediction accuracy compared to the
comparative model such as CNN-LSTM and GAT-LSTM. Specifically, by modifying the network
layers, we achieved higher precision, with the mean square error (MSE) and root mean square error
(RMSE) of wind speed at a height of 10 m being 0.8457 m/s and 0.9196 m/s, respectively.

Keywords: multisite wind prediction; PCA-RF; graph embedding; graph neural network; convolutional
neural network

1. Introduction

The growing global energy crisis and the critical issue of environmental pollution have
highlighted the need for clean and renewable energy sources. Wind energy has garnered
significant attention due to its relatively short construction cycle, minimal environmental
prerequisites, and vast reserves [1]. This has led to its widespread adoption and rapid
development globally. Many nations have recognized the potential of wind power and
are actively promoting its generation to capture wind energy. Consequently, the wind
power sector has undergone rapid growth and expansion, firmly establishing wind power
generation as a field with promising current prospects. Presently, wind speed prediction
plays a pivotal role in formulating control strategies for wind farms, which stands as a
cornerstone technology that enhances the operational efficiency of wind turbines [2].

Accurate wind speed prediction is crucial to optimizing wind power generation. It en-
hances wind energy utilization, mitigates wind power’s grid impact, and ensures efficient
operation of wind farms. To refine wind speed forecasting, researchers worldwide have
pioneered various innovative approaches. For instance, data decomposition techniques
like wavelet transform [3], empirical modal decomposition [4–6], and variational modal
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decomposition [7] are employed to analyze wind speed’s multiscale attributes. Addition-
ally, data fusion strategies such as Kalman filtering, data assimilation, and multi-source
data fusion are utilized [8–10]. These methods provide a comprehensive analysis of vari-
ous meteorological elements and data sources, which improves the accuracy of weather
forecasting and monitoring.

Traditional statistical methods often focus on specific learning facets. With the accu-
mulation of a large amount of historical operational data in the wind power industry, deep
learning methods based on large-scale and multi-dimensional data have been increasingly
applied to the field of wind speed prediction due to their powerful nonlinear mapping
ability. H Xu et al. developed a hybrid deep learning model for wind speed prediction
that integrates grid search optimization with a recurrent neural network [11]. This ap-
proach effectively corrected the errors of numerical weather prediction to enhance both the
precision and dependability of wind speed forecasts. Ai X et al. proposed a wind speed
prediction model based on data augmentation and deep learning. The results showed that
empirical mode decomposition and data augmentation techniques generated more training
data which improved the generalization ability as well as robustness of the wind speed
prediction model [12]. B Shao et al. utilized a configuration of long short-term memory
(LSTM) networks with diverse architectural complexities to uncover the underlying pat-
terns in wind speed time series data [13]. The researchers integrated the predictive outputs
using a nonlinear regression layer, which consisted of support vector regression machines.
This integration resulted in a combined prediction model that exhibited high accuracy.
However, the abovementioned wind speed prediction methods mostly use the historical
and real-time data of wind speed at a single point. Thus, the prediction accuracy of the
models still requires further improvement and augmentation.

The integration of comprehensive spatio-temporal data from multiple locations can
provide a novel approach to predicting wind speeds. Q Zhu et al. leveraged the spatio-
temporal correlation characteristics across various spatial scales to improve wind speed
prediction [14]. By employing convolutional neural networks (CNN) for spatial modeling,
the method captures the intricate spatial correlations between the macroscopic and micro-
scopic levels, which offers a more comprehensive approach than traditional one-to-one
modeling methods. Trebing K et al. employ a multiscale convolutional neural network
filter to extract the multi-features influencing long-term wind speed distribution [15]. It
introduces a deep convolutional recurrent neural network model for wind speed prediction
at various points within a wind farm. This model excels at feature extraction and time-
series analysis, which enables simultaneous ultra-short-term wind speed forecasts for each
turbine. By integrating spatial and temporal flow field data, the model enhances overall
prediction accuracy. W Tuerxun et al. proposed a novel spatio-temporal neural network
that employs a deep convolutional neural network coupled with a bidirectional gated
recurrent unit [16]. This model comprehensively captures the spatio-temporal dynamics
between wind speed and direction across various altitudes within a wind farm, as well as
pertinent NWP data. MM Yuan et al. combine CNN with LSTM networks to propose a
multifactor spatio-temporal correlation model [17]. It introduces a data representation tech-
nique that uses three-dimensional matrices. This innovative model demonstrates enhanced
predictive performance in wind speed forecasting. Therefore, by considering not only
the direct spatio-temporal distribution of wind speed within the wind farm but also the
potential spatio-temporal relationships of wind speed at multiple sites using deep learning
algorithms, it will be probable to further improve the prediction accuracy.

This paper introduces a deep learning-based integrated multi-site wind speed pre-
diction model for wind farms, designated as RPCA-GIN-GRU. This model enhances the
predictive accuracy for each site by leveraging the feature correlations across multiple
sites. Firstly, we apply PCA-RF to the feature set, which captures the essential features and
extracts key insights by reducing the dimensions of the remaining features. Secondly, we
use a method that combines graph embedding techniques with the Mahalanobis distance
metric to construct the network graph’s edges, which facilitates a thorough analysis of
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the relationships between each site’s features. Ultimately, the GIN model is leveraged
for its proficient learning of graph structure similarities. By conducting deep learning
on the spatial attributes of these graph structures, we can then feed the deeply learned
feature data into a GRU network for subsequent prediction. This approach generates wind
speed predictions that considers the characteristics of each site and their interconnectedness
to generate wind speed predictions. Additionally, it summarizes the interactive effects
between sites on the predicted wind speeds.

2. Materials and Methods

2.1. Construction of Graph Networks
2.1.1. PCA-RF Fusion Model

Raw meteorological data are complex and multifaceted. However, not all variables
are pertinent to changes in wind speed. An overabundance of predictive variables can
introduce redundancy, thereby diminishing the model’s generalization capabilities. Some
residual features have some key information that needs to be extracted. Therefore, we
focus on primary feature extraction and dimensionality reduction of residual features from
the original meteorological elements. This approach streamlines the dataset and enhances
model interpretability and efficiency. Consequently, this research leverages the intrinsic
feature extraction capabilities of the random forest algorithm in conjunction with PCA to
further diminish the dimensionality of residual features. This approach enables the separate
processing of primary and residual features to achieve maximal efficiency. Subsequently,
the primary features and the dimensionality-reduced residual features are concatenated to
form the dataset used for constructing graph networks.

2.1.2. Random Forests

Random forest is a kind of machine learning algorithm that makes predictions from
multiple decision trees and integrates their results. Random forests construct each decision
tree using random samples and features, which imparts the model with robustness against
overfitting [18]. MDI is a measure of feature importance based on the reduction in Gini
impurity of each feature at the split point in the decision tree [19]. Given a dataset containing
nodes from C categories, where the probability that node j belongs to category c is denoted
as pj, the Gini impurity of node j is as follows:

Gini(j) = 1−
C

∑
c=1

p2
j (1)

Gini impurity is a statistical metric that measures the probability of a random classifi-
cation error for an element chosen from a dataset, given that the classification is random
and reflects the distribution of classes in the dataset. Owing to its simplicity and direct
computation, MDI is selected for evaluating the significance of feature variables within this
study. The MDI value signifies a feature’s greater relevance in strengthening the predictive
accuracy of the model. The steps for calculating MDI are given as follows:

Step 1. Each decision tree generated through bootstrap sampling on the training set
constitutes a random forest.

Step 2. For every tree, the Gini impurity of each node is computed.
Step 3. MDI for each feature is ascertained by averaging the reduction in Gini impurity

across all trees.

2.1.3. Principal Component Analysis

PCA is a prevalent technique for reducing data dimensionality. It employs orthogonal
transformations to convert correlated variables into a new set of uncorrelated variables,
known as principal components [20]. PCA is designed to preserve critical information from
the original dataset and reduce dimensionality by decreasing the number of variables. PCA
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streamlines complex datasets by isolating pivotal features to reduce noise and safeguard
essential information.

The fundamental method involves computing the eigenvalues and eigenvectors from
the covariance matrix. The eigenvalues represent the core information of the original
variables, which are crucial to the remaining features. Subsequently, the dimensionality
reduction of the feature matrix facilitates the isolation of distinctive meteorological factors
that exert a significant influence on wind speed variations.

2.1.4. PCA-RF Feature Fusion

In this study, the primary and residual feature matrices are based on the ordering of
features according to their MDI scores. The residual feature matrix is then subjected to PCA
for dimensional reduction. For a wind field with N sites, the feature matrix of the n-th site is
expressed as Xn =

[
VT

1 , VT
2 · · ·VT

M
]
, where n = 1, . . ., N, M is the number of features per site, the

total number of features is M×D and Vi = [vi(1), vi(2) · · · vi(t)] (i = 1, . . ., M t = 1, . . ., D) is the
feature vector of the site. This dataset primarily includes measurements taken at 15-m intervals
for wind speed, wind direction, temperature, pressure, and other relevant characteristics. The
steps of wind speed feature processing for the n-th site are given as follows:

(1) Build a random forest. Bootstrap sampling and random feature selection techniques
are utilized to generate a training dataset and a corresponding subset of features.
These elements form the basis for constructing an individual decision tree. The
process of building a decision tree involves randomly selecting a subset of the dataset
and recursively splitting the nodes based on optimal segmentation criteria until the
stopping criteria of the random forest are met. Through the repetition of this process,
a random forest model is assembled with I different decision trees, where the i-th
decision tree has T nodes and C categories.

(2) Calculate the Gini impurity and the amount of its variation. In tree i, at node j, it is essential
to calculate the proportion of category c, represented as p(c|(i, j), k), against the total
categories. The variation in Gini impurity is then determined by evaluating the Gini
impurity before and after the branching of node j. The calculation formula is as follows:

Gini(i, j, k) = 1−
C

∑
c=1

p(c|(i, j), k)2 (2)

ΔGini(i, j, k) = Gini(i, j, k)− Gini(i, jb, k)− Gini
(

i, j f , k
)

(3)

where j = 1, 2. . .T, i = 1, 2. . .I, k = 1, 2. . .M, c = 1, 2. . .C. jb and j f represent the two new
nodes after node j is branched. ΔGini(i, j, k) are feature vector Vk reduction of Gini
impurity after node splitting in decision tree i.

(3) Calculate the MDI. MDI for feature Vk is as follows:

M(Vk) =
1
I ∑T

t=1 ΔGini(i, j, k) (4)

(4) Feature selection. In the feature selection phase, features are ranked by their MDI values.
Subsequently, a threshold denoted by γ is determined. Features with an MDI value
of M(Vk) are selected to comprise the primary feature matrix X f , which includes Mf
features. Conversely, features with an MDI value of M(Vk) < γ are used to construct
the auxiliary matrix Xb, which incorporates the remaining Mb = M−Mf features.

(5) Feature decentralization. The auxiliary matrix Xb is decentralized to yield the matrix X′b.

X′b = Xb − Xb (5)

where Xb is the auxiliary matrix Xb.
(6) Compute eigenvalues and eigenvectors. The eigenvalue decomposition is performed

on the covariance matrix. The feature values are ranked in descending order and
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sequentially aggregated until the cumulative contribution rate, denoted by η ≥ 0.85.
Consequently, in adherence to this criterion, the primary r features are chosen to
constitute the matrix R of r× D.

λl =
1

D− 1
Xb
′TXb

′l (6)

η =
∑r

i=1 λi

∑M
k=1 λk

(7)

where λ =
{

λ1, λ2 . . . λMb

}
is a set of eigenvalues, l =

[
l1, l2 . . . lMb

]
is the matrix of

eigenvectors.
(7) Data dimensionality reduction. We calculate the dimensionality reduction matrix Y

utilizing the subsequent formula:

Y = RXb (8)

(8) Matrix splicing. By horizontally concatenating the matrices X f and Y, we obtain a

matrix Wn of dimension
(

Mf + r
)
× D.

Wn =
[

X f Y
]

(9)

PCA-RF processes all sites to yield a sequence of feature matrices W1, W2 . . . WN ,
which captures the pivotal features of the dataset. Finally, all the feature matrices are
horizontally spliced to obtain a feature matrix W of g× D.

W = [W1W2 . . . WN ] (10)

where g = N ∗
(

Mf + r
)

. Figure 1 illustrates the steps of PCA-RF. Initially, the raw
datasets from different sites are processed through RF algorithm to extract the primary
feature matrix and the auxiliary feature matrix. Subsequently, the auxiliary feature matrix
is subjected to PCA for dimensionality reduction to yield the dimensionality reduction
matrix. Finally, the final feature matrix is constructed by concatenating the primary feature
matrix with the dimensionality reduction matrix.

 

Figure 1. The flow chart of PCA-RF.
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2.1.5. Integrative Modeling of Graph Embeddings and Mahalanobis Distances

Graph neural networks combined with graph networks on some feature correlations
have achieved excellent results in wind speed prediction [21,22]. However, the performance
of graph neural networks is highly dependent on predefined graphs to characterize the
relationships between site features, such as those based on the Pearson correlation coeffi-
cients. Predefined graphs often do not reflect the complex dynamics of wind speed features,
with their quality significantly depending on expert judgment and accurate wind speed
measurements. Considering these factors, this paper introduces a novel compositional algo-
rithm to analyze the spatio-temporal attributes of wind speed. The algorithm acquires node
embedding vectors by employing graph embedding techniques on a predefined graph,
which elucidate the graph’s topology and the inter-node relationships [23]. Subsequently, it
quantifies the distance between node embedding vectors by employing the Mahalanobis
distance [24,25]. The final graph network results from the adjustment of edge relationships
in the predefined graph through a filter based on a threshold Mahalanobis distance.

2.1.6. Construction of Predefined Graphs

In this paper, we use the matrix W obtained above to construct the predefined graph
G = (V, E), where V =

{
VT

1 , VT
2 , VT

3 , . . . VT
g

}
represents the set of nodes. We consider

each column of data of matrix W as the feature vector of a node and the dimension is
g× D where g is the number of nodes and D is the dimension of each node feature. The
set of edges E =

(
eij

)v
i,j=1 embodies the connectivity relationships among nodes within

the network, such that there exists an edge connecting any two nodes Vi and Vj. In the
predefined graphs, the existence of an edge is denoted by eij = 1, which is presented as
follows:

eij =

⎧⎪⎪⎨⎪⎪⎩
1, ∑D

t=1 (vi(t)−vi)(vj(t)−vj)√
∑D

t=1 (vi(t)−vi)
2
√

∑D
t=1 (vj(t)−vj)

2 < δ

0, ∑D
t=1 (vi(t)−vi)(vj(t)−vj)√

∑D
t=1 (vi(t)−vi)2

√
∑D

t=1 (vj(t)−vj)
2 > δ

(11)

where δ is the correlation threshold. vi represents the mean value of the i-th node.
Graph embedding is a process that maps graph data into low-dimensional, dense

vectors, preserving the graph’s structure and properties. This process facilitates node
classification, clustering, link prediction, graph reconstruction, and visualization [26]. In
this study, graph embedding techniques are employed to transform a predefined graph
into a continuous vector space. This conversion enables the effective learning of features
and facilitates subsequent data analysis tasks. Certain shallow graph embedding tech-
niques are initiated by randomly selecting neighboring nodes within the network to create
a fixed-length random walk sequence. This sequence is then utilized by the skip-gram
model to project the sequence of nodes into a low-dimensional space, which results in an
embedding vector that captures the essential structural features of the graph [27]. This
method effectively reduces the dimensionality and maintains node contextuality. The
specific process is shown in Figure 2. However, the shallow model is unable to capture
the highly nonlinear structure, which in turn leads to the generation of non-optimal solu-
tions. Recent breakthroughs in deep learning have profoundly impacted graph analysis, as
deep neural network techniques are increasingly employed to advance graph embedding
methodologies [28]. Then we use deep neural networks to perform a nonlinear transforma-
tion of node features and neighborhood information, which leads to the generation of node
embedding vectors that capture the graph’s higher-order dependencies. This approach
allows for a more profound understanding of node characteristics, which optimizes the
graph’s structural representation.
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Figure 2. The flow chart of graph embedding.

2.1.7. GraphSAGE-Based Graph Embedding

We employ a deep learning approach grounded in GraphSAGE for graph embedding.
This method leverages node feature information to generate embedding vectors for new
nodes or subgraphs via an enhanced graph convolutional network. It facilitates incremental
updates to node embeddings and preserves the graph’s features and structural information.
Based on this groundwork, the algorithm establishes ‘edges’ that precisely delineate the
relationships between nodes. The specific process is given as follows:

A. Sampling: for node Vi, we randomly sample a subset of its neighboring nodes N(Vi)
from the set of its neighbor nodes Sk to create a subgraph. This method decreases
computational demands yet preserves the heterogeneity among adjacent nodes.

B. Aggregation: for node Vi, we employ an aggregation function AGGREGATEk that com-

presses and transforms the feature vectors of its neighboring nodes
{

hk−1
u ,∀u ∈ N(Vi)

}
to generate a new feature vector hk

Vi
through aggregation. The formula for aggregation

is expressed as

hk
Vi

= σ
(

Qk · CONCAT
(

hk−1
Vi

, AGGREGATEk
({

hk−1
u , ∀u ∈ N(Vi)

})))
(12)

where hk
Vi

denotes the node Vi in the first k layer of the embedding vector, and hk−1
Vi

is the feature vector of node Vi. σ denotes the sigmoid activation function. The
matrix Qk represents the learnable weights. CONCAT signifies the splicing operation.
AGGREGATEk is the aggregation function at the first k layer and N(Vi) refers to the
node Vi neighboring set.

C. Update: for node Vi, the feature vector hk−1
Vi

is concatenated with the aggregated

feature vector hk
Vi

. This combined vector then passes through a fully connected layer
followed by an activation function, which results in the embedding vector hk+1

Vi
for

node Vi. This process facilitates the integration and nonlinear transformation of the
features represented by node Vi with those of its neighboring nodes. The updated
formula is expressed as follows:

hk+1
Vi

= σ
(

Qk+1 · COMBINE
(

hk−1
Vi

, hk
Vi

))
(13)

where COMBINE denotes the splicing or summing operation and Qk+1 denotes the
learnable weight matrix.

2.1.8. Modification of Graph Network Edges

The node embedding vectors obtained through GraphSAGE graph embedding capture
the features of the nodes and the relationships between the nodes. However, they are not
directly used as components of the graph network. In this study, the edge connections are
determined by setting a similarity threshold based on the Mahalanobis distance, which
dictates the connectivity between nodes.
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The Mahalanobis distance quantifies the similarity or divergence between two data
samples by incorporating their covariance matrix. This metric excels at handling features
with varying scales and interdependencies, which effectively neutralizes the impact of
scale disparities and feature correlations. Unlike traditional distance measures (such as
Euclidean distance), which often assume that individual features are independent, real-
world data often exhibit correlations between features. The Mahalanobis distance accounts
for these correlations by utilizing the covariance matrix. Consequently, we employ the
Mahalanobis distance method for optimizing node embedding vectors. This method is
particularly suitable for high-dimensional data influenced by numerous meteorological
factors and can accommodate the conditions of non-independent as well as identically
distributed dimensions. Its calculation formula is expressed as follows:

dmahal =

√(
hk+1

Vi
− hk+1

Vj

)T
Σ−1

(
hk+1

Vi
− hk+1

Vj

)
(14)

where hk+1
Vi

denotes the node embedding vector. The covariance matrix is represented by
Σ, and its inverse is denoted as Σ−1. Finally, we can compute the dimension dmahal and the
correlation threshold α to determine the connectivity of the optimized edges E′ =

(
eij

)v
i,j=1

within the predefined graph network G = (V, E).

eij =

{
1, dmahal < α
0, dmahal > α

(15)

A new graph network G′ = (V, E′) is thus created. The process of embedding the
graph network is illustrated in Figure 3.

 

Figure 3. The flow chart of graph creation.

2.2. Spatio-Temporally Integrated Forecasting Model Based on GIN and GRU
2.2.1. Graph Isomorphism Network

GIN is a robust method for learning graph representations, which closely approximates
the graph isomorphism test (WL-test) performance [29,30]. It effectively distinguishes be-
tween non-isomorphic graphs. GIN excels at learning node embedding vectors, discerning
patterns within graphs to enhance efficiency and capturing structural dependencies to
improve performance. The framework of GIN proceeds as follows:

(1) Aggregation. The GIN model employs a summation aggregation function to compile
the feature vectors hk−1

u from the neighboring nodes u ∈ N(Vi) of node Vi, which
aims to integrate the information from all adjacent nodes.

ak
Vi

= ∑ u∈N(Vi)
hk−1

u (16)

where ak
Vi

is the temporary aggregation result at layer k, which contains only the
information of neighboring nodes.
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(2) Combination. The aggregated features of neighboring nodes are combined with the
target node Vi and the features from the previous layer hk−1

Vi
to form a new node

feature hk
Vi

. This process, facilitated by learnable parameters and the nonlinear trans-
formations of a multilayer perceptron (MLP), enhances the model’s ability to learn
and represent complex patterns.

hk
Vi

= MLPk
((

1 + εk
)
· hk−1

Vi
+ ak

Vi

)
(17)

where εk is a trainable parameter that allows the model to adjust the self-loop when
updating the node features with the contribution. hk

Vi
is the final node feature repre-

sentation after combination.

2.2.2. Gated Recurrent Unit

GRU is a variant of the recurrent neural network (RNN) designed for processing
sequential data, including natural language, speech, and video. Characterized by its dual
gating mechanisms—the reset and update gates—GRU regulates the information flow and
memory within the network [31,32]. This architecture effectively addresses the vanishing
gradient problem, preserves long-term dependencies, and enhances model performance.
GRU is particularly adept at extracting temporal correlations, which makes it a prime
choice for the second layer in deep learning neural networks. The procedural steps are as
follows:

(1) Determine the values of the update and reset gates. The update gate assesses the degree to
which the hidden state from the preceding timestep is retained in the current timestep.
Conversely, the reset gate regulates the proportion of the previous timestep’s hidden
state that is incorporated into the computation of the current state. The formula for
this step is given by

zt = σ(Uz[ht−1, xt] + bz)
rt = σ(Ur[ht−1, xt] + br)

(18)

where zt and rt denote the values of the update gate and the reset gate, respectively.
The sigmoid activation function, represented by σ, is utilized to facilitate the compu-
tation of gradients and enable effective backpropagation. The weight matrices Uz
and Ur, along with the bias vectors bz and br, play a pivotal role in this mechanism.
Additionally, br represents the hidden state from the previous timestep, while xt
corresponds to the input at the current timestep.

(2) Compute the candidate hidden state. This represents the candidate hidden state, obtained
by applying the hyperbolic tangent (tanh) activation function to the current input and
the previously reset hidden state. The formulas are expressed as follows:

∼
ht = tanh(Uh[rt � ht−1, xt] + bh) (19)

where ht−1 is the candidate hidden state, Uh is the weight matrix, bh is the bias vector,
and � represents the element-wise multiplication operation.

(3) Compute the current hidden state. The current hidden state is computed as the weighted
average of the previous hidden state and the candidate hidden state, where the
weights are governed by the update gate. The formulas are expressed as follows:

ht = (1− zt)� ht−1 + zt �
∼
h
′
t (20)

where ht represents the hidden state at the current moment, zt denotes the value of

the update gate, and
∼
h
′
t is the candidate hidden state.

These equations collectively illuminate the dynamic update mechanism of the hidden
state at each timestep, as orchestrated by gated recurrent units (GRUs). This update
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methodology is intricately designed to capture long-term dependencies and complex
patterns inherent in sequential data. Illustrated in Figure 4, the GRU’s input–output
structure includes the current input xt, as well as the transmitted hidden state ht−1 from
the previous timestep, which retains essential historical information. By amalgamating xt
and ht−1, the GRU calculates the hidden node output yt for the current timestep and the
hidden state ht, which will be forwarded to the next timestep.

th−th

tx

ty

 

th

r z

−th tx tx

ty

−th

h

 
(a) Structure of GRU (b) Flow of GRU 

Figure 4. GRU visual flow chart.

2.3. Hybrid Model of GE-GIN-GRU Network

In our study, we explore wind speed prediction models based on GIN and GRU. These
models capture both multi-site wind speed spatio-temporal correlations and wind direction
spatio-temporal correlations, which facilitate accurate local wind speed predictions across
various time domains. The data such as wind direction data, wind speed information,
temperature information, and barometric pressure information are independent time series
from each other. To incorporate feature information affecting loads and prepare it as input
for the GIN, we need to process this information to construct a network graph. In our
study, we use the PCA-RF method to optimize the nodes. Furthermore, more accurate edge
representations are obtained by employing graph embedding techniques in conjunction
with Mahalanobis distance. Graph embedding techniques are intended to augment the
accuracy of graph network within the GIN framework.

Firstly, at the node level, primary features are extracted using PCA-RF and residual
features are dimensionally reduced to retain essential information. This process yields the
g× D fusion matrix W, which serves as the nodes in the predefined graph G = (V,E).

Secondly, at the edge level, the predefined graph G = (V,E) is subject to aggregation and
subsequent updating to obtain the node embedding vector. Subsequently, the Mahalanobis
distance between node embedding vectors is employed as a discriminative criterion to
establish the edges within the newly formulated graph network G′ = (V, E′).

Finally, we use the new graph network G′ = (V, E′) as the input for the GIN-GRU
network. The structure of the proposed GIN-GRU network model is illustrated in Figure 5.
Within this model, the GIN component primarily handles feature extraction; furthermore,
the GRU network focuses on load prediction. The GIN is structured with two convolutional
layers, which sequentially perform the aggregation and combination operations. In the
GRU network component, we observed that a greater number of GRU network units, which
adds to the model’s depth, enhances its prediction capability. Consequently, the proposed
model includes two layers of GRU networks, with 128 neurons in each layer. In each layer
of the GRU network, random deactivation is employed to prevent overfitting. Ultimately,
the wind speed prediction vector is generated through the fully connected layer (Dense).
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Figure 5. The flow chart of GIN-GRU.

3. Results

This subsection is structured into four different parts: the first part introduces the
dataset, the second part analyzes the dimension reduction results of PCA-RF on the dataset,
the third part discusses the results of graph networks for graph embedding, and the fourth
part examines the prediction results of different models on the same test data.

3.1. Datasets and Settings
3.1.1. Dataset

The dataset is historical data for 20 sites along the California coast. Site IDs are 0, 22,
23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 69, 70, 71, 72, 73, 74, 75, and 76 for 200 days at 15 min
intervals. The size of the preprocessed dataset is set to 5000 and the ratio of the training,
validation, and test sets is set to 6:2:2. Table 1 describes the characteristics of the dataset for
each site.

3.1.2. Experimental Equipment

This experiment implements the TensorFlow 2.10.0 framework in Python 3.10.9 and
accelerates computation through Compute Unified Device Architecture (CUDA). The sim-
ulation hardware platform features an Intel Core i7-10875H CPU (manufactured by Intel
Corporation, Santa Clara, CA, USA) running at 2.30 GHz with 32GB of RAM, comple-
mented by an Nvidia GeForce RTX 2070 GPU (manufactured by NVIDIA Corporation,
Santa Clara, CA, USA).

3.1.3. Error Assessment Criteria

For the multi-site local wind speed prediction with graph network input in the wind
farm, we evaluate its effectiveness using several key metrics. These metrics serve as
indicators of prediction accuracy and performance. The following evaluation metrics are
employed in this simulation: mean squared error (MSE), mean absolute error (MAE),
normalized (RMSE), and normalized mean absolute error (MAPE) [33]. The formulas are
expressed as follows:
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EMSE =
1
n∑n

i=1(yi − ŷi)
2, (21)

ERMSE =

√
1
n∑n

i=1(yi − ŷi)
2, (22)

EMAE =
1
n∑n

i=1|yi − ŷi|, (23)

EMAPE =
1
n∑n

i=1 |
yi − ŷi

yi
| ×100%, (24)

where n represents the number of samples, yi denotes the i-th observed value, and ŷi
represents the i-th predicted value. MSE and RMSE quantify the goodness of fit of the
model. Smaller values indicate better performance and reduced prediction error. However,
it’s important to note that MSE and RMSE are sensitive to outliers and can reflect the
distribution of prediction errors. The MAE is the mean of the absolute differences between
the predicted values and the true values. Unlike MSE, MAE is not influenced by outliers and
provides a robust measure of prediction accuracy. MAPE remains unaffected by outliers
and provides insight into the relative error across different data points. MSE and RMSE
are commonly utilized for evaluating model performance, while MAE and MAPE offer
alternative perspectives that take outliers into account, providing a more comprehensive
assessment.

Table 1. Site dataset classification.

Category Variables

Velocity and friction friction_velocity_2 m
Monin–Obukhov length inversemoninobukhovlength_2 m

Roughness roughness_length
Sea temperature surface_sea_temperature

Pressure pressure_0 m, pressure_100 m, pressure_200 m
Humidity relativehumidity_2 m

Precipitation rate precipitationrate_0 m

Wind speed
(at various heights)

windspeed_10 m, windspeed_40 m,
windspeed_60 m, windspeed_80 m,

windspeed_100 m, windspeed_120 m,
windspeed_140 m, windspeed_160 m,
windspeed_180 m, windspeed_200 m

Wind direction
(at various heights)

winddirection_10 m, winddirection_20 m,
winddirection_40 m, winddirection_60 m,

winddirection_80 m, winddirection_100 m,
winddirection_120 m, winddirection_140 m,
winddirection_160 m, winddirection_180 m,

winddirection_200 m

Temperature
(at various heights)

temperature_2 m, temperature_10 m,
temperature_20 m, temperature_40 m,
temperature_60 m, temperature_80 m,

temperature_100 m, temperature_120 m,
temperature_140 m, temperature_160 m,
temperature_180 m, temperature_200 m

General weather parameters wind_speed, wind_direction, pressure,
temperature

3.2. Experimental Results and Analysis
3.2.1. Analysis of PCA-RF

In our study, we address the challenge of extracting meaningful meteorological fea-
tures from a dataset containing 46 variables. Previous attempts using individual methods
yielded inaccurate results and exhibited bias. Therefore, we employ random forest to
identify weather elements that capture essential information from the original variables.
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By doing so, we filter out noise and focus on the most relevant features. Subsequently,
we employ PCA to downsize the remaining minor weather elements. Finally, we fuse the
main features with the dimensionality-reduced data to extract the characteristic weather
elements that significantly impact wind changes. Figure 6 shows the MDI of the first
13 features of windspeed_10 m, which is the feature with the largest contribution to the
other features of the site numbered 0. This paper observed a significant decline in MDI for
all sites after the 10th feature. Consequently, the first 10 features are selected as the main
features. Subsequently, the remaining 36 residual features undergo downsizing via PCA,
which results in a new downscaled matrix with five principal components. Finally, the
main feature matrix and the downscaling matrix are spliced as our feature set to build the
graph network.

Figure 6. Features of the top thirteen MDI scores.

3.2.2. Evaluation of Graph Embedding for Graph Networks

To verify the effectiveness of graph embedding to build graph networks, we will
compare the method of building graph networks solely using the Pearson correlation
coefficient, i.e., the PS-GIN-GRU model. Due to the variability in the number of edges
resulting from distinct threshold settings, we employ the optimally constructed network
graph by both models for training purposes. The constructed graph networks were put into
the same GIN-GRU model training and wind speed prediction at 10 m height for 40 days
was performed. The model’s performance was assessed using four key metrics: MSE,
RMSE, MAE, and MAPE. We compared the predicted wind speeds from several stations
with the actual measurements to validate the model’s effectiveness. The error metrics for
wind speed prediction, as obtained from graph networks constructed by different methods,
are presented in Table 2.

Our focus was on evaluating the stability of predictions across multiple sites. The
GE-GIN-GRU model integrates various neural network algorithms. Notably, this model
demonstrates robustness and strong generalization ability. Models constructed solely using
Pearson correlation coefficients rely exclusively on the correlation threshold method for
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building graph networks. While this approach is straightforward, it lacks the adaptability
and complexity inherent in the GE-GIN-GRU model. We evaluated both models to assess
the stability of wind speed forecasts across various sites. Especially, the GE-GIN-GRU
model consistently outperformed the single correlation threshold model in terms of stability.
Additionally, the GE-GIN-GRU model demonstrated robust prediction quality across
diverse wind speed datasets. Our study underscores the critical role of constructing a
graph that captures intricate relationships among wind speed features. By embedding
vectors within this graph, we enhance accuracy in wind speed prediction. Particularly, the
fusion of graph embedding techniques with neural networks significantly contributes to
the model’s performance and reliability.

Table 2. Comparison results of different methods of constructing graph networks.

Graph Foundation Models MSE RMSE MAE MAPE

�PS-GIN-GRU 2.5422 1.5944 1.4224 0.1151
�GE-GIN-GRU 0.8457 0.9196 0.7612 0.0636
�PS-GIN-GRU 2.7184 1.6488 1.4988 0.1231
�GE-GIN-GRU 1.0712 1.0350 0.8645 0.0726
�PS-GIN-GRU 2.7143 1.6475 1.4856 0.1209
�GE-GIN-GRU 0.9258 0.9622 0.8027 0.0685
�PS-GIN-GRU 2.7724 1.6651 1.4912 0.1208
�GE-GIN-GRU 0.9222 0.9603 0.7897 0.0666
�PS-GIN-GRU 2.5713 1.6035 1.4319 0.1160
�GE-GIN-GRU 0.8507 0.9223 0.7455 0.0624
�PS-GIN-GRU 2.1951 1.4816 1.3085 0.1062
�GE-GIN-GRU 1.0044 1.0022 0.8317 0.0705
	PS-GIN-GRU 2.2201 1.4900 1.3143 0.1066
	GE-GIN-GRU 0.9340 0.9665 0.8060 0.0684

PS-GIN-GRU 2.2993 1.5163 1.3373 0.1079

GE-GIN-GRU 1.1580 1.0761 0.9188 0.0761
�PS-GIN-GRU 2.2724 1.5074 1.3321 0.1074
�GE-GIN-GRU 0.7793 0.8828 0.7233 0.0613
�PS-GIN-GRU 2.1376 1.4620 1.2833 0.1032
�GE-GIN-GRU 1.0573 1.0283 0.8545 0.0719

Figure 7 presents the graph networks constructed by various models. With 20 sites
in total, the diagram is divided into 20 corresponding groups. Within this diagram, each
feature is depicted as a node, and features belonging to the same site are denoted by a
uniform color. Figure 7 reveals that the graph networks generated through the Pearson
correlation coefficient possess fewer edges compared to the one constructed via graph
embeddings. Additionally, the node density within the correlation-based graph networks
is comparatively lower, which leads to a more uniform distribution of edge connections. In
contrast, the graph networks constructed by graph embeddings demonstrate a concentrated
focus on specific nodes to capture their profound connections.

3.2.3. Evaluation and Analysis of GIN-GRU Neural Networks

To further validate the effectiveness of the GIN-GRU neural network, we compared it
with recent popular wind speed prediction models: CNN-LSTM proposed by W. Tuerxun [16],
GAT-GRU proposed by D. Aykas [34], and GAT-LSTM proposed by A. Flores [35]. For these
models, we also constructed a network using the TensorFlow 2.10.0 framework in Python
for training and fine-tuning. We evaluated these models using a test set of 20 stations over
40 days for each height wind speed prediction. The input graph network, which is identical
across various models, is constructed utilizing consistent graph embedding techniques.
We employed four key metrics (MSE, RMSE, MAE, and MAPE) to summarize the results.
The results were summarized using four metrics: MSE, RMSE, MAE, and MAPE. The
error metrics for the wind speed predictions made by different neural network models are
displayed in Tables 3 and 4.
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(a) Graph networks constructed by pearson correlation 
coe cient 

(b) Graph networks constructed by integrating graph 
embedding techniques with the Mahalanobis distance 

metric 

Figure 7. Graph networks constructed by different models.

Table 3. Wind speed error metrics predicted by different neural networks at 10 m height.

Error Metrics CNN-LSTM GAT-GRU GAT-LSTM GE-GIN-GRU

MSE 7.7851 2.1808 2.3968 0.8457
RMSE 2.7902 1.4768 1.5482 0.9196
MAE 2.6851 1.3567 1.4009 0.7612

MAPE 0.2283 0.1152 0.1213 0.0636

Table 4. Wind speed error metrics predicted by different neural networks at 30 m height.

Error Metrics CNN-LSTM GAT-GRU GAT-LSTM GE-GIN-GRU

MSE 4.9849 1.3163 1.4214 0.6400
RMSE 2.2327 1.1473 1.1922 0.8000
MAE 2.0489 0.9414 0.9726 0.6076

MAPE 0.1629 0.0759 0.0787 0.0503

As shown in Figure 8, we compare the wind speed predictions for heights of 10 m and
30 m using the GIN-GRU model.

Despite variations in altitude, the GIN-GRU model consistently predicts wind speed
with higher accuracy compared to other models. This result validates the effectiveness of
the proposed method.

An examination of wind speed forecasts using various models at the designated site
for elevations of 10 m and 30 m uncovers notable trends, as illustrated in Figure 9. While
other networks generally align with measured wind speed signals, they often fail to grasp
the nuanced graphical structural relationships. In contrast, GIN excels in this regard by
leveraging additional spatio-temporal nodes as a predictive foundation.
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(a) wind speed prediction at 10 m height (b) wind speed prediction at 30 m height 

Figure 8. Result of comparison between GE-GIN-GRU wind speed prediction and real value.

 
(a) wind speed prediction at 10 m height (b) wind speed prediction at 30 m height 

Figure 9. GE-GIN-GRU wind speed prediction compared with other models.

Overall, both GE-GIN-GRU and other models effectively track wind speed trends.
However, due to the limitations of other models in data processing and their sensitivity
to critical information, the prediction error tends to be larger during wind speed fluctua-
tions. GE-GIN-GRU stands out by leveraging information from neighboring stations. This
approach better simulates unique wind speed patterns across wind of different heights.
Notably, the predicted trend of GE-GIN-GRU closely aligns with the measured wind speed
data, particularly during smooth wind speed changes and gradual increases. Additionally,
during wind speed fluctuation periods, GE-GIN-GRU leverages its nonlinear fitting ability
to approximate the wind speed more accurately than the continuous method.

4. Discussion

To delve deeper into the impact of network graph alterations on wind speed prediction
outcomes within graph neural networks, this study will explore two primary dimensions:
the variations in nodes within the input graph networks and the modifications in edges
within the input graph networks.

4.1. Effect of the Different Nodes on Graph Networks

In this study, we construct the graph nodes using the primary site features obtained
through PCA-RF processing. We focus exclusively on the principal features identified after
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RF processing as the graph’s nodes and deliberately omit the residual feature matrix that is
obtained following PCA dimensionality reduction for our comparative analysis. Tables 5
and 6 present the error metrics for wind speed predictions, following the application of
different feature selection methods to the nodes.

Table 5. Different feature selection methods are utilized to predict the wind speed error metrics at
10 m height.

Error Metrics RF PCA-RF

MSE 2.5422 0.8457
RMSE 1.5944 0.9196
MAE 1.4224 0.7612

MAPE 0.1151 0.0636

Table 6. Different feature selection methods are utilized to predict the wind speed error metrics at
30 m height.

Error Metrics RF PCA-RF

MSE 0.6945 0.6400
RMSE 0.8334 0.8000
MAE 0.6354 0.6076

MAPE 0.0510 0.0503

The distinction between the RF and PCA-RF models is evident in the diminished
quantity of nodes and edges within the graph networks, as presented in Figure 10. To
ascertain the influence of varying nodes, we modulate the threshold to align the number of
edges as closely as possible. Our empirical observations reveal that both models exhibit
parallel accuracy levels in predicting wind speeds at an altitude of 30 m. However, at
a 10-m elevation, the performance of the RF model is significantly inferior to that of the
PCA-RF model. This discrepancy may stem from the presence of nodes in the residual
feature matrix, obtained through the PCA dimensionality reduction, which significantly
enhances the precision of wind speed predictions at the 10-m mark. Conversely, the RF
model which relies solely on the primary feature matrix yields suboptimal predictions due
to an inadequate feature set.

 

(a) wind speed prediction at 10 m height (b) wind speed prediction at 30 m height 

Figure 10. Comparison between PCA-RF feature screening and RF feature screening.

4.2. Effect of the Different Edges on Graph Networks

The construction of additional edges within the input graph networks do not necessar-
ily correlate with the improvement of prediction accuracy. By varying the threshold value,
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we manipulate the number of edges via graph embedding and the predictive outcomes are
expressed as Table 7.

Table 7. The impact of varying the number of network edges on the error metrics of wind speed
prediction.

Error Metrics GE-GIN-GRU (362) GE-GIN-GRU (1724) GE-GIN-GRU (3124)

MSE 1.6184 0.8457 1.4014
RMSE 1.2722 0.9196 1.1838
MAE 1.1254 0.7612 1.0025

MAPE 0.0924 0.0636 0.0857

The experimental data suggest that the network achieves peak predictive accuracy
when it maintains a balanced number of edges, as illustrated in Figure 11. A paucity of
edges compromises accuracy due to the neural network’s deficiency in requisite infor-
mation for effective learning. On the other hand, an overabundance of edges leads to
computational inefficiency by introducing unnecessary data, which does not translate to
improved accuracy.

Figure 11. Comparison of varying the number of network edges on the error metrics of wind speed
prediction.

Furthermore, the capacity for information processing and filtration varies across
graph networks constructed via disparate methodologies. Notably, when a graph network
constructed via correlation amasses 1000 edges, there is a significant decline in the accuracy
of neural network processing. Comparatively, when the correlation and graph embedding
models are used to construct graph networks with an equivalent number of edges, the
latter outperforms the former in terms of quality. This superiority is attributed to the
graph embedding model’s advanced proficiency in feature extraction, understanding of
the dataset’s topology, and advanced analysis of node relationships, which facilitates
the construction of a network graph optimally suited for graph neural network learning.
Moreover, the methods by which various neural networks process graphical networks

492



Energies 2024, 17, 3516

differ significantly. GIN exhibits superior performance over other graph neural networks
in managing intricate network edges, which translates to enhanced prediction accuracy.

5. Conclusions

This paper presents the GE-GIN-GRU model, which synthesizes graph embeddings
and neural network techniques to streamline wind speed prediction for stations within the
study area. The proposed PCA-RF algorithm effectively reduces the number of features
involved in the computation and improves the computational efficiency of the model.
Subsequently, we employed deep learning-based graph embedding techniques to construct
graph networks that capture the interrelationships among the sites. Our graph embedding
methods capitalize on the strengths of both GraphSAGE and the Mahalanobis distance. The
former excels at extracting intricate connections within wind speed features, forming feature
vectors. Meanwhile, the latter demonstrates advantages in processing high-dimensional
feature vectors. By fully leveraging the strengths of these two methods, we construct
optimized graph networks. The GIN-GRU model seamlessly integrates diverse neural
network algorithms to enhance generalization capabilities and improve prediction accuracy.
Consequently, it consistently maintains excellent prediction quality and stability across
wind speed datasets at varying heights. By fully leveraging the strengths of both models,
we achieve deep extraction of spatio-temporal relationship features. In subsequent research,
our primary goal is to construct new graph networks by combining the location coordinates
of the sites with their corresponding nodes.
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Abstract: The study maximizes the total profit of a hybrid power system with cascaded hydropower
plants, thermal power plants, pumped storage hydropower plants, and wind and solar power plants
over one operation day, considering the uncertainty of wind speed and solar radiation. Wind speed
and solar radiation in a specific zone in Vietnam are collected using the wind and solar global atlases,
and the maximum data are then supposed to be 120% of the collection for uncertainty consideration.
The metaheuristic algorithms, including the original Slime mould algorithm (SMA), Equilibrium
optimizer, and improved Slime mould algorithm (ISMA), are implemented for the system. ISMA is a
developed version of SMA that cancels old methods and proposes new methods of updating new
solutions. In the first stage, the cascaded system with four hydropower plants is optimally operated
by simulating two cases: simultaneous optimization and individual optimization. ISMA is better
than EO and SMA for the two cases, and the results of ISMA from the simultaneous optimization
reach greater energy than individual optimization by 154.8 MW, equivalent to 4.11% of the individual
optimization. For the whole system, ISMA can reach a greater total profit than EO and SMA over one
operating day by USD 6007.5 and USD 650.5, equivalent to 0.12% and 0.013%. The results indicate
that the optimization operation of cascaded hydropower plants and hybrid power systems can reach
a huge benefit in electricity sales

Keywords: pumped storage hydropower plant; cascaded hydropower plant; wind speed; solar
radiation; uncertainty; total profit

1. Introduction

In recent years, there has been a growing need for cheaper, more sustainable, and
cleaner power sources due to the high cost and environmental impact of fossil fuels [1].
Wind power plants (WPs) and solar power plants (SPs) are promising solutions, but they
face challenges due to the uncertain nature of wind and solar radiation [2]. This has led to
a focus on energy storage, with pumped storage hydropower plants (PSHPs) emerging as a
popular option. PSHPs consist of upper and lower reservoirs connected by a tunnel, with
turbines that can function as both generators and pumps [3]. They play a significant role
in reducing the total electric generation cost of Thermal Power Plants (ThPs) in a hybrid
power system. The study also explores the optimal scheduling of a hybrid power system
comprising various power plants, including PSHPs, cascaded hydropower plants (CasHPs),
WPs, SPs, and ThPs, to maximize the total electricity sale profit from these power plants.
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Hourly electric price, load demand, wind speed, and solar radiation over one day are given.
Then, the maximum data of wind and solar radiations are collected for an uncertainty case
with 120% of the maximum given data, which allows for maximizing the total electric sale
profit. PSHPs use the power from other plants to pump water back to the upper reservoirs
and the stored water volume can be used for many hours with a high price. The study
applies metaheuristic algorithms to determine power of WPs, SPs, and ThPs, discharge and
volume of CasHPs, and pumping hours, generation hours, and discharge of generation
hours for PSHPs. So, the importance of the study is to reach optimal operation solutions for
the system that can supply enough electricity to loads and reach a high total electric sale
profit. In addition, the use of suitable energy storage can produce more energy for power
systems, and ThPs can continuously operate.

The earliest studies have applied deterministic algorithms, such as the linear pro-
gramming algorithm [4] and Gradient algorithm (GRA) [5], for simple systems and have
reached the same solutions for different runs. On the contrary, metaheuristic algorithms,
such as improved particle swarm optimization (MPSO) [6] and Evolutionary Programming
(EP) [7], have found different solutions for different runs. In general, the goal of these
studies was to compare costs and demonstrate the contribution of PSHPs in meeting load
demand, even without inflows to the reservoir. In recent years, studies have focused on
complex problems related to PSHPs in various countries, including Turkey [8], China [9],
Spain [10], Portugal [11], Iran [12], and Saudi Arabia [13]. These studies have integrated
PSHPs into other power sources to compensate for power shortages and reduce peak load
demand. They have also examined the effectiveness of PSHPs in hybrid systems, and their
potential for increasing total revenue. Additionally, this research has been conducted on
optimizing the operation of PSHP to alleviate peak shaving in power systems. However,
the studies did not address the cost of constructing PSHPs in these power systems. Several
studies have investigated the profitability and benefits of pumped storage hydropower
(PSHP) in various electric markets in Turkey [14], China [15], and benchmark systems [16].
While some studies [17,18] found that PSHP could not bring enough profit for the power
systems, others suggested that it could compensate for insufficient power and consume
surplus power from renewable plants. Additionally, studies have proposed transforming
existing Conventional Hydropower Plants (CoHPs) into PSHPs and showed that PSHP
could reduce generation costs and cut emissions in hybrid systems [19].

On the other hand, cascaded hydropower plants and pumped storage hydropower
plants could be combined in the same system by adding a pumping function into the
cascaded hydropower plants or letting them work separately [20–22]. The cooperation
among cascaded hydropower plants is driven by the goal of maximizing energy production
or profit [23]. Coordinated operations of these plants can enhance the benefits of the entire
river system [24]. However, allocating these benefits fairly and efficiently presents a signifi-
cant challenge for river system operators or managers [25]. The operation combination of
PSHPs and CasHPs is very complicated, but the effectiveness of the successful cooperation
can lead to a huge benefit. In [20], researchers investigated a larger electric power grid
comprising two PSHPs, twenty-nine TPs, and four cascaded power plants. The study
aimed to achieve a balance between demand and supply, taking into consideration energy
purchases from external power plants. The results revealed that all system constraints
were met, but the efficacy of the PSHPs was inconclusive. Another study [21] focused
on optimizing the generation over five days for three cascaded hydroelectric units, with
the lowest unit capable of running pumps for water storage. The study demonstrated the
system’s potential to achieve the highest energy output, but it lacked comparisons with
other studies or different methods. In the study [22], researchers determined the optimal
location for constructing a PSHP in a six-cascaded hydroelectric power plant system. In
general, each previous study had significant contribution in power systems; however, most
of the studies have not proved their solution method and metaheuristic algorithms to be
highly effective. In addition, data of test systems were almost neglected for replication. All
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types of power plants were not combined, and the uncertainty of renewable energies was
not considered for the large integrated system.

In two early studies regarding renewable energies, real power output can be obtained
by substituting certain data into mathematical equations for WPs [26] and SPs [27]. Consid-
ering the uncertainty of wind, the cumulative distribution function (cdf) and probability
density function (pdf) were proposed to calculate the power output and the costs [28]. Sim-
ilarly, the electricity generation costs of SPs were also calculated by using the probability
function [29]. The costs of wind and solar power considering uncertainty were studied for
small systems with wind, solar, and small hydro plants [30], a large system considering
Electric Vehicles [31], and transmission power systems [32]. In the study, we investigate
the positive impact of pumped storage hydropower plants (PSHPs) on maximizing the
total electric sale profit of a hybrid power system with PSHPs, CasHPs, WPs, SPs, and
ThPs. Real data of wind speed and solar radiations in a specific zone are collected by using
the wind global atlas [33] and solar global atlas [34]. On the other hand, their uncertain
characteristics are also considered by using probability functions in calculating generation
costs as shown in previous studies [30–32]. Three metaheuristic algorithms, including
the original Slime mould algorithm (SMA) [35], Equilibrium optimizer [36], and a Slime
mould algorithm (ISMA), are applied to find the optimal scheduling of the system in two
cases: certain and uncertain wind and solar. The novelty of the paper can be summarized
as follows:

• Develop an improved version of SMA to improve the search performance of SMA.
• Select a real zone in Vietnam and then access the wind and solar global atlases to

collect real wind speed and solar radiation. In addition, the maximum possible data
are supposed to be 120% of the collected data to run uncertainty case of wind and solar.

• Apply a variety of major power plants, such as CasHP, PSHP, WPs, SPs, and ThPs,
which are considered as power sources. Their operation principles and characteristics
are obtained from previous studies.

The main contributions of the whole paper can be clarified as follows:

• The PSMA can find better solutions and provide more stable searchability than SMA
and EO for two cases: considering certain and uncertain characteristics for wind and
solar power plants.

• Optimal operation solutions for the PSHP can lead to higher profits for hybrid systems
with renewable energies. The total profit can be greater for the system with the PSHP
when considering both certain and uncertain wind and solar power.

• For the PSHP, optimal solutions can lead to significant profits after accounting for elec-
tric purchases. The PSHP needs to buy electricity to run pumps for storing water, and
then it can sell the energy generated by discharging the stored water. The difference
between the sale and purchase is the profit.

• CasHPs can reach the maximum energy and it can lead to a great profit for the whole
system with many power plant types.

Other parts of the study are as follows: Section 2 presents the problem formulation with
objective functions and constraints. Section 3 shows an improved version of SMA. Section 4
presents numerical results to show the contributions. Finally, Section 5 summarizes the
whole study with obtained results, contributions, shortcomings, and future work.

2. The Problem Description

In this paper, the contribution of pumped storage hydropower plants to the cost
reduction for thermal power plants is investigated. A typical power system is considered
with the presence of power plant types, including NThP thermal power plants, NPSHP
pumped storage hydropower plants, NWP wind power plants, NSP solar power plants,
and NCasHP cascaded hydropower plants. The system is plotted in Figure 1. In the figure,
CasHP1, CasHP2, CasHP3, and CasHP4 are the four cascaded hydropower plants, in
which CasHP1 and CasHP2 are, respectively, the upper plants of CasHP4 and CasHP3.
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In addition, CasHP3 is the upper plant of CasHP4. Discharges 1–4 and flows 1–4 are,
respectively, the discharge and inflow of the four CasHPs. ThP1 and ThP2 are two thermal
power plants.

 

Figure 1. The structure of the considered hybrid system.

2.1. The Total Profit Maximization

The objective function of the study is to maximize the total electric sales profit for
hybrid power systems throughout one day. Basically, ThPs have a cost function modeled as
a second-order function based on active power output and specific coefficients; meanwhile,
the cost function of hydropower plants is supposed to be zero due to the free water.
Regarding the costs of WPs and SPs, generation costs are considered in two aspects:
neglecting generation costs and taking them into account. In this paper, we explore both
cases of renewable power plants. This objective function is calculated as the total revenue
minus the total costs. The objective is mathematically presented as follows:

Maximize Pro f itsys = SaleLoad − Costall (1)

SaleLoad =
Nh

∑
h=1

(Priceh.Loadh) (2)

Reduce Costall = CThP + CWP + CSP (3)

where GCTP, GCWP, and GCPVP are the total generation costs of all THPPs, WPPs, and
PVPPs in the considered power system. The costs of thermal power plants [37], wind, and
solar power plants [29] are respectively obtained by

CThP =
Nh

∑
h=1

NThP

∑
th=1

(
δ1th + δ2thPth,h + δ3thP2

th,h

)
(4)

CWP =
Nh

∑
h=1

Nwp

∑
w=1

(DCw,h + PCw,h + RCw,h) (5)
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CSP =
Nh

∑
h=1

NSP

∑
pv=1

(
DCpv,h + PCpv,h + RCpv,h

)
(6)

where DCw,h, RCw,h, and PCw,h are the direction, reserve, and penalty costs of the wth WP
at the hth hour; and DCpv,h, RCpv,h, and PCpv,h are the direction, reserve, and penalty costs
of the pvth SP at the hth hour.

Here, the total electric sale profit belongs to the whole power plants in the system. It
is supposed that all power plants working in the power system belong to one generation
company and the sharing profit is in charge of the CEO of the company. The study acts
as an optimization operation expert and proposes the optimal generation schedule for the
total profit maximization.

2.2. Constraints
2.2.1. Active Power Balance

The power systems need to balance total generated power and total consumed power,
as expressed in the following model [38]:

NThp

∑
th=1

Pth,h +
NSP

∑
sp=1

Psp,h +
NWP

∑
w=1

Pw,h +
NCasHP

∑
cas=1

Pcas,h +
NPSHP

∑
ps=1

(
1− Kps,h

)
Pps,h −

NPSHP

∑
ps=1

Kps,h .Pumpps,h − Loadh = 0; h = 1, . . . , Nh (7)

where Kps,h is the operating status of the psth PSHP at the hth hour, it has two values: 1 for
the pumping action, and 0 for the generating action. Its values and actions are summarized
as follows:

Kps,h =

{
0 f or generating action

1 f or pumping action
(8)

2.2.2. Generation Limits of Power Plants

All power plants have limits of generating capacity so that their generators can work
stably and effectively. The power output must be within the minimum and maximum
limits as follows:

PMin
th ≤ Pth,h ≤ PMax

th (9)

PMin
sp ≤ Psp,h ≤ PMax

sp (10)

PMin
w ≤ Pw,h ≤ PMax

w (11)

PMin
cas ≤ Pcas,h ≤ PMax

cas (12)

PMin
ps ≤ Pps,h ≤ PMax

ps (13)

Pumpps,h =

{
0 f or generating action
PMax

ps f or pumping action (14)

2.2.3. Pumped Storage Hydropower Plant’s Hydraulic Constraints

Inequality constraints: the upper reservoir and hydro turbines of the power plants
have an operating range, called the minimum and maximum limits as the following
model [39]:

VMin
ps ≤ Vps,h ≤ VMax

ps (15)

QMin
ps ≤ Qps,h ≤ QMax

ps (16)

Here, Qps,h is the psth PSHP’s discharge at the hth hour, and it is function of power
output and discharge coefficients as follows [16]:

Qps,h = m1ps

(
Pps,h

)2
+ m2psPps,h + m3ps (17)
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Equality constraints: Equality constraints are about the continuity of water in reser-
voirs, the relationship between discharge and pump flow, and the reservoir volumes at
different hours. These constraints are as follows [40]:

Vps,h−1 + Ips,h −Vps,h −
(

Kps,h − 1
)

.Qps,h + Kps,h .Qpumps = 0; k = 1, . . . , N5; h = 1, . . . , N1 (18)

Qpumps = ηps.QMax
ps (19)

Vps,0 = VInitial
ps (20)

Vps,Nh = VFinall
ps (21)

where Vps,0 and VInitial
ps are the psth PSHP’s reservoir at the 0th hour and the beginning of

the scheduled day. Vps,Nh and VFinall
ps are the psth PSHP’s reservoir at the last hour and the

end of the scheduled day. Vps,0 is the special value of Vps,h−1 when considering h = 1.

2.2.4. Cascaded Hydropower Plants’ Constraints

The cascaded hydropower plant system has a diagram as shown in Figure 2. The
cascaded system has the constraints as follows:

 

Figure 2. The configuration of the four cascaded hydroelectric plants.

Equality constraint: each CasHP is subject to the water continuity constraint as fol-
lows [41]:

Vcas,h−1 + Icas,h −Vcas,h −Qcas,h +
NUcas

∑
cas′=1

(
Qcas′ ,h−Tcas′ ,cas

)
= 0 (22)

where Tcas′ ,cas is the travelling water time from the cas’th to the casth CasHP; Qcas′ ,h−Tcas′ ,cas

is the discharge of the cas’th upper CasHP of the casth CasHP at the
(
h− Tcas′ ,cas

)
th hour;

and NUcas is the casth CasHP’s upstream CasHP number.
In addition, the CasHPs are also constrained by the initial volume and end volume as

indicated in Equations (20) and (21) of the PSHPs.
For each CasHP, power output is a function of discharge, volume, and other coefficients

as follows:

Pcas,h = γ1cas(Vcas,h)
2 + γ2cas(Qcas,h)

2 + γ3casVcas,hQcas,h + γ4casVcas,h + γ5casQcas,h + γ6cas (23)

Inequality constraints: For each CasHP, volume and discharge also have their operat-
ing range [42] as shown in Equations (15) and (16).

523



Sustainability 2024, 16, 6581

3. Improved Slime Mould Algorithm

3.1. Slime Mould Algorithm

In the Slime mould algorithm (SMA), each control variable has two ways of updating
new values depending on the comparison result between a random number and the fitness
computation. The two ways are summarized in the following equation [35]:

cvnew
x,y =

{
r1.cvx,y i f rd ≥ tanh

(
FNy − FNb1

)
cvx,b1 + r2(r3.cvx,r1 − cvx,r2) else

(24)

Ranger1 =

[
Gc

GM
− 1; 1− Gc

GM

]
(25)

Ranger2 =

[
−arctanh

(
1− Gc

GM

)
; arctanh

(
1− Gc

GM

)]
(26)

r3 =

⎧⎨⎩1− rd. log
(

1 + FNb1−FNy
FNb1−FNw1

)
i f y > 0.5Ns

1 + rd. log
(

1 + FNb1−FNy
FNb1−FNw1

)
else

(27)

3.2. Improved Slime Mould Algorithm

The upper model in Equation (24) is a shortcoming of SMA in searching for new
values for the xth control variable. In fact, the upper model uses a random number
between 0 and 1 to multiply the old value, this result can lead to a zero solution if the
random value is zero. This model can cause an ineffective search process if the condition
of [rd ≥ tanh

(
FNy − FNb1

)
] happens. So, in the ISMA, the upper model is replaced with

another model, which searches around the current value of the xth control variable. The
change can avoid finding the zero solutions with all zero control variables. This is the first
modification, and it is expressed as follows:

cvnew
x,y = cvx,y + r2

(
r3.cvx,b1−4 − cvx,y

)
i f rd ≥ tanh

(
FNy − FNb1

)
(28)

The lower model in Equation (24) finds new values of the xth control variable by
finding a close value of the xth control variable in the best solution. On the other hand, the
lower model uses an increased interval by using two random solutions. The search cannot
lead to the best control variable because one interval cannot enlarge the search space, and
using two random solutions cannot find the most effective increased interval. So, the lower
model is modified as follows:

cvnew
x,y =

{
cvx,b1 + r2(r3.cvx,b1−4 − cvx,b1) i f 0.5 ≤ rd < tanh

(
FNy − FNb1

)
cvx,b1 + r2(r3.cvx,b1−4 − cvx,b1) + r2(r3.cvx,r3 − cvx,b1) i f rd < 0.5 & tanh

(
FNy − FNb1

) (29)

In Equation (29), two models exploit the search space around the best solution with
different scales: one increased interval in the upper model and two increased intervals in
the lower model. The condition is the comparison of the random number and 0.5 to balance
the increased steps in one or two intervals.

4. Numerical Results

4.1. Data, Parameter Settings, and Simulation Scebnario

In this section, the total profit of one hybrid power system with four thermal power
plants, four cascaded hydropower plants, one solar power plant, one wind power plant, and
one pumped storage hydropower plant is maximized under the consideration of renewable
power source uncertainty. In the first simulation scenario, three algorithms, SMA [35],
EO [36], and ISMA are run to reach the maximum energy of the cascaded hydropower plant
system. Then, the most effective solution of the system is used to maximize the total profit
of the whole system in the second simulation scenario. The whole study is summarized
as follows:
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(1) The first simulation scenario: energy maximization of the cascaded hydropower plants:
Case 1: Optimization operation of each plant;
Case 2: Simultaneous optimization operation of the whole plants.

(2) The second simulation scenario: maximization of the total profit of the whole system.

The whole study is performed on a personal computer with the central processing
unit (CPU) Core i7, 2.6 GHz, and 8 GB of random accessing memory. (RAM). MATLAB
software with the version of R2018a is used to code the program of algorithms. For running
the three algorithms, the iteration number and population size are set to 50 and 200 for each
plant of Case 1, 50, and 1000 for the whole cascaded system of Case 2 in the first scenario,
and 200 and 2000 in the second scenario.

The whole system is plotted in Figure 1. The system consists of four THPPs, one
PSHP, one WPP, and one PVPP. The ThPs’ cost function and generation limits are given
in Table A1 in the Appendix A. The PSHP’s whole data, including discharge function,
generation and pump limits, and pump efficiency, are collected from [5]. Three costs of the
WP and SP, including direct cost, penalty cost, and reserve cost, in the second simulation
scenario are reported in Figures A1 and A2 in the Appendix A. In the system, a location
with geographical coordinates of 11◦12′39′′ and 108◦40′53′′ in Binh Thuan province is
selected to collect wind and solar data by referring to the websites for the wind global
atlas [29] and solar global atlas [37]. This location is shown in Figure 3. The wind power
plant has fifty turbines, and each turbine has a rated power of 2.5 MW. The hourly wind
speed and power are plotted in Figure 4, and it is supposed that the wind speed can be
greater than the maximum index by 20% for uncertainty consideration. Finally, the wind
power plant’s maximum power is given in Figure 5.

 

Figure 3. Location of Binh Thuan province in Vietnam.
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Figure 4. Real wind speed and power in a location of Binh Thuan province in Vietnam.

 
Figure 5. Wind power applied for uncertainty.

The solar power plant’s rated power is selected to be 150,000-kWp using Tilt and
Azimuth of solar panels with 12◦ and 180◦. The maximum solar power is given in Figure 6.
The maximum power of wind and solar plants for uncertainty and the electric price are
reported in Figure 7.
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Figure 6. Maximum hourly solar power.

 
Figure 7. Renewable powers for uncertainty and electric price.

4.2. Results of the First Simulation Scenario

The one-day energy of the four cascaded power plants is given in Figure 8. Three
algorithms can reach greater one-day energy in Case 2 than in Case 1. The greatest energy
for each case is found by ISMA, which is 3767.86 MWh for Case 1 and 3922.66 MWh for
Case 2. So, Case 2 finds a greater energy than Case 1 by (3922.66–3767.86) = 154.81 MWh,
which is about 4.1% of Case 1’s energy. The comparison indicates that the simultaneous
optimization operation of the whole system can reach greater energy than planning the
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optimal operation of each plant. In addition, ISMA is the most suitable algorithm for the
first scenario.

Figure 8. One-day energy of the whole cascaded system.

The hourly power of each cascaded power plant is given in Figure 9. The sum of
hourly energy from Case 2 is greater than Case 1 by 6.89 MW for the first CasHP (CasHP1),
42.09 MW for the second CasHP (CasHP2), −81.76 MW for the third CasHP (CasHP3), and
187.59 MW for the fourth CasHP (CasHP4). Clearly, CasHP3 can reach greater energy in
Case 1 than in Case 2, which is different from other plants.

Figure 9. Comparison of generation: (a) CasHP1, (b) CasHP 2, (c) CasHP3, (d) CaseHP4.

4.3. Results of the Second Simulation Scenario

The results obtained from three algorithms are reported in Figure 10. The maximum
profit of ISMA is USD 5,196,221.4, while that of EO and SMA is USD 5,190,213.9 and USD
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5,195,570.9, respectively. The exact computation indicates that ISMA can reach a greater
total profit than EO and SMA over one operating day by USD 6007.5 and USD 650.5,
equivalent to 0.12% and 0.013%, respectively. The lowest total profit of EO, SMA, and ISMA
is, respectively, USD 5,176,953.8, USD 5,174,086.4, and USD 5,176,953.8. EO and ISMA have
the same lowest profit. The comparisons indicate that ISMA is more suitable than EO and
SMA for the study.

Figure 10. Total profit values collected from twenty trials.

The optimal generation and pump power of power plants are reported in Table A2 in
Appendix A.

The cost, revenue, and profit of each thermal power plant are shown in Figure 11.
The four thermal power plants have the same manner in that revenue and profit are
approximately the same from hours 1 to 8 and from hours 22 to 24. For the other remaining
hours, the total revenue and profit have a bigger deviation. Checking the optimal solution
in Table A2 in the Appendix A, the generation of these power plants is under 350 MW for
hours 1–6 and 280 MW for hours 22–24, whereas it is much higher than these values for
hours 7–21, which are about from 700 to under 1000 MW. Clearly, these hours cannot reach
high profit for the power system. Paying attention to the pump power of PSHP in the last
column in the table, we can see the values of—300 MW. It indicates that the PSHP runs
pumps over the first six hours and the last three hours. So, the system achieves some profit.

The cost, revenue, and profit of the WP and SP are plotted in Figure 12. The optimal
solutions have reached great profit and revenue at hours with high solar radiation and
wind speed. The optimal generations in Table A2 in the Appendix A indicate that the
plants have low generations at hours 1–6 and 22–24, where SP has 0 MW at the hours. At
other hours with high load demand, the generations of the plants are highly used. The
profit is directly proportional to the generation. The system’s total cost, revenue, and profit
are reported in Figure 13. Thanks to the zero cost of PSHP, the total profit and revenue
are high at hours 8–17. The generation of PSHP is about 40 to 140 MW in the period and
approximately zero MW at others.
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Figure 11. Cost, revenue, and profit of thermal power plants: (a) the first ThP, (b) the second ThP, (c)
the third ThP, (d) the fourth ThP.

Figure 12. Cost, revenue, and profit: (a) wind power plant, (b) solar power plant.

Figure 13. Total cost, revenue and profit of whole system.
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4.4. Discussion on the Advantages and Disadvantages

In this section, the advantages and disadvantages of the study are discussed. The
study applied three algorithms, and valid and optimal solutions satisfying all constraints
could be found. The proposed ISMA could converge to better solutions than EO and SMA.
However, the algorithms need a high setting for control parameters, such as 100 for the
population size and 2000 for the iteration number. The solution method to handle all
constraints is powerful, reaching a 100% success rate. So, the study reached the advantages
of powerful applied algorithms and a high-success-rate solution method.

On the contrary, the study also copes with disadvantages that need to be improved in
future work. The study used data obtained from the wind and solar global atlases, which
reported the mean wind speed and mean solar radiation of each hour in every month.
So, we collected the mean data for each hour for 12 days, where one was represented for
one month. There are twelve months, and each hour has twelve wind speed values. The
best value among the twelve values of each hour was selected and reported in Figure 6.
Similarly, we have values for 24 h in Figure 6. Clearly, the data details for each hour on
each day of each month are not provided in the wind and solar global atlases. For solving
the uncertainty case, we have supposed that the maximum value for uncertainty case is
120% of the highest real value of each hour, as shown in Figures 4 and 5. The best way
to reach more practical data of wind and solar radiation is to use the best day of the year
when the wind speed is practically stable during the day. On the other hand, the worst day
should be used to collect the minimum data for the uncertainty case. Thus, the practical
data are not 100% accurate.

In addition, the study ignored practical factors regarding control technology for pumps
and generators in pumped storage hydropower plants and operation change time from
pumping mode to generation mode or from generation mode to pumping mode. The status
change time has an impact on the generation of the pumped storage hydropower plants to
electric power systems, but the problem is not considered in the paper. In this study, the
time was supposed to be 0 s. The problem can influence the fluctuation of power, and the
power balance constraint cannot be satisfied exactly. The power systems last a few minutes,
fluctuating power throughout the process. About the thermal power plants, we have also
supposed that the start-up time and costs or power changing time were zero. So, the exact
cost was not obtained by using the assumption. Basically, turbine technology in thermal
power plants is a factor related to fuel cost, power changing cost, power changing time,
and life cycle. The operation schedule was one day for calculating the total profit. Thus,
the payback period of the whole system could not be found, and the decision to build the
hybrid system was not concluded in this study.

5. Conclusions

The study optimized the maximum total electric sale profit of hybrid power systems
with the different power plant types and real data on renewable energies in a specific zone
of Vietnam. The generation costs of these thermal power plants and renewable power
plants were taken into account, while those of the hydropower plant were neglected. The
wind and solar global atlases were employed to collect wind and solar data, and the
maximum data for the uncertainty case was supposed to be 120% of the reported data from
the wind and solar global atlases. The study ran a hybrid power system with four cascaded
hydropower plants, four thermal power plants, one pumped storage hydropower plant,
one wind power plant, and one solar power plant over one day. The inflows of the pumped
storage hydropower plant were supposed to be zero, and it must consume power generated
by other plants to run the pumps. The operation of the cascaded hydropower plant was
complicated, and they needed the highest power when operating in the hybrid power
system. The plants were optimally operated under two considerations: simultaneous and
separate. Then, the most effective solution was employed to run other power plants. The
simulation results were obtained by running three algorithms, including the original Slime
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mould algorithm (SMA), Equilibrium optimizer, and improved Slime mould algorithm
(ISMA). The results and contributions are summarized as follows:

• For the one-day energy of the cascaded hydropower plants, ISMA reached greater
energy than EO and SMA by 35.92 MWh (0.96%) and 4.62 MWh (0.122%) for the
simultaneous operation, and 6.43 MWh (0.164%) and 1.05 MWh (0.027%) for the
separate operation.

• For the whole system’s profit, ISMA could reach a greater total profit than EO and
SMA by USD 6007.5 (0.12%) and USD 650.5 (0.013%).

From the results above, ISMA performed more effectively than EO and SMA, and
the contribution of the study was to provide a high-performance metaheuristic for the
optimization operation of the hybrid power system. In addition, the proposed ISMA has
achieved a great profit for the whole system. However, the study has faced limits that
need to be improved. The study has ignored the power loss on lines connecting power
plants together, and power flows on the transmission power grid where power plants
are located. In addition, the electric prices in an electric market one day ahead were not
considered, but electric prices in distribution power grids were used to optimize the hybrid
power system. The investment cost and other operating costs of power plants were not
considered to evaluate the chance to recover the investment cost. In practice, wind speed
and solar radiation normally changes every five minutes, and the use of hourly data is not
as practical. So, the limitations will be considered in future work. All power plant types in
the study or in Vietnam will be integrated in a real transmission power grid in Vietnam or
standard IEEE transmission power grid. The electric price of one day ahead will be applied
to change the price data. The real transmission power grids, real power plants, and real
electric market will form a more practical study that can tackle the shortcomings of the
current study.
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Nomenclature

Pro f itsys Total profit of the whole system
SaleLoad Total electricity sale revenue
Costall Total electricity generation cost
Loadh, Priceh Load demand and electric price at the hth hour
Psp,h, Pw,h Power of the spth solar power plant and wth wind power plant at the hth hour
Pcas,h Power of the casth cascaded power plant at the hth hour
Pps,h, Pumpps,h Generation and pump power of the psth pumped storage hydropower plant
PMin

th , PMax
th Minimum and maximum generation limits of the thth thermal power plant

PMin
sp , PMax

sp Minimum and maximum generation limits of the spth solar power plant
PMin

w , PMax
w Minimum and maximum generation limits of the wth wind power plant

PMin
cas , PMax

cas Minimum and maximum generation limits of the casth cascaded hydropower plant
PMin

ps , PMax
ps Minimum and maximum generation limits of the psth pumped storage hydropower plant

Vps,h, Qps,h The psth PSHP’s reservoir volume and discharge at the hth hour
VMin

ps , VMax
ps The psth PSHP’s minimum and maximum reservoir volumes

QMin
ps , QMax

ps The psth PSHP’s minimum and maximum discharges
m1ps, m2ps, m3ps The psth PSHP’s coefficients in discharge function
Ips,h The psth PSHP’s inflow at the hth hour
ηps The psth PSHP’s water storage efficiency
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γ1cas, γ2cas, γ3cas,
γ4cas, γ5cas, γ6cas

Coefficients in power output function of the casth CasHP

Vcas,h,Qcas,h The casth CasHP’s reservoir volume and discharge at the hth hour
Icas,h The casth CasHP’s inflow at the hth hour
cvnew

x,y , cvx,y The new and old xth control variable in the yth solution
rd The random number within 0 and 1
FNy, FNb1 Fitness value of the yth and the best solutions
cvx,r1, cvx,r2,
cvx,r3

The xth control variable in three randomly selected solutions

cvx,b1 The xth control variable in the best solution
Gc, GM the current and maximum iteration numbers
FNw1 The worst solution’s fitness
Ns Number of solutions or population size
cvx,b1−4 The xth control variable randomly selected in the four best solutions

Appendix A

Figure A1. Costs of the wind power plant.

Figure A2. Costs of the solar power plant.

Table A1. The four ThPs’ cost function’s coefficients.

th δ1th δ2th δ3th PMin
th PMax

th

1 38.5 7.959 0.0127 50 1000
2 39 7.8 0.0135 50 1000
3 35 7.4 0.0142 50 1000
4 36 7.6 0.0143 50 1000
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Table A2. Optimal generation and pump power of power plants obtained by ISMA.

h Pth,h
(th = 1)

Pth,h
(th = 2)

Pth,h
(th = 3)

Pth,h
(th = 4)

Pw,h
(w = 1)

Psp,h
(sp = 1)

Pps,h
(ps = 1)

Pumpps,h
(ps = 1)

1 236.51 225.24 234.38 217.14 50.42 0.00 0.00 −300.00
2 240.93 227.27 227.87 226.88 46.40 0.00 0.00 −300.00
3 233.84 225.82 238.36 221.12 45.12 0.00 0.00 −300.00
4 235.68 226.29 236.94 217.69 45.12 0.00 0.00 −300.00
5 341.05 327.89 322.39 320.77 46.40 0.00 0.00 −300.00
6 342.51 318.14 324.27 321.35 49.06 1.01 0.00 −300.00
7 843.62 796.28 776.71 765.58 51.81 18.10 0.00 0.00
8 762.84 729.79 699.98 691.31 49.06 49.60 267.68 0.00
9 802.53 757.44 727.04 725.24 53.22 80.82 300.00 0.00

10 866.87 825.57 797.89 781.57 65.46 106.64 0.00 0.00
11 855.24 812.89 783.02 777.58 87.12 125.29 0.00 0.00
12 804.08 767.77 741.10 725.04 110.77 134.31 155.68 0.00
13 762.50 722.87 701.76 688.43 127.84 133.89 299.38 0.00
14 760.98 720.29 703.61 694.09 138.35 123.54 291.76 0.00
15 771.23 729.18 711.64 695.04 143.81 103.45 272.74 0.00
16 927.48 879.32 853.25 839.84 146.59 73.91 0.00 −300.00
17 859.88 815.26 785.28 773.73 146.59 38.81 0.00 0.00
18 763.69 716.82 703.63 688.06 138.35 6.76 0.00 0.00
19 730.23 694.42 676.96 661.29 117.89 0.00 130.98 0.00
20 734.71 688.88 668.91 659.80 95.28 0.00 163.82 0.00
21 721.41 686.83 660.51 647.79 75.77 0.00 217.96 0.00
22 269.25 259.14 258.56 256.86 65.38 0.00 0.00 −300.00
23 274.27 262.64 257.51 259.54 60.67 0.00 0.00 −300.00
24 277.17 264.37 264.72 257.66 56.12 0 0 −300.00
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