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Preface to “Open-Source Electronics Platforms”

Open-source electronics are becoming very popular, and are integrated with our daily
educational and developmental activities. At present, the use open-source electronics for teaching
science, technology, engineering, and mathematics (STEM) has become a global trend. Off-the-shelf
embedded electronics such as Arduino- and Raspberry-compatible modules have been widely used
for various applications, from do-it-yourself (DIY) to industrial projects. In addition to the growth
of open-source software platforms, open-source electronics play an important role in narrowing the
gap between prototyping and product development. Indeed, the technological and social impacts of
open-source electronics in teaching, research, and innovation have been widely recognized.

This book is a collection of 12 selected chapters from authors around the world. This collection
represents the diversity as well as impact of open-source electronics through numerous system
developments and applications. A summary of the chapters in this book can be overviewed as
follows.

Chapter 1: Trilles et al. developed Internet of Things (IoT)-based sensor nodes named SEnviro
for smart agriculture. The wireless sensor node enables the integration of temperature, air humidity,
barometer, soil moisture, and weather sensors, as well as a 3G wireless communication module and a
sonar panel. A state machine-based software platform consisting of logic control, basic configuration,
communication, and energy consumption modules was implemented to govern the behavioral
operations of the nodes. The wireless sensor nodes were deployed and tested with the application of
monitoring and detecting diseases in vineyards.

Chapter 2: Zhang et al. presented a platform for the real-time data transmission and analysis
of livestock. The platform was an integration of wireless sensor nodes mounted on livestock and
repeaters for data relay and processing. The developed system was deployed and examined with the
processes of feeding and breeding management in grazing on a real field.

Chapter 3: Hang et al. proposed a sensor-cloud-based platform capable of virtually representing
physical sensors in the Cloud of Things (CoT) environment. The design and implementation
procedures of the sensor-cloud platform governing different types of wireless sensor nodes with the
faulty sensor detection capability was addressed and verified through comparison analysis with the
existing systems.

Chapter 4: Kashevnick et al. proposed an ontological approach of blockchain-based coalition
formation for cyber-physical systems (CPSs). A model of abstract and operational context
management for interaction and ontology of multi-agent cyber-physical systems was developed and
evaluated through the collaboration of a heterogenous system of mobile robots.

Chapter 5: Rooney et al. presented a method of hardware trojan creation and detection using
FPGAs and off-the-shelf components. They demonstrated that using off-the-shelf components could
reduce the cost of integrated circuit design and the fabrication of trojan detection in different settings.

Chapter 6: Ferrari et al. proposed an experimental methodology for examining the impact of
quality of service (QoS) on the communication delay between production lines and cloud platforms
using open platform communication unified architecture (OPC UA) gateways. The experiment
results measuring the overall time delay between a machine with an OPC UA interface and a cloud
platform demonstrate the impact of the QoS parameters on the communication delay, which is an
important factor to guarantee the real-time processing of industrial IoTs.

Chapter 7: Merenda et al. presented the design and implementation of smart converters for



metering and testing the current and voltage of renewable energy systems. Using smart convertors,
a developer can focus on the development of software algorithms for controlling and managing
ecosystems. The key features of the developed converters, such as system-level management,
real-time diagnostics, and on-the-flight parameter change, were tested and verified with a solar
simulator as well as photovoltaic generators.

Chapter 8: Yang et al. developed single-channel bio-signal-based human-computer interfaces
(HCIs) to estimate the horizontal position of the eyeballs of disabled people. Input signals from
electrooculograms (EOGs) and electromyograms (EMGs) were processed in real time through a
modified sliding window algorithm using piecewise linear approximation (PLA), and the eyeball
position was identified through a curve-fitting model using the support vector regression (SVR)
method. The advantages of the proposed method were evaluated in comparison with the
conventional EOG-based HCI.

Chapter 9: Ariza presented an open-source hardware and software platform for a learning
embedded system named DSCBlocks. Using algorithm visualizations with a graphical building block
of embedded C codes for dsPIC, a learner can focus on designing an algorithm to program digital
signal controllers and observe the configuration at the hardware level.

Chapter 10: Ngo et al. introduced an open platform for multiple-disciplinary teaching
methodology in terms of the problem-based learning (PBL) and the Engineering Projects in
Community Service (EPICS) course for engineering students. The open platform consists of low-cost
automated guided vehicles built of off-the-shelf components including ARM Cortex M4 32-bit, WiFi
module, proximity sensors, camera, cylinders, and is equipped with open-source libraries. It was
demonstrated that the open platform was productively used by students in mechatronics, computer
science, and mechanics in their collaborative projects.

Chapter 11: Vega et al. introduced an open low-cost robotics platform named PiBot for STEM
education. The platform was developed by the integration of off-the-shelf components including the
Raspberry Pi 3 controller board, Raspberry PiCamera, ultrasonic sensor, infrared ranging sensors,
and motor encoders under the Do-It-Yourself (DIY) philosophy. A simulated robot under the Gazebo
simulator was also developed to provide an alternative learning platform for students. The robotic
platforms were examined and evaluated through a series of exercises of robot programming, control,
and vision.

Chapter 12: Costa et al. provided a comprehensive review of open-source electronics platforms
as enabling technologies for smart cities. The key features, including advantages and disadvantages
of using off-the-shelf electronics and computing boards (e.g., Raspberry Pi, BeagleBoard, and
Arduino) and open-source software platforms (e.g., Arduino, Raspbian OS) are discussed through
numerous smart-city applications.

In summary, the diversity of open-source electronic platforms as well as their applications
presented in this collection demonstrates that there is no restriction or limitation in using open-source
electronics for our education, research, and product development. We are delighted to deliver
up-to-date knowledge and technology of open-source electronics to our readers. In particular, we
believe that this book could be used as a good reference for engineering and science students for their
education and research activities.

I would like to thank all the authors who contributed their great work to this collection. I am
very grateful to the reviewers for their time and effort to provide useful comments and suggestions

to the submitted papers, which yielded the polished chapters of this book. Last but not least, I would



like to thank all the staff of the Electronics Editorial Office for our collaboration through this project.

Without your contributions and hard work, this book would not be as excellent as it is.

Trung Dung Ngo
Special Issue Editor
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1. Introduction

Open-source electronics are becoming very popular with our daily educational and developmental
purposes. Currently, using open-source electronics for teaching Science, Technology, Engineering and
Mathematics (STEM) is becoming the global trend. Off-the-shelf embedded electronics such as
Arduino- and Raspberry-compatible modules have been widely used for various applications,
from Do-It-Yourself (DIY) to industrial projects. In addition to the growth of open-source software
platforms, open-source electronics play an important role in narrowing the gap between prototyping
and product development. Indeed, the technological and social impacts of open-source electronics in
teaching, research and innovation have been widely recognized.

2. Summary of the Special Issue

This Special Issue is a collection of 11 technical papers and one review article selected through
the peer-review process. This collection represents the diversity, as well as the impact of open-source
electronics through numerous system developments and applications. The contributions in this Special
Issue can be summarized as follows.

Trilles et al. [1] developed an Internet of Things (IoT)-based sensor node, named SEnviro,
for smart agriculture. The wireless sensor node resulted in the integration of temperature, air humidity,
barometer, soil moisture and weather sensors, as well as a 3G wireless communication module and a
sonar panel. A state machine-based software platform consisting of logic control, basic configuration,
communication and energy consumption modules was implemented to govern the behavioural
operations of the nodes. The wireless sensor nodes were deployed and tested with the application of
monitoring and detecting diseases in vineyards.

Similarly, Zhang et al. [2] presented a platform for real-time data transmission and analysis of
livestock. The platform is an integration of wireless sensor nodes mounted on livestock and repeaters
for data relay and processing. The developed system was deployed and examined with the process of
feeding and breeding management in grazing in the real field.

Hang et al. [3] proposed a sensor cloud-based platform that is capable of virtually representing
physical sensors in the Cloud of Things (CoT) environment. The design and implementation procedures
of the sensor-cloud platform governing different types of wireless sensor nodes with faulty sensor
detection capability were addressed and verified through comparison analysis with existing systems.

Kashevnick et al. [4] proposed an ontological approach of blockchain-based coalition formation
for Cyber-Physical Systems (CPS). A model of abstract and operational context management for the
interaction and ontology of multi-agent cyber-physical systems was developed and evaluated through
the collaboration of a heterogeneous system of mobile robots.

Rooney et al. [5] presented a method of hardware trojan creation and detection using FPGAs and
off-the-shelf components. They demonstrated that by using off-the-shelf components, they were able
to reduce the cost of integrated circuit design and fabrication for trojan detection in different settings.

Electronics 2019, 8, 428; doi:10.3390/ electronics8040428 1 www.mdpi.com/journal/electronics
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Ferrari et al. [6] proposed an experimental methodology of examining the impact of Quality
of Service (QoS) on the communication delay between the production line and the cloud platforms
using the Open Platform Communication Unified Architecture (OPC UA) gateways. The experiment
results of measuring the overall time delay between a machine with an OPC UA interface and a cloud
platform demonstrated the impact of the QoS parameters on the communication delay, which is an
important factor to guarantee real-time processing of industrial IoTs.

Merenda et al. [7] presented the design and implementation of smart converters for metering and
testing the current and voltage of renewable energy systems. Using smart converters, a developer can
focus on developing software algorithms for controlling and managing ecosystems. The key features
of the developed converters such as system-level management, real-time diagnostics and on-the-fly
parameter change were tested and verified with a solar simulator, as well as photovoltaic generators.

Yang et al. [8] developed a single-channel bio-signal-based Human-Computer Interface
(HClISs) to estimate the horizontal position of the eyeballs of disabled people. Input signals from
Electrooculograms (EOG) and Electromyograms (EMG) were processed in real-time through a modified
sliding window algorithm using Piecewise Linear Approximation (PLA), and the eyeball position
was identified through the curve-fitting model using the Support Vector Regression (SVR) method.
The advantages of the proposed method were evaluated in comparison with the conventional
EOG-based HCI.

Ariza [9] presented an open-source hardware and software platform for learning embedded
system, named DSCBlocks. Using algorithm visualizations with the graphical building block of
embedded C codes for dsPIC, a learner can focus on designing an algorithm to program digital signal
controllers and observe the configuration at the hardware level.

In a similar way, Ngo et al. [10] introduced an open platform for the multi-disciplinary teaching
methodology in terms of Problem Base Learning (PBL) and the Engineering Projects in Community
Service course (EPICS) for engineering students. The open platform is a low-cost automated guided
vehicle built of off-the-shelf components including the ARM Cortex M4 32-bit, a WiFi module,
proximity sensors, a camera, cylinders and equipped with open-source libraries. It was demonstrated
and surveyed that the open platform has been productively used for students in mechatronics,
computer science and mechanics in their collaborative projects.

In addition, Vega et al. [11] introduced an open low-cost robotics platform, named PiBot, for STEM
education. The platform was developed by the integration of off-the-shelf components including the
Raspberry Pi 3 controller board, the Raspberry PiCamera, n ultrasonic sensor, infrared ranging sensors
and motor encoders under the Do-It-Yourself (DIY) philosophy. A simulated robot under the Gazebo
simulator was also developed to provide an alternative learning platform for students. The robotic
platforms were examined and evaluated through a series of exercises of robot programming, control
and vision.

Lastly, Costa et al. [12] provided a comprehensive review of open-source electronics platforms as
enabling technologies for smart cities. The key features including the advantages and disadvantages
of using off-the-shelf electronics and computing boards, e.g., Raspberry Pi, BeagleBoard and Arduino,
and open-source software platforms, Arduino and Raspbian OS, were discussed through numerous
smart-city applications.

The diversity of open-source electronic platforms, as well as their applications presented in this
collection [1-12] demonstrates that there is no restriction nor limitation in using open-source electronics
for education, research and product development. We are delighted to offer this Special Issue in order
to deliver up-to-date knowledge and technology of open-source electronics to our readers. In particular,
we believe that this Special Issue can be a good reference for engineering and science students in their
education and research activities.

Funding: I hereby acknowledge the support of NSERC (RGPIN-2017-05446), MITACS (IT11073) and DND-IDEaS
(IDEaS-1-1A-CP0726) for my research activities related to this Special Issue.
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Abstract: The last decade has witnessed a significant reduction in prices and an increased performance
of electronic components, coupled with the influence of the shift towards the generation of
open resources, both in terms of knowledge (open access), programs (open-source software),
and components (open hardware). This situation has produced different effects in today’s society,
among which is the empowerment of citizens, called makers, who are themselves able to generate
citizen science or build assembly developments. Situated in the context described above, the current
study follows a Do-It-Yourself (DIY) approach. In this way, it attempts to define a conceptual design
of an Internet of Things (IoT) node, which is reproducible at both physical and behavioral levels,
to build IoT nodes which can cover any scenario. To test this conceptual design, this study proposes
a sensorization node to monitor meteorological phenomena. The node is called SEnviro (node) and
features different improvements such as: the possibility of remote updates using Over-the-Air (OTA)
updates; autonomy, using 3G connectivity, a solar panel, and applied energy strategies to prolong its
life; and replicability, because it is made up of open hardware and other elements such as 3D-printed
pieces. The node is validated in the field of smart agriculture, with the aim of monitoring different
meteorological phenomena, which will be used as input to disease detection models to detect possible
diseases within vineyards.

Keywords: Internet of Things; open hardware; smart farming

1. Introduction

More than 15 years ago, initiatives such as Arduino [1] constituted the first project to enable
citizens to make their own prototypes. Subsequently numerous initiatives appeared, such as
Raspberry PI [2], Beaglebone [3] and PCduino [4], among others. Similar to Arduino, all these
projects were characterized by making their schematics available; this is known as open hardware [5].
In addition to the open-hardware movement, there has also been a significant drop in the price of
these types of hardware platforms [6], thanks to advances in semiconductor manufacturing technology.
These platforms have become more affordable and have been distributed efficiently, due to the
open-source distribution policy.

All of this means that these open-hardware platforms are very well known in our day-to-day
activities [5]. A large number of projects have been developed, which bring end users closer
to electronics in a fast and straightforward way [7,8]. This approach is summarized in the
Do-It-Yourself (DIY) initiative, where the end user becomes the consumer and creator of these
technologies and projects, thus eliminating structural, technological, and economic obstacles [9].
In recent years, initiatives such as Instructables [10], Make Magazine [11], OpenMaterials [12],

Electronics 2018, 7, 419; doi:10.3390/ electronics7120419 4 www.mdpi.com/journal/electronics
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Adafruit [13] and Sparkfun [14] have appeared, offering tutorials and instructions on how to use
these open-hardware components.

The spread of this movement has aided the proliferation of devices which are always connected
to the Internet, either directly or through a gateway, called Internet of Things (IoT) devices [15,16].
This proliferation has led to a real revolution, within environments such as industry, which has
generated a new industrial model, called Industry 4.0 [17], where everything is connected to everything.
Many projects with open-hardware devices have been used in the industrial domain and in others,
such as smart cities [18], healthcare [19], agriculture [20] and the domotics [21], among others.

To connect these IoT devices to a server to manage them and handle all their functionalities,
wire or wireless communication is required. For this purpose, all open-hardware platforms have
been adapted to support technologies such as Bluetooth, Zigbee, Wi-Fi and 3-5G, among others [22].
To establish these communications, protocols are required. Although HTTP through RESTful interfaces
is commonly used, other protocols such as Constraint Application Protocol (CoAP) and Message
Queuing Telemetry Transport (MQTT) are suggested to replace HTTP [23]. The most widely used
connectivity protocol in IoT and Machine-to-Machine (M2M) applications is MQTT [24]. MQTT is a
lightweight protocol designed to connect physical devices [25] to IoT middleware due to it offering
better energy performance. This last consideration is significant because IoT solutions are usually
installed in harsh environments without an electrical connection.

This study focuses on providing a solution to design an IoT node using open-hardware
components. More specifically, the main goals are (a) to propose an IoT node architecture design,
both at physical and logical levels; (b) to guide a step-by-step example of how to build an IoT node
with open-hardware components and provide a replicable research; and (c) to validate the proposal
within smart farming by proposing effective M2M communication.

The balance of this paper is organized as follows. Section 2 presents the background which
positions the current study. Section 3 details the agnostic-technology IoT node. Section 4 presents
a technological solution to develop the agnostic IoT node approach and reveals some energy tests.
Section 5 validates the solution in a smart farming scenario. Section 6 enumerates and compares
similar related work. The paper ends in Section 7 with conclusions and future work.

2. Background

In this section, we first present some different open-hardware microcontrollers. Then, to locate
the IoT node approach, we define the IoT architecture. Finally, we detail the IoT protocols used to
establish an Internet connection.

2.1. Open Hardware

As already mentioned, the cost reduction and the increase of open-hardware popularity have
triggered different options for open-hardware microcontroller-based platforms [26]. In this study,
the selected IoT scenario requires 3G connectivity, following this requirement this subsection presents
some different platforms that support this kind of connectivity. The most notable platforms are: Particle
Electron, Adafruit Feather 32u4 FONA, Hologram Dash, Arduino GPRS shield, LinkIt ONE and GOBLIN 2.
All these options are completely or partially open hardware. Below, we provide a short description of
each of them. Table 1 shows a more specific comparison.
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e  Particle Electron uses the STM32F205 microcontroller. It presents 36 total pins, such as UART, SPI,
12C, and CAN bus. Electron provides 1 MB of Flash and 128 k of RAM. If we compare Electron
with Arduino, the first one is a competent board. The hardware design for the Electron is open
source. It includes a SIM card, with a global cellular network for connectivity in 100+ countries,
and cloud services. All Electron family products can be set up in minutes using the Particle mobile
app or browser-based setup tools.

e  Adafruit Feather 32u4 Fona is created by Adafruit and is an Arduino-compatible microcontroller
plus audio/SMS/data capable cellular board. It is powered by a Li-Po battery for mobile use
and micro-USB port when stationary. Feather is a flexible, portable, and light microcontroller.
The SIMS800 is the heart of this board and supports GSM cellular connectivity.

e Hologram Dash allows for interaction with devices by easily routing incoming and outgoing
messages via a secure and scalable API. Hologram offers the Hologram Dash, compatible with
Arduino IDE. The board is pre-certified for end-use and equipped with the Hologram’s networking
firmware and OTA code updates. It offers a cloud-friendly cellular connection, a SIM is included
to connect and send messages for free (up to 1 MB) for life.

e  Arduino GPRS shield connects an Arduino to the Internet using the GPRS wireless network.
The Shield is compatible with all boards which have the same form factor (and pin-out) as a
standard Arduino Board. This shield is configured and controlled via its UART using simple AT
commands and is based on the SIM900 module from SIMCOM. It has 12 GPIOs, 2 PWMs, and an
ADC. Moreover, as always with Arduino, every element of the platform (hardware & software)
makes it easy to get started.

e LinkIt ONE includes a development board, Wi-Fi and Bluetooth antenna, GSM (2G) antenna,
and a GPS/GLONASS antenna, all powered by a Li-battery. Linklt ONE uses hardware and
an API that is similar to Arduino boards. It uses MediaTek MT2502A SoC to get some features
such as communications and media options, with support for GSM, GPRS, Bluetooth 2.1 and 4.0,
SD Cards, and MP3/AAC Audio, Wi-Fi and GNSS.

e  GOBLIN2 uses a high-performance ATmega328P microcontroller to develop IoT projects. It is
compatible with Arduino. GOBLIN2 is built with a module to control the charge of a Li-Po battery
from 3.7V to 4.2V. The GOBLIN2 charges using a solar cell or a Micro-USB.

All the cellular microcontrollers listed work similarly, they use a mobile network to transmit data
to and from the cloud. All of them work correctly; the characteristics are shown in Table 1 can be used
to select the microcontroller for a specific use case.

For the use case presented (Section 4), we have chosen the Particle Electron microcontroller.
When compared with other platforms, Particle Electron is more appropriate for autonomous work,
since it features different sleep mode functionalities. Currently, Particle has a vast user community [27]
that can help to resolve specific issues. All Particle microcontrollers are easier to use and have lower
prices than the others presented above. It offers a complete solution concerning hardware, network,
and cloud management.

2.2. IoT Architecture

IoT devices establish any communication network using a set of rules (protocols) for data
transmissions. The TCP/IP architecture is the framework that underpins the communication rules
within the Internet. More specifically, this architecture describes four layers: the Perception layer,
the Network layer, the Middleware layer, and the Application and Business layer [28].

e  Perception layer: in the same level as the physical layer in the TCP/IP model. Perception layer
known as the “Device Layer” contains sensor devices and physical objects belong in it. Its role is
to Capture information from each sensor device (state, temperature, and location, among others).
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o Network layer: transfers the information from the sensors to the upper layer. It can use
2G/3G, Wi-Fi, Bluetooth, Zigbee, infrared technology, and so on. It corresponds with the
Communication stage.

e  Middleware layer: receives data from the network layer, stores and analyzes data from a sensor
and sends it for its visualization.

e Application layer: manages all the processed information from the Middleware layer in a
particular IoT application,

e  Business layer: responsible for the management of the whole IoT system and applies a business
model to a smart scenario, such as smart health, smart home, smart mobility, and smart agriculture,
among others.

This study is focused on the first two layers (Perception and Network). Both layers are
implemented at the IoT node itself. In what follows, both layers are defined in depth.

The Perception layer is the origin of the information and the first layer of the IoT model. It contains
the components themselves and how they operate at a logical level to meet a required functionality.
The main goal of this layer is to observe and act. It can obtain any type of information from the physical
world through sensors, such as Quick Response (QR) or tags (RFID), pictures (camera) and location
(GPS), among others. It also enables the ability to act on some type of actuator, such as switches,
motors, etc.

This layer is defined by the following: (1) that it is composed of devices at the hardware level.
It must adapt to the final application where the node will be integrated; (2) that it can be deployed
in a huge range of environments (wireless/wire, power supply with batteries, and so on); (3) that
heterogeneity is one of the main virtues of this layer, since it offers a vast variety of hardware; (4) that
it must offer a hardware component to establish a communication connection (Bluetooth, ZigBee,
3G, and so on); and (5) that it is organized following a strategy such as star, cluster tree or mesh,
among others.

The network layer is responsible for transmitting data in a transparent way to a neighboring node
or to a gateway with Internet access. The layer performs an important role in the secure transfer and
keeps information going from the sensor devices to the central server confidential. Depending on the
type of connectivity technology included in the previous layer, it establishes a connection to the Internet
using 3G, 4G, UMTS, Wi-Fi, WIMAX, RFTD, infrared or satellite, among others. The capabilities of
this layer are: (1) network management technologies (wire, wireless and mobile networks); (2) energy
efficiency of the network; (3) Quality of Service (QoS) requirements; (4) processing of data and signals;
and (5) security and privacy.

2.3. IoT Protocols

Due to the proliferation of IoT devices, different protocols to manage these IoT nodes have been
developed to meet their features [29]. These protocols define a set of rules that both endpoints in each
part of the communication must use and know to make a successful connection. These are used by
the network layer and are called M2M protocols. The main M2M protocols are MQTT and CoAP,
which are defined below:

e MOQTT follows a client-server paradigm, where each part publishes or subscribes a messaging
transport agreement. It is agile, open, simple, and designed to be easy to deploy. The program can
run over the TCP/IP network or another. The main features are: (1) use of the publish/subscribe
message pattern that provides one-to-many message distribution; (2) an agnostic messaging
transport to payload content; and (3) the offer of three quality services for message delivery:
“At most once”, “At least once” and “Exactly one time”;

e  CoAP is a dedicated web-streaming Protocol for use with limited nodes and a limited network.
The protocol provides a request-response interaction model between nodes endpoints, embedded
support services, and discovery resources, and includes key Web concepts such as Uniform
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Resource Identifiers (URIs) and Internet media types. CoAP is designed to be an HTML-friendly
interface for integration with the Web while at the same time addressing specific requirements,
such as support for multicast with small overhead.

Both MQTT and CoAP are designed to meet the requirements of M2M applications in restricted
environments. The CoAP communication model is similar to the HTTP client/server model and
is based on the REST architecture. This requires the client to have prior knowledge of the server
preferences to establish a connection. To avoid the intensive resources required by HTTP [30], it is
preferable to use CoAP in edge-based devices. As already mentioned, CoAP runs on UDP with
support for multicast addressing. Similar to HTTP, CoAP provides secure communications based on
the security of the datagram transport layer (DTLS).

Unlike CoAP, MQTT runs through TCP/IP [24]. This protocol has been recognized as particularly
suitable for devices with IoT restrictions and unreliable mesh networks. Due to its lightweight
realization, MQTT has been used in a variety of sensor network scenarios: smart homes, telemetry,
remote monitoring, warning systems and health care, among others. Unlike CoAP, MQTT uses a
publish/subscribe architecture. The MQTT interface differs from the REST architecture in the sense
that there is an intermediary between the publisher and the subscriber, called Broker. MQTT uses
SSL/TLS protocols for secure communications. This last protocol has been selected to establish
a M2M connection in the current study, due to lower traffic generation and reduction in energy
consumption [31].

3. A Generic IoT Node Architecture

The current IoT node architecture proposal aims to follow a modular design at all levels, both at
the hardware components and at the behavioral level. In this way, it is intended to design a transversal
architecture over any proprietary or specific solution of particular hardware or application. At the
hardware level, blocks with a specific functionality are defined. These blocks will be materialized by
any open-hardware component that exists in the market. Regarding these blocks, they are classified
into four different groups to define the IoT node concerning physical components.

At the behavioral level, general modules are also defined, so that they abstract the technology
that will be used after their development. Seven different modules are defined that include all the IoT
applications in any IoT scenario.

In this way, this section presents a conceptual design of an IoT node. The section is divided
into two sections. The first one shows all conceptual physical parts and how they are structured and
connected. The second subsection exhibits the different logic modules needed to meet all IoT abilities.

3.1. Physical Conceptual Parts

At the level of physical components (or functionalities), the node follows the same detailed
composition in [7], although, in this new version, some modifications are added to increase the
possibilities. The new composition is shown in Figure 1. Similar to [7], the current approach
is also composed of four well-differentiated groups depending on their function. These are Core,
Sensors/Actuators, Power supply, and Communication. This approach constitutes an extension of [7] in
that it features the coalescence of actuators within the Sensors category. Consequently, the group has
been renamed as Sensors/Actuators. Below, each category is described in the form in which it will be
distributed in the current study.

The first group, Core, does not present physical modifications from the previous one presented
in [7]. It is divided into four subgroups (Microcontroller, Connectors, Memory, and Clock) and its
functionality remains the same as that presented in the cited work.

One of the main changes is focused on the Power supply. That is because the new design proposal
puts more emphasis on offering an energy-autonomous solution. In this way, the Power Supply group
has been divided into four elements. They are detailed below:
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e  Battery offers energetic autonomy to keep the IoT node power up. The capacity will vary
depending on the consumption of the node.

e  Solar panel functions to generate energy to recharge the battery and maintain its charge.

e  Gauge counter provides the current status of the battery, which will be used to establish an energy
strategy that will favor energy saving and the life cycle of the node.

e  MPPT optimizes the match between the solar panel and the battery. MPPT can convert the higher
voltage DC output from the solar panels down to the lower voltage needed to charge the batteries.

Sensors and Actuators compose the third group. The former can observe a physical phenomenon,
such as temperature, particulate, gas, or humidity, and take and transform a signal produced by
the sensor into a quantitative or qualitative value. Actuators allow interaction with an IoT node
environment to produce a change, such as turning off a light or deactivating a watering function.
Each node can be composed with different configurations of sensors and/or actuators.

The last group (Communication) centralizes all telecommunication technologies to connect devices
with other nodes, a gateway, or a central server. Different (wired or wireless) network technologies are
used to establish a connection (see Section 2.2).

Core
Micro Lo ey
Power supply Sensors/Actuators Communication

-
‘Solar Panel -
Gauge counter

Figure 1. Different hardware concepts that compose the IoT node.
3.2. Behavior Conceptual Parts

After detailing how the IoT node is built at the physical level, this section describes the modules
that are included for its functionality at the logical level. Just as it is defined at the physical level,
IoT node also follows a modular design at behavioral level. In this way, seven modules are defined
(Figure 2). These modules are Logic control, Basic config, Communication, Sensing, Acting, Energy savings,
and Update mode. Below, each module is detailed.

e Logical control is in charge of defining all the IoT node logic and connects with the other six
logical modules.

e  Basic configuration is responsible for saving the configuration of settings in the node, such as
how it can establish a connection, what sensors it should observe and if the node has an update,
among others.

e Communication establishes the connection to other nodes or a server. It knows the features of
the hardware component to connect to, as well as the M2M communication protocols.

e  Sensing collects all data from the available sensors. Some transformations will be required to
transform a sensor signal to a useful value.

10
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e Acting will be responsible for carrying out the management of the available actuators and the
actions that are taken.

e  Energy saving defines strategies for energy saving and prolongs the battery life to its maximum.

e Update mode updates the node when an update is pending.

SEnviro node logic modules

5 BASIC CONFIG
6' =3 COMMUNICATION
i
% =5 SENSING
&) 1
©) ACT
o
o v
G |
[ ENERGY UPDATE
SAVINGS MODE

Figure 2. Different behavior conceptual parts.

Figure 3 reveals a state machine that IoT node arises to fulfil with its functionality. A state
machine can be a theoretical mechanism, or a digital device in our case, that defines a set of states,

and movements between states which are performed according to specific criteria [32].

i ~

CATION

Figure 3. A state machine defined using the logic modules defined.

The two main components of a state machine are states and transitions. The states are points on the
machine where it performs some action, in our case the defined logical modules. Transitions are a set
of conditions that must be met for a machine to pass from the current state to another, these transitions
will depend on the input of sensors, battery, or elapsed time, for instance.

It is important to note that the state machine can only be in one status position at a time.
That means that the machine only must check the conditions of the current state (depending on

11
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the IoT node state, battery, sensing values, and so on) and verify the new state to which it will
subsequently move. The state machines require a persistent memory (provided by the IoT node) and
the ability to perform logical operations. The logical operations are those that determine the actions of
a state and calculate the conditions that must be met to move to the next state.

More specifically, the defined state machine is adapted to the previous behavior shown in Figure 2,
although some differences appear that are detailed below. The Logic control module corresponds to the
state machine itself. The state machine connects and determinants the different states depending on
the transitions.

The first difference is the Basic Configuration module, which does not appear directly, but does so
through the INIT state. The INIT state is where the configuration variables will be defined, and the
first values will be set. These variables will be updated throughout the procedure of the state machine
and will be used to discern between states.

The states energy mode, sensing, acting, communication, and update correspond to the modules that
bear the same name and perform the same function. The sensing and acting states may return to their
own state depending on the number of sensors and actuators.

The Sleep state supposes another difference from the previous version. It is responsible for putting
the machine into rest mode and for applying the energy strategies determined in the energy mode state.

The energy mode state is the first to be activated after initialization; this is because the first step
will be to determine the amount of battery, and thereby adapt to the best possible energy strategy to
ensure the IoT node life cycle.

4. A Technological Solution to Develop IoT Nodes Using Open Hardware: SEnviro Node

In this section, an example of the IoT node (called SEnviro node) which follows the proposed
architecture is presented. The section is divided into three subsections. The first subsection shows how
the IoT node is built at the hardware level. The second subsection details how the IoT node works
at the software level. Finally, the last subsection analyses the energy consumption both theoretically
and practically.

4.1. Building a SEnviro Node

The main objective of the current work is to propose an example of IoT node which follows the
architecture made using open-hardware components, as detailed in the previous section. In this way,
the development below is composed intimately of these types of elements.

Following the physical components defined in Section 3, the IoT node is composed as shown in
Figure 4. We now detail how each defined group (Core, Sensing/Acting, Power Supply and Communication)
is developed. The same categorization is used to describe each component in Table 2. The total price
per SEnviro node is €256.45. In what follows, each component is detailed and classified in each
fixed group.

e Particle (Figure 5): This component has been chosen to be part of the core of the IoT node.
As introduced in Section 2, the Particle Electron microcontroller follows an open-source design.
As shown in Figure 5, this microcontroller is present in different blocks defined in Figure 1,
such as Core, Power Supply and Communication. In the first group, Core, the Electron acts as a
microcontroller and is responsible for bringing the node to life and implementing all business
models so that the node functions correctly. Unlike a conventional PC, Electron can only run
one program, which will be detailed in the next subsection. It incorporates a STM32F205RGT6
ARM Cortex M3 chip which works at a frequency of 120 MHz. It can be updated using OTA
updates. This functionality adds a considerable expansion regarding keeping each node updated
and supporting new functionalities or behaviors in the future without the need to physically go to
where the IoT node is deployed. The Electron will also be responsible for storing all the variables
to support a normal operation by using RAM (128 KB RAM) and ROM (1 MB Flash). Within the

12
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Core group, it will also function to keep the current time; this is possible because Electron offers a
Real-Time Operating System (RTOS) module.

The second group in which the Electron microcontroller is present is the Power supply. The Electron
provides a chip called MAX17043, which can measure the energy consumed by the microcontroller
(and all IoT node components). This microchip has an ultra-compact design, and its cost is meagre.

Finally, in the last group, Communication, the announced microcontroller provides 2G and 3G
(or any new technology such as 5-6 G) connectivity. The cellular module, U-blox SARA-U270,
allows an Internet connection. To do this, it has a cellular antenna, which is essential for the
microcontroller to establish a connection to a cellular tower. One difference from the version
presented in [7] can be found in the communication group. This new version provides 2G and 3G
connectivity instead of Wi-Fi. This feature increases the possibility of installing a node anywhere
with mobile data coverage.

e  Weather shield: This component is an easy-to-use circuit compatible with the Particle
microcontrollers (Photon and Electron). The Electron can interact with the world through pins
(30 Mixed-Signal GPIO), which will be used to connect this shield. The weather shield has built-in
barometric pressure sensors (MPL3115A2), relative humidity and temperature (Si7021). Besides,
the shield contains some RJ11 connectors to plug external sensors such as an anemometer and a
rain gauge. Table 3 describes all the features of the sensors. The weather shield is present in the
Core (Connectors) and Sensors groups.

e Solar panel: This component is waterproof, scratch resistant, and UV resistant. It uses a
high-efficiency monocrystalline cell. The output is 6V at 530 mA via 3.5 mm x 1.1 mm DC
jack connector. The solar panel will be used to charge the battery and offers an uninterrupted IoT
node operation. The solar panel is included in the Power supply.

e  Lithium ion battery: This component has a 2000 mA capacity and has been used to offer an
energetically autonomous platform. It supplies an output voltage of 3.7 V and is charged using
the power generated by the solar panel. The battery is included in the Power supply.

e  Sunny Buddy solar charger: This component is a MPPT solar charger and is included in the
Power supply. 1t is responsible for monitoring current flow and is limited to a specific value to
prevent damage to the battery. It is also an open-hardware component.

e  Soil Moisture: This component also has an open-hardware design, and through a simple breakout
it can measure the humidity of the soil. The two pads act as a variable resistor; the more water
there is in the soil, the better the conductivity between them. This results in less resistance and
higher output. It is considered to be a part of the Sensor group.

e  Weather meters provide the three components of weather measurement: wind speed,
wind direction, and rainfall. It offers RJ11 connectors, which facilitates installation with the
above-mentioned weather shield. The weather meters are included in the Sensor group.

An enclosure has been designed to house all the components and to protect the electronic
components. The box has been purposely designed to meet this end (Figure 6), it has been printed
using a 3D printer, and is valid for printing using polylactic acid (PLA) filament. Each node is identified
by a QR code. This code is used to claim a device and start to collect data from the node.

13
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Figure 4. A list of open-hardware components to build a SEnviro node.
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Figure 5. The different components used to build the Core Power supply and Communication groups.

Figure 6. 3D printed enclosure.
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Table 2. Components list included in the SEnviro node.

Category Component Description Cost

Core Microcontroller board Particle Electron €63.41
Shield Weather Base Shield V2 €27.02
Box for sensors 3D printed box €10.00
Some connectors and cables €5.00

Communication 3G module Included in Particle Electron €-

Sensors Temperature and humidity sensor €12.60
Rainfall, wind speed and direction sensors €65.41
Soil temperature €8.46
Soil humidity €421

Included in Lithium Battery

Power supply Battery 2200 mAh 3.7 V €-
Solar panel 3W Solar Panel 138X160 €38.79
Sunny Buddy MPPT Solar Charger €21.55
Gauge counter Included in Particle Electron €-

Table 3 summarizes all the information about the Sensors used in this proposal. All the Sensors
that have been chosen are open hardware and low cost. Despite their low price, most of the sensors

used in industrial environments obtain reliable measurements.
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4.2. Details of the Behavior

As indicated above, the microcontroller will be in charge of orchestrating the general operation of
the node. That will be possible through a program, or sketch, that is responsible for giving functionality
to each of the hardware components that make up the node. In this way, following the logic modules
and state machine defined in the previous section, a sketch is developed. The Figure 7 shows at a
global level how each module has been used. We will now go on to detail each of them and how
they work.

LOGIC CONTROL
BASIC CONFIG
Sensors to R
A List of acts Frequency Comm. config Update Energy mode
ENERGY OBSERVE ACT COMMUNIC. UPDATE
SAVINGS MODE
Temperature
Update
Soillair moisture Send
Adjust energy ! Atm. pressure Not used ’
mode SLEEP
Rain Receive Apply energy
Spe./dir. wind mode

Figure 7. A workflow of the behavior modules.

The first module is Logic control, which does not have a specific functionality. It is responsible
for joining the different modules in a coherent way. As in [7], two modes are defined, initial (INIT in
states machine) and loop modes. The initial mode is executed as an initializer when the node boots.
When the initial mode is complete, the loop method is executed repeatedly while the node is on.

The Basic config module is responsible for storing and managing the basic configuration/settings.
Part of its configuration is defined in the initial mode and updated during the loop mode. The basic
configuration is responsible for defining aspects such as which sensors will be consulted, the list of
actions to be performed on the actuators, the observation frequency, the configuration to establish an
M2M communication and checking whether the IoT node has a new update.

Within the loop mode, which is executed depending on the frequency of the Basic config module,
the first module is the Energy savings. This module determines the energetic strategy depending on the
battery charge. Three different modes are defined, each of which are detailed below.

e Normal mode: the most usual operating mode. The node works with the defined observation
frequency (10 min).

e Recovery mode: the observation frequency is maintained, but the observations will not be
sent to the server, instead they are stored in the microcontroller EEPROM memory. The stored
observations are sent when the IoT node has better battery conditions.

e  Critical mode: the IoT node does not collect new observations and goes into the most in-depth
sleep mode.

The second module, Observe, consults from among the available sensors those that are indicated
in the configuration. Among them, it includes the temperature, soil and air humidity, atmospheric
pressure, rain, and wind speed/direction sensors. This module is responsible for transforming the
signals from the sensors to obtain the correct values and adapt the values to the correct units for each
phenomenon. For example, it treats the electric pluviometer pulsations and transforms them into the
corresponding milliliters.

The next module is Act, which carries out actions on the available actuators. Although the current
IoT node does not have an actuator due to the use case in which it has been applied, it is considered to
define a general solution which is transferable to other scenarios with different requirements.
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The next module is the Communication module. It has two differentiated functionalities:
sending and receiving. To achieve this, the module establishes a connection using the 3G module
included in the Electron microcontroller. Each node uses the MQTT protocol to set up M2M
communication. They define an MQTT client that can send and receiving data. To do so,
the node takes on the role of publisher to send sensor observations. Each observation is published
on a different topic. In this way, a hierarchical organization is defined; that is, the sensor ID
plus the phenomenon type name, for example /current/4e0022000251353337353037/Temperature or
Jcurrent/4e0022000251353337353037/Humidity. The first hierarchical level (current) determines that the
topic is in real-time. Another topic at the same level, called lost, is defined to send lost observations
(due to in connection issues or the energy mode).

Moreover, MQTT is used to establish a dual communication between nodes. Each node is
subscribed in different topics to trigger updates (OTA), or note which sensors should be consulted.
The JSON format is established to code both incoming and outgoing data.

The last two modules are in parallel; this implies that they cannot be executed at the same time in
the same iteration. The first one, the Update module, is responsible for enabling the deployment of a
new update. Through the Communication module, when a new update message arrives in the update
topic for a particular node, the update mode is activated and, to receive the update, the sleep state is
not applied.

Finally, the last module, and one of the most important regarding energy consumption, is the sleep
module. On the one hand, the Electron microcontroller offers different sleep modes, depending on
which functionalities are active. The microcontroller provides a sleep operation, which is characterized
by various parameters to determine which features are restricted to reduce power consumption.
The sleep operation can be accompanied by seconds, which is used to define the sleep period. Also,
the Electron supports the possibility to awaken using some external interruption in one of its pins.

In addition to the possibility of awakening the microcontroller, the sleep mode is also required.
All the available modes are detailed below:

e  Without any argument. This option does not stop the execution of the sketch. The node continues
running normally, while the 3G module remains in standby mode. The energy consumption is
from 30 mA to 38 mA.

e SLEEP_MODE_DEEP: this mode turns off the network module and puts the microcontroller in
standby mode. When the device wakes up from the deep suspension, it restarts and executes all
the user code from the beginning without maintaining the memory values. Its consumption is
about 0.0032 mA.

e SLEEP_MODE_SOFT_POWER_OFF: this mode is like SLEEP_MODE_DEEP with the added
benefit that the fuel gauge chip also sleeps.

e SLEEP_NETWORK_STANDBY: this mode is like SLEEP_MODE_DEEP but it does not turn off
the 3G module. It reduces the amount of energy needed to reconnect with the operator when the
Electron reboots from SLEEP_MODE_DEEP.

The Figure 8 shows at a generalization of how the node works at the energy level and how it
applies the sleep operations previously listed. In this way, three different modes are defined depending
on the battery level at any given time. These modes are listed below.

e Normal mode. When the battery is higher than 25% the node performs shipments depending
on the observed frequency. The basic sleep mode is applied as detailed in the definition above.
In addition to using the seconds to wake up, it can also use the rain gauge pin to wake up, and in
this way accumulate the quantity of rainwater during the period in which the microcontroller is
sleeping. The connectivity module is running while the cellular module is in standby mode.

e  Recovery Mode. When the battery is at less than 25%, the recovery mode is activated, and no new
deliveries are made until the battery exceeds 35%. The observations are saved in the EEPROM
memory and are labelled with a timestamp at the moment of capture.
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e  Critical Mode. If the battery is at less than 15%, the critical mode is activated. In this mode,
new observations are not produced or stored in EEPROM memory. The node goes into deep sleep
and wakes up every 60 min to monitor the battery level. The critical mode is stopped when the
remaining battery level is greater than 20%, and the node continues in recovery mode until it
exceeds the threshold of 35%.

All the values defined above to categorize each mode have been fixed empirically. Depending
on the different energy modes, we have tried to balance the behavior of the normal mode without
compromising the total loss of battery, which this last would produce the loss of autonomy.

Sleep ON <—{ New iteration ‘4—@4

L. Active
#1 Recovery Mode

- R | Send b

Desactive
Recovery Mode

Battery No

Deep Sleep ON
| No

Yes . Batfery
" 25% -4 60 minutes
h

Critical Mode

Figure 8. Energy modes diagram.

4.3. Autonomous Power Supply

This section details some aspects regarding energy consumption. The first subsection shows the
theoretical energy consumption. The second subsection offers the energy consumption tests in a unit
of the SEnviro node.

4.3.1. Theoretical Energy Consumption

Table 4 shows the energy consumption of the Electron microcontroller in the different modes
(normal, sleep and deep sleep).
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Table 4. Particle electron energy consumption.

Mode Energy Consumption (mA)
Operating Current (uC on, Cellular ON) 180-250

Peak Current (uC on, Cellular ON) 800 (3 G), 1800 (2 G)
Operating Current (uC on, Cellular OFF) 47-50

Sleep Current (4.2V Li-Po, Cellular OFF) 0.8-2

Deep Sleep Current (4.2V Li-Po, Cellular OFF) 0.11-0.13

Consumption can vary considerably depending on the peripherals connected to the board.
The different components along with their energy consumption are shown in Table 5.

Table 5. Sensors energy consumption.

Component Energy Active (mA) Energy Standby (mA)
Temperature and humidity sensor 0.15 0.00006
Barometer 2 0.002
Temperature (sonda) 1-1.5 0.00075-0.001
Rainfall, wind speed and direc. sensors (passive) - -

MPPT 2.5-3.5 0.085

To obtain the theoretical consumption, we consider the IoT node operating in the normal energy
mode defined in the previous section. The other modes have a secondary role, and the normal mode is
executed throughout the majority of its life assuming a proper operation.

In what follows, the Table 6 shows the seconds of each hour in which the node is applying
energy-saving techniques, sending data or in the normal mode. The microcontroller consumes 19.3 mA
every hour.

Table 6. Particle electron energy consumption in the normal mode.

Mode Seconds Energy Consumption (mA)
Peak Current 60 13.33 (3 G)
Operating Current (uC on, Cellular OFF) 300 4.17 (worst condition)
Sleep Current 3240 1.80 (worst condition)

The consumptions of all sensors included in the SEnviro node version are shown below.
We consider that all sensors are active for 60 seconds during each iteration, which corresponds
to the period in which the microcontroller is active. Table 7 shows the consumptions of the components
per hour, in total it needs 2.1625 mA.

Table 7. Component energy consumption per iteration.

. Energy Energy
Component Active Standby Standby Standby Total (mA)
Seconds Seconds
(mA) (mA)
Temperature and humidity sensor 360 0.02 3240 0.00005 0.02005
Barometer 360 0.20 3240 0.0018 0.2018
Temperature (waterproof) 360 0.15 3240 0.0009 0.1509
Rainfall, wind speed and direc. sensors 3600 - - - -
MPPT 1800 1.75 1800 0.0425 1.7925

Regarding the MPPT, it has a consumption of 3.5 mA every hour when it is active (when it charges
the solar panel) and 0.085 mA in standby. The number of solar hours in Spain has been taken into
consideration, considering an average of 12 solar hours (minimum 9.5 solar hours and maximum
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14.9 solar hours). The consumption of the rain gauge and anemometer is negligible since they are
passive circuits.

In this way, the total consumption of the node (microcontroller, sensors, and components) is
21.4625 mA in the normal energy mode. Thus, with the indicated battery (2000 mA), the node can work
continuously for 93.19 h, which corresponds to 3 days, 21 h and 11 min until the battery is exhausted.

As detailed above, two modes have been added (Recovery and Critical) to prolong the life of the
node, with which it is expected to extend the life of the node to so that it can function in long cloudy
periods with little presence of the sun.

The recovery mode starts up when the battery is at less than 25%, that is when it reaches
approximately a battery load of 500 mA. Table 8 shows the energy consumption of the different
states within the recovery mode. Unlike the normal mode, the recovery does not realize deliveries;
otherwise, the node saves the observations in EPROM, to be sent later, when it goes into normal mode.

Table 8. Particle electron energy consumption in recovery mode.

Mode Seconds Energy Consumption (mA)
Operating Current (uC on, Cellular OFF) 360 5.00 (worst condition)
Sleep Current 3240 1.80 (worst condition)

The energy consumption of the microcontroller in Recovery mode is around 6.80 mA per hour,
to which should be added the consumption of the components (2.1625 mA) shown in Table 7. In total
on consumption of 8.9625 mA, and with the remaining battery of 500 mA, the node could extend its
life to 55.788 h (2 days, 7 h, 18 min) until the entire battery was discharged.

The last and most severe mode is the critical mode, which is activated when the battery is at less
than 15%, that is when it reaches approximately a load of 300 mA. Table 9 shows the consumption of
the different states within the critical mode. Unlike the other modes, the critical mode keeps the node
in a deep sleep and only wakes up to check the battery status, it does not consult the sensors, so any
observations are lost.

Table 9. Particle electron energy consumption in critical mode.

Mode Seconds  Energy Consumption (mA)
Operating Current (uC on, Cellular OFF) 5 0.07 (worst condition)
Deep Sleep Current (4.2V Li-Po, Cellular OFF) 3595 0.1298 (worst condition)

In this case, the sensors are not being consulted, despite this a consumption of 0.02916 mA is
generated during the period in which the battery level would be consulted, since the sensors are in a
standby mode. To this the consumption of the microcontroller of 0.1998 mA per hour should be added,
so that the total energy consumption of the critical mode would be 0.22896 mA per hour. With this
consumption and with the remaining 300 mAh, the node could extend its life to 1310.27 h (54 days,
14 h and 16 min).

Figure 9 shows the theoretical energy consumption of the node. The chart indicates when changes
in energy modes occur. These changes would occur: from the normal mode to the recovery on the 3rd
day; from the recovery mode to the critical the 5th day; and through the critical mode, the node would
be without a battery after 37 days (864 h).
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Figure 9. Theoretical energy consumption without solar panel.
4.3.2. Real Energy Consumption

The first test without a solar panel and using only the normal mode with a 2000 mAh battery
reveals 73.5 h of autonomy. Nonetheless, the real test suggests that under such conditions the energy
consumption is 27.25 mA per hour, instead of the 19.3 mA defined in the theoretical consumption.
If we compare the results obtained with the solution presented in the previous version of SEnviro,
we obtain a substantial improvement, tripling the energy autonomy.

This result seems satisfactory in terms of being able to deploy the nodes and keep them
permanently active. The developed IoT node could keep the sensor alive for three days, one hour
and 30 minutes without any charge through the solar panel. The first energy problems could appear
after three cloudy days without any sun. However, even on a cloudy day, according to the tests
made, the solar panel can charge with a low frequency or maintain the battery. Besides, the solar
panel presents very satisfactory results; it can charge the battery with an approximate rate of 200 mA
per hour.

As will be shown in the next section, five SEnviro nodes were deployed for 140 days, and none
of them presented energy problems. During this period there were several consecutive cloudy days,
which did not affect node operation. The solar panel also managed to charge during some of those
days, although at a lower rate.

The chart below (Figure 10) shows the time series of the battery level of one of the nodes. It shows
the recharge capacity of the solar panel, which manages to reach the highest battery charge possible in
a few hours. The maximum level has been 87.4% of battery. We can assert that, on sunny days, at the
end of the night, the battery never drops below 60.77% and manages to recover its charge in 3 h of
sunshine. On cloudy days (like the 2nd of November) the battery can maintain the level and increase
with a low rate. During the period indicated period no node entered into recovery mode.
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Example of charging and discharging the battery using the solar pane

Figure 10. Example of charging and discharging the battery using the solar panel.
5. Use Case: SEnviro Node for Agriculture

This section presents a use case to test and validate the platform presented in the previous sections.
First, the context where the SEnviro node has been deployed is described. In the second subsection,
a sensor network deployment in vineyards is described. Finally, an IoT platform (SEnviro connect)
developed to manage SEnviro nodes, and show sensor data and detected alerts is detailed.

5.1. Viticulture Context

One of the areas which has experienced the greatest adaptation of IoT platforms is viticulture.
Viticulture has historically been characterized by obtaining a high-quality product. This has been made
possible by many factors: the selection of suitable soil and climatic zones, as well as the varietal wines
and the work of the winegrower in managing vineyards [33].

SEnviro for agriculture is used for monitoring and detecting vineyard diseases. The two
components (SEnviro connect and Node) shown in Section 4 are applied to work together to achieve
this goal. The main objective is to adapt both platforms to follow the models of diseases on vineyard
crops. Based on previous studies about different models to predict vineyards diseases [34-37], we have
defined four different diseases to predict. These are Downy mildew, Powdery mildew, Black rot or Botrytis.
In what follows, these vineyard diseases are briefly summarized.

e Downy mildew: it looks like yellow to white spots on the upper surfaces of the leaves.
The infection can start after rain or heavy dew. As the disease progresses, the leaves turn brown
and fall off.

e Powdery mildew: initial symptoms appear as spots on the upper leaf surface that soon become
whitish lesions. It grows in environments with high humidity and moderate temperatures.

e Black rot: a fungal disease that attacks grape vines during hot and humid weather. It causes
complete crop loss in warm or humid climates but is unseen in regions with arid summers.
This disease also attacks the shoots, leaf and fruit stems, tendrils, and fruit.

e  Botrytis: a fungal disease that can occur anytime during the growing season, but most commonly
occurs near the harvest time. At that time, birds and hail damage can encourage infection. Usually,
Botrytis infects ripe berries.

All these diseases are based on meteorological conditions. For that reason, the SEnviro node is
adapted to collect information on eight meteorological phenomena, which are directly related with
these disease models. To do so, the node includes sensors to measure soil and air temperature, soil and
air humidity, atmospheric pressure, rainfall, wind direction, and wind speed.
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5.2. SEnviro Nodes Deployment

Five units of the SEnviro node have been deployed; four nodes have been installed in vineyard
fields in the province of Castell6 (Spain) Figure 11, and one unit has been reserved for testing in a more
accessible location, closer to the laboratory (Table 10). At the time of writing this study, the nodes have
run continuously and uninterruptedly for 140 days. Each node sent an observation every ten minutes
during the vine season 2018.

Figure 11. Some pictures about all SEnviro node deployments on vineyards.

Table 10 summarizes the success of all observations during this period. The unit with the best
success ratio is number five, which showed a 98.75% rate of success (this unit was only deployed for
69 days). The worst performing unit is number four, the one which had its battery changed.

Table 10. List of SEnviro nodes deployed.

S. Num. Location (Lat, Lon)  Succes. Obser. Lost Obser. Success Rate
1 39.993934, —0.073863 18,354 1230 97.86%
2 (Figure 11a)  40.133098, —0.061000 19,055 109 98.00%
3 (Figure 11b)  40.206870, 0.015536 18,152 161 97.05%
4 (Figure 11c)  40.141384, —0.026397 18,729 440 91.96%
5 (Figure 11d)  40.167529, —0.097165 9626 68 98.75%

Some alerts were launched during this period, related to both vineyard diseases and the node
itself. The objective of this study is not to evaluate or validate the different models applied to predict
vineyard diseases, because there are various studies in the bibliography which have already done so.
Our study only presents a validation to test the IoT architecture and how it can be used to monitor and
predict disease in vineyard fields.

5.3. SEnviro Connect

The IoT node defined in the previous sections forms part of a complete IoT project called SEnviro
for agriculture. Figure 12 summarizes all elements of the annotated project.

At the hardware level (the purple part in Figure 12), we can locate the presented IoT node. If we
look at SEnviro at the software level (the blue part in Figure 12), we find the SEnviro connect [38].
It provides a technological solution to manage and analyze loT data. There are two layers covered by
SEnviro connect, the Middleware layer, and the Application/Business layer.
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Figure 12. A general overview of the full IoT environment.

One of the most important components to establish a bridge connecting IoT nodes with SEnviro
connect is the broker. The broker offers a publish-subscribe base messaging protocol, called MQTT.
It is designed for connections with remote locations where the SEnviro nodes are located; usually,
the network bandwidth is limited. This component is based on a RabbitMQ instance. All components
listed in the Figure 12 are detailed in [38].

Moving from cloud to client, as a first prototype (Figure 13), a client based on HTML5, JavaScript
and Cascading Style Sheets (CSS) has been developed. This client has been developed using Angular
framework and follows a responsive design. The client is divided into two basic views, one view
shows the SEnviro node state (battery, location, last connection, and node alerts); and the second one is
focused on the vineyard use case.
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Figure 13. A screenshot of the SEnviro connect showing all SEnviro nodes deployed.

The first view (Figure 14) is more focused on managing the SEnviro nodes. In this way, new nodes
can be claimed or edited. As stated above, each node has a QR code, the node can be claimed by
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recognizing the QR or adding its ID (Figure 15). A wizard has been developed to provide information
about the location in which the sensor is installed, such as location (using GPS), smallholding name,
and a picture of the deployment. When a SEnviro node is claimed it is listed and some information
about it, such as battery percentage, state alerts (low battery or off-line node), and location, is shown.
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Figure 14. A screenshot of the SEnviro connect showing the node management view.
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Figure 15. A screenshot of the SEnviro connect showing the wizard to claim nodes.

The second view is developed to visualize sensor observations and alerts in a way which is
adapted to the stakeholder (Figure 16), in this case, vineyard farmers. The proprietary sensors are
listed on a map using markers. When a user clicks on one of them, the client displays a new lateral
window to show each phenomenon in a different chart (with different levels of aggregation). This view
is used to show the latest detected alerts from each supported disease model.
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Figure 16. A screenshot of the SEnviro connect showing the data and alerts for each node.

Four vineyard farmers have tested the web app during the 140-day period in which the SEnviro

nodes were deployed in their smallholdings. Their opinions have been used to reorient some design
aspects relating to the visualization of the information.

6. Related Works

Related research on IoT nodes is reviewed in this section. In the literature, there are different

approaches which are similar to SEnviro. All selected studies use open-hardware components. Some of
these studies are analyzed in detail, and a comparison is provided in Table 11. To compare the
previously reviewed studies, we propose using the following features to characterize each one.

Platform: refers to the microcontroller model that the system uses.

Connection: wireless connections available for the system. Scale: Wi-Fi, Bluetooth, ZigBee,
and others.

Phenomena: that the system can measure. Scale: Temp., Hum., Dust, Bar., Noise, and others.
Cost: in terms of money to deploy the system. Scale: Euros.

Energy savings: indicates if the IoT node applies energy strategies. Scale: Yes/No.

OTA: symbolizes if the IoT node supports OTA updates. Scale: Yes/No.

M2M: shows if the system follows M2M communication. Scale: Yes/No.

Client: means if the system provides a client for visualizing the sensors and observations. Scale:
Yes (what kind) /No.

Energy autonomous: indicates if the system can be considered as a client to visualize the sensors
and observations Scale: Yes (what kind) /No.

Subsequently, we describe all analyzed studies, and include only those in which open hardware

has been used.
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e In the previous SEnviro version [7], the authors show a full open-hardware solution to monitor
environmental phenomena. An Arduino microcontroller with a Wi-Fi module is used to connect
with a TCP/IP stack. They use a RESTful interface to enable M2M connectivity. The proposal is
validated in a smart campus scenario, where five units were deployed.

e  The paper [39] presents a smart lamp design to optimize the indoor thermal comfort and
energy savings, two important workplace issues in which the comfort of the workers and the
consumption of the building strongly affect the economic equilibrium of a company. An Arduino
mega with a Bluetooth wireless shield is used to control different included sensors to monitor
environmental conditions.

e  The authors in [40] design a wearable healthcare sensors platform to monitor pervasive healthcare
phenomena. The work uses an Arduino-based microcontroller called Lilypad. This platform
offers a Bluetooth interface to connect with an Android app.

e  Ref [41] present a low-cost environmental node to monitor Carbon Monoxide (CO), temperature,
relative humidity, particulate matter 2.5, noise and UV radiation sensors. In this case, a Stalker
microcontroller is selected to build the proposed solution. The solution is presented as an
autonomous energy platform, it has two solar panels and a battery to support this last feature.

e  The paper [42] shows a weather station with temperature, barometer, atmospheric pressure,
pluviometer, and anemometer sensors. An Arduino is used as a microcontroller to collect and
send data to a Raspberry. This Raspberry acts as a gateway to connect to the Internet using an
Ethernet connection.

e  Ref [43] proposes a node development using an Arduino microcontroller with RFID connectivity
to monitor air pollution on roads and track vehicles which cause pollution over a specified limit.
The proposed node has various gas sensors, such as CO, sulfur dioxide, nitrogen dioxide and
methane.

e The authors in [44] present an intelligent multisensor framework based on the BeagleBone
Black platform. The designed node can become an instrument for monitoring, preservation,
and protection of several environments. To test the proposed framework, they conducted the
prototype in an art gallery.

e  Lastly, in [45], the authors combine hardware sensors with a Raspberry 3 and demonstrate an
automatic telephone log device capable of capturing environmental events both automatically
and through user-input. An MQTT broker is used as a data publisher.

In what follows, we will analyze the different features of the studies mentioned above. As shown
in Table 11, most of the studies analyzed use the Arduino platform. Although Arduino is the most
widely used platform, it is not the microcontroller that provides the best performance and features.
Its popularity is based on its price and ease of purchase. Despite this, Arduino is not the best option
for scenarios where connectivity (3G) and power autonomy are required, since, as we have detailed in
Section 2, there are better options such as Particle Electron or Hologram Dash.

Our approach, unlike all the studies analyzed, offers a 3G connection. This kind of connectivity is
the most autonomous solution among all the analyzed studies, because it does not need any installation
where there is coverage.

The selected phenomena used for each study depend on the final IoT scenario in which the solution
will be deployed. In our case, our validation scenario requires the monitoring of meteorological
phenomena. Other projects are focused on other scenarios and require environmental or presence
Sensors.

Only four studies detail the final price of their solution. The total price depends on the number of
sensors included and the features and functionalities that each microcontroller can perform. Our system
is more expensive than [41,42], but our solution includes more sensors and adds energy components
such as a solar panel, MPPT and a battery. The new SEnviro version is cheaper than the previous one,
the difference being €29.83.
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Another analyzed feature is the IoT node energy consumption, but it is only the two SEnviro
approaches that apply energy savings and show consumption. The improvement between both
versions is substantial; the first version consumes 90 mA per hour, and the second version,
despite having a 3G module, which leads to higher consumption, has a power consumption of
21.46 mA, resulting in a reduction of 68.54 mA per hour.

Only one of the analyzed projects [44], similar to our approach, follows the MQTT protocol.
Five analyzed projects (including SEnviro) follow RESTFul communication. This kind of protocol is
not appropriate for IoT solutions when considering the resource, bandwidth, and energy restrictions
of IoT devices [46].

Some studies propose webApp [7,40,41] or mobile app [39] clients to manage IoT nodes in terms
of visualizing the collected sensor data. Our approach offers a responsive web app client to adapt the
layout depending on the final device.

Finally, only three analyzed studies [7,39,41] can be considered an autonomous energy solution.
If we add the feature of autonomous connectivity (Connection column), only our approach can be
considered a fully autonomous solution.

7. Conclusions

The proposed IoT node presented throughout this paper follows the DIY philosophy and is based
wholly on open hardware, using low-cost components. Another main objective of the study is to detail
and describe, step by step, how to form IoT nodes and present a replicable study to empower citizens
to make their own creations, thus fostering citizen science developments [47,48].

First, a generic IoT node architecture is introduced, defining the physical and logical aspects
intended to cover any IoT application. This architecture follows a modular design at both hardware and
software levels. Section 4 proposed how to build an IoT node and fulfils all the requirements presented
in Section 3, using open-hardware components. Providing a full open-hardware solution provides
several benefits [7], including access to a large community of developers or makers, which increases its
impact. Additionally, it facilitates the possible improvement of the platform by leaving it in the hands
of the community.

Some improvements have been added concerning the preliminary SEnviro version; as shown
in [7]. The most relevant is the 3G connectivity, which offers greater freedom when the node is set
up and supports adaptation to a wide range of different IoT scenarios. Another improvement is
the possibility to change the behavior of the IoT node using OTA updates, and be an energetically
autonomous solution. The energy tests carried out reveal that the device can be kept alive for more
than 3 days, following the normal energy mode defined. The recovery and critical modes would allow
a longer duration of the life of the node without sending observations, thus providing more than 800 h
of life without any power charge.

A full validation of the proposed architecture has been accomplished. It has been used in the IoT
field of smart agriculture [49], more specifically to monitor small vineyards. The IoT node is integrated
into an IoT management platform to analyze sensor data, called SEnviro connect. SEnviro connect can
launch alerts about possible diseases in the vine.

Concerning related studies, SEnviro node offers a completely autonomous solution in terms
of energy and connectivity. Our proposal is the only one that presents the possibility of being
updated remotely. Moreover, it follows M2M connectivity (MQTT), suitable for these types of devices.
SEnviro node applies energy saving, and the cost is adjusted to the components used.

Regarding future research, our objective is to perform a large-scale analysis of the different IoT
standards and adopt one of them to increase the IoT node interoperability. Also, sensor meshes are
planned to react depending on the context in which the node is located. These meshes will be used
to establish strategies for energy and connection savings, and they will be deployed in the same
smallholding to ascertain a more in-depth understanding of the real state of the overall area. The last
improvement is to consider the particular features for each meteorological phenomenon [50] and
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take into account where the nodes are deployed, or if a new sensor box is designed. For example,
considering a ventilated case (which we are already working on), or defining rules for when a new
unit is installed (distance from the ground) to take more precise measurements, among others.
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Abstract: In the process of animal husbandry production through grazing, animals are active in
large grassland or mountain areas, and it is very difficult to obtain and deal with the information
on animal activity and state of life. In this paper, we propose a platform for operation of data
transmission and analysis system which gathers activity and status information of livestock. The data
collected in real time from integrated livestock sensor modules are anticipated to assist farmers
to supervise animal activities and health. While at the same time the improvements of viable
farming techniques are expected to reduce the impact of the livestock industry on the environment.
For the individual management of target livestock, the data collection system needs a convergence
technology with a physical active sensor, a wireless sensor network and solar power technology to
cover the wide area of mountains. We implemented a momentum data collection system to collect
and transfer the information of ecological and situations of livestock in grazing, which include sensor
and communication modules, repeaters with solar panels to cover the problems of communications
in wide grazing and a receiver connected to main server. Besides, in order to prevent data collisions
and deviations on multiple transmitter operation, we renewed the format of the communication
protocol and made a platform to analyze animal activities information by software. Finally, the
system and platform were applied and tested in National Rural Development Administration in
Republic of Korea.

Keywords: individual management of livestock; momentum data sensing; remote sensing platform;
sensor networks; technology convergence

1. Introduction

Raw information and reliable sources of animal production are important for the economy of
meat products. Meat is limited by shelf life and some meat with long shelf life is considered unhealthy
due to the use of preservatives [1]. Out of consideration of food safety and economic benefits, the
raw material information of meat should be controlled by the consumer, producer and distributer.
Consequently, how to collect and analyze the original information of animal production has become
an important research field, to which a variety of technologies have been employed [2].

Livestock management is an important issue for the green food industry, but the effective
management of the target animal is very difficult because of securing of animal issues of livestock [3],
increase of eco-friendly breeding methods [4], safety of foodstuffs due to the application of various
technologies [5], and the famer’s economics [6]. Regarding these issues, we need to be concerned with
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eco-friendly feeding methods and how to create and implement environments to effectively manage
livestock. In particular, applying the high-level technology such as bio-chemistry and/or genetics to
the food industry without appropriate treatment usually cannot guarantee safe foods. Besides, the
use of these technologies is strictly protected. Thus, we have to apply the higher-level technologies
carefully and selectively.

China is a big country in the production of animal husbandry, and the annual output of livestock
and poultry products is considered the highest in the world. In 2015, the total output value of China’s
animal husbandry was 2 trillion and 978 billion 38 million Chinese Yuan, up 2.85% from the same
period (Data source: China National Bureau of Statistics). However, the production efficiency is very
low and the data statistics are difficult. Furthermore, China’s livestock industry has led to huge carbon
emissions [7]. It is a problem to improve the production animal husbandry in China. And large-scale
raising of livestock cannot be maintained in places, because the amount of available arable and grazing
land is decreasing due to urbanization. The livestock contamination issues are very serious social
problems to maintain in terms of the green environment.

In Korea, as the agricultural economic structure changes, the total number of famers in the
livestock industry is gradually decreasing. The main cause is the decrease in the income of livestock
industry workers. Therefore, the increase of the livestock industry workers’ income needs to be
considered for the livestock environment and structure of farmers” incomes [8].

For the above-mentioned reasons, it is important to construct an effective technical path to
manage the livestock according to changes in the livestock environment including livestock diseases.
Health condition of livestock can be predicted with the physical activity of the target livestock.
Traditional farm monitoring, such as using written notes or a simple device without data sharing
capabilities, is an inaccurate method with high probability of human error. The health information of
the target cannot be the useful data for management of the target and the use of Global Positioning
Systems was proposed, but it required detailed field maps and was costly due to the involvement of
transmission of data from satellites so, it is not suitable for real field [2].

In order to meet the requirements, the proposed system is implemented to have the ability
to collect and transmit data of real time physical activities in wide range mountainous areas.
After collecting raw data, the data will be analyzed to satisfy the issues. In order to monitor livestock,
shed monitoring system based on a wireless sensor network [9,10] uses bio and environmental
sensors such as temperature and humidity [11]. Advanced management of livestock sheds uses
infrared wireless sensor nodes and unmanned surveillance cameras [12]. Studies on the monitoring
of the livestock state had been carried out on the IoT-based cattle biometric information collection
terminal [13], cattle health monitoring system based on biosensors [14], design and implementation of
livestock disease prediction system [15] and etc. However, the application of these systems is limited
to a narrow field of livestock sheds, so it is difficult to be applied in the free-range grazing system.
Muhammad Fahim et al. [16-18] proposed a method of using the accelerometer sensor of the smart
phone to recognize user situations (i.e., still or active) and developed a cloud-based smart phone
application supported by a web-based interface to visualize the sedentary behavior. Complex and
large-scale sensor communication [19] is needed under these circumstances.

In this paper, we propose a momentum data collection system to provide ecological information
and situations of livestock in grazing. In order to operate an unmanned ranch, it is difficult to
apply high price sensors with high performance for economic benefit. We constructed a solar power
supply system for the outdoor data repeater with low power consumption using solar panel and
designed a data transfer platform for the analysis and storage of physical activity information of
targets. We renewed the format of the communication protocol and data analysis method. The system
and platform were applied to an actual grazing field and tested in National Rural Development
Administration in Republic of Korea.
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2. System Design and Structure

The Data collection system is composed of three parts: data transceiver module with sensor
(Sensor Network Transceiver: SNR), repeater and main system. The sensors count the physical
activities of targets which can be recognized by target number by SNR. The repeaters were evenly
arranged and distributed on grazing land and the main system was installed in building inside a
data-base computer with data storage and analysis software.

Figure 1 shows the plane map of the grazing land. The capacity of area for a breeding stock that
requires 50 kilos of forage a day is about 1.5 kg per m?. 100 targets (Korean cattle) require an area
about 4500 m?.

@ : Main system (Receiver)

: Repeater

Figure 1. Operation Condition of the System in Grazing Area.

When cattle stay on the grazing ground, targets have a characteristic behavior of jumping, sitting,
running and rubbing for their feed. So, we have difficulties to get direct physical data by momentum
sensors. In general, sensors for receiving target’s Data [20] are attached directly on the leg of a target, so it
is very hard to replace them by workers; it should be designed to be a low power module with a long life
cycle. Unfortunately, the distance of the data transmission is related to power consumption of the SNR
module which has a limited transceiver distance by module’s design. Because high power consumption
equipment cannot be used for signal transmission [21] in wearable devices, a low power RF-IC is the
only choice for the system to minimizing power consumption. Therefore, in order to cover the wide
grazing, relay stations are necessary. For long time operation, solar panels are used to power them.
The conclusion is that we have to make a sensor module, a data transfer module and a solar-powered
repeater station for the transmission of the data in wide grazing. Information is eventually concentrated
in the main server. The information is stored in a database and analyzed by specially designed analysis
software, through which the behavior patterns of livestock can be summarized and utilized.

Figure 2 illustrates the overall flowchart of the system. When a sensor is attached to a cow’s neck
and is ready for operation, the sensor can detect the cow’s movement impact which produces electrical
signals or still—no signal. In this case, the sensor recognizes the impact as an Event. The movement
of livestock in general can be perceived by the sensor, but with the time interval, the validity period of
information will be different. The cow might move faster or slower. If the cow moves faster, it is a general
activity, signifying it is not a special activity signal. The events occur continuously within 4-6 s and
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when the impact signal appears once or twice within 8 s, it may be considered as a signal such as a cow’s
mount or a decrease in activity. If there is no more than 8 s of exercise, it can be divided into normal food
or an ordinary activity. Hence, we can recognize the cow’s activities. If the activity signal is divided into
an event failure, the signal patterns occurring within 4~6 s and the signal patterns that occur within 8 s
can be predicted to be the biological changes of the animals that have occurred. Therefore, through the
Event which is an electric signal by sensor, we detect the cow’s activity. The activity is within a specific
time range and accumulates the number—which is count—of activities in unit time. Normally, the
accumulated data (Number of events) can be transmitted to the main system for a period of time to
observe the activity characteristics of the cattle by analysis with graphs or raw data.

Start
(Sensor ready)
v

Detecting
(Physical event from cattle)

Type 1: Patterned event

(Physical event from cattle)
Eventtype

Type 2: Normal event
(Physical impact)

Else Event
(time)

Timing: Within 4~6 second

‘ Timing: Under 8 seconds

Reset Count Makethe pattem
(Count number of Activity) (Activity and time) (Activity)

Count: under 10 Nu of
Count

Count: over 10
)

Transfer the DATA to main system and renewal of
a monitoring display
(Number of count and time)

No
Power off
YES

Figure 2. Operation flowchart of the system in grazing area.

3. System Implementation and Test

3.1. Data Transeiver Module with Sensor

The SNR is made up of micro-component of impact-detecting, microprocessor and RF component.
The module case is waterproof and has a battery. The microprocessor operates by a call from the
main system which counts the number of the target’s physical activities from the impact-detecting
component, and the data transfer to main the system via RF components. In the case of previous
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research, the sensor is attached to cattle’s ears by piercing but attached/inserted type can be changed
to necklace type with target’s ID number [17] which enables easy recognition for each target. Figure 2
is a feature of SNR and its installation.

Figure 3 shows a feature of SNR and its installation. The SNR is made up of micro-component of
impact detecting, microprocessor and RF component. In previous research, the sensor was attached
on cattle’s ears by perforation. The attached/inserted type was changed to a necklace type with the
target’s ID number [22]. In this way, each target could be easily distinguished.

(a)

Figure 3. Feature and installation of the SNR on a target (a) SNR, (b) Feature of the module,
(c) Installation module on the target.

Figure 4 shows the IC structure of the SNR. Data are transmitted to main system through the
RF module—RFM69HCW [23] which is optimized for low power consumption while offering high
RF output power and channelized operation. The module case is waterproof and has a battery.
The microprocessor operates by a call from the main system which counts the number of the target’s
physical activities from the impact-detecting sensor.

§ REM69HCW
8 ANTENA

(b)

Figure 4. The PCB circuit of SNR (a) Battery and transceiver, (b) Microprocessor and sensor.

3.2. DATA Transmission and Repeater

To manage the wide area of grazing, the system needs repeaters shown in Figure 5. The grazing
has no power line, so wired electrical devices cannot be used. The repeater gets energy from solar
panels and transmits the data from SNR to the main system receiver [24], and transfers the call signal
from the main system to each sensor which can be recognized by the target ID. In that case, the wireless
signals get errors for several reasons such as target movements, weather and obstacles. So considering
these reasons, the data transmitter needs a special platform.

3.3. Format of Communication Protocol and Data Analysis

Detour path and traffic concentration problems are the fundamental problems of the general tree
routing protocols [25], which cause overall network performance degradation. The forwarding scheme
is prone to cause uneven load distribution and further lead to network congestion [26]. Nodes mounted
on targets move frequently, and constant end-to-end paths are rarely available [27]. It is a challenging
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task to maintain quality of service with respect to parameters such as high throughput, and minimum
end-to-end delay [28,29].

(@) (b)

Figure 5. Installation of the repeater with solar panel, (a) Installation, (b) Installation result, (c) Repeater.

As shown in Figure 6, the receiver and each SNR use a program to measure the time to synchronize
the data transmission cycle. However, if the data transmits and receives for a long time, data signal
collisions and deviations occur at the same time in each transmitter. In order to solve this problem,
each transmitter is synchronized by measuring time on each transmitter, and each transmitting time is
revised by the receiver’s origin time, which is the correct method.

(Transmitter) E 5:1.

1 Hour
10 Minutes
1 2 3 | 4 | 5 | 6
Sne_01 I | |
o
600 Seconds

Os 3s 65 ' EEE) 591s 5945 5975
s Snr 01
b i

I I
TS : Transmit time synchronized packet

Figure 6. DATA Transmission in single repeater with single transmitter.

In Figure 7, each transmitter is performed by the program in its own time, but each transmitter’s
data packaged by the algorithm with original time is allocated a data packet. The final data packet can
prevent data collisions and deviations on multiple transmitters operations. The data collects in the data
base in the main system from each sensor which resulted from a packet of single transmitter or multi
transmitter format. In some cases of the data transmission, the repeater makes a multi transmission
format in a 600-s time limit and the raw data format can cover one target cattle every three seconds, so
one packet can cover 200 target cattle every ten minutes [30].
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Figure 7. DATA Transmission in single repeater with multi transmitter.
The main system (receiver) has a packet communication protocol as shown in Tables 1 and 2.
The data protocol has 15 units of packet. In this study, one kind of data is used, which is count
number of physical activities of the targets. The packets could be extended, to such as temperature

and humidity. The sensors of temperature and humidity need a lot of electric power for a long time
operation. Thus, those sensors are not used in this study.

Table 1. The Sample of raw data received from packet.

Repeater No. [01] Receive Data
Origin Time Received Data Packet
13:02:28 FF FB FC F3 02 01 8C 9C 1B 39 00 07 FD FE FF
13:02:31 FF FB FC F3 03 01 01 0B E2 E5 00 0A FD FE FF
13:02:34 FF FB FC F3 04 01 0D 06 E4 EF 00 0C FD FE FF
13:02:36 FF FB FC F3 05 01 71 33 C5 62 00 OF FD FE FF
13:02:39 FF FB FC F3 06 01 55 68 1D D4 00 12 FD FE FF
13:02:42 FF FB FC F3 07 01 16 35 D8 1E 00 15 FD FE FF
13:02:45 FF FB FC F3 08 01 01 06 DE E1 00 18 FD FE FF
13:02:49 FF FB FC F3 09 01 0D 14 D5 F3 00 1B FD FE FF
13:02:52 FF FB FC F3 0A 01 03 27 CB F3 00 1E FD FE FF
13:02:55 FF FB FC F3 0B 01 06 1B 19 39 00 21 FD FE FF

The communication code is shown in the Table 1, the first column is the original time, and the
second column is the received data packet. There are 15 units in every data packet shown as Figure 8.

Data unit of Packet No.Ol4(index)

No.0 No.1 Receive Datz

/ ]) Received datd packet ‘

13:02:28 (33 Fg,FC F3 02 01 8C 9C 1B 39 00 07 FD FE FF
s 31 P23 SFF FB FC F3 03 01 01 OB E2 E5 00 OA FD FE FF

Figure 8. Structure of DATA unit of packet.
Table 2 interprets the unit formation by typical examples. The no. 0-2 units are for the Sync. from
sensor, repeater and main system by wireless communication. The no. 3 is Sensor ID. The no. 4 is flag data

for dividing from communication and activity data. The no. 5 is activity data which is accumulated from
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sensing unit time (NOW). The no. 6 is activity data which is accumulated from sensing unit time (Before
10 min). The no. 7 is activity data which is accumulated from sensing time (Before 20 min). The no. 8 is
packet sequence number which is divide the packets from get a lot of sensors (at a same time the receiver
can get a signal from many sensors at a same time, so the packet sequence information using for filtering
of not-useful packets). The no. 9 is the check sum bit. The no. 10 and 11 are real time activities data (MSB
and LSB). The no. 12 to 14 are end of communication Sync. Bit. After receiving the data, the main system
performs the formalization the data with the data base software shown as Figure 9.

After receiving the data, the main system performs formalization of the data with the data base
software as Figure 9.

Normally in livestock industrial field, the farmer needs an estrus [31] time of targets. The activity
graph shows the most important information about the state of the target, so it could be possible to
estimate insemination time [32].

Table 2. Definition of the packet units.

. Value
Packet Buffer Index No. Meaning M M
in. ax.
0 OXFF (Start-Sync.-First check bit) 252 252
1 OxFB (Start-Sync.-Mid. check bit) 1 250
2 0xFC (Start-Sync.-Final check bit) 252 252
3 Sensor ID 1 250
4 Flag Bits (DATA) 0 127
5 Number of activities (present) 0 250
6 Number of activities (before 10 Min.) 0 250
RF TX Buffer 7 Number of activities (before 20 Min.) 0 250
8 Packet Sequence Number 0 250
9 Check Sum 0 250
10 Time data bit—MSB (counting the time)
11 Time data bit—LSB (counting the time)
12 0xFD (End-Sync. check bit) I b .
13 OxFE (End-Sync. check bit) tcan be extension.
14 OXFE (End-Sync. check bit)
COW DETAIL INFO
Number Q Basic Info Cow Descent Show Dotk
55851 Number 55851 Row/Col " ke S
Gorder ¥ Brtday: 2016.03.21(Me14) [ '
55886 " =
Momer ;002 0861 9867 3 Father Sperm 82 F o0
392 ey Date ©: 002 1059 5585 1 .L::::r _[ S
177 2 Delivery Info S _[
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Figure 9. Analyzed information from the data in the Main system.
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Figure 10 is an activity graph about one target. The red line in the graph represents the average
activity every seven days and the blue line is activity number within one day. Farmers can estimate
the insemination time about the target with graph analysis. After formalizing the data, it is processed
into information and analyzed by the software that can provide a customized service by the needs
from the famers, researchers, government officers, supporters and etc. [33,34]. On a specific basis,
the continuous collection of data regarding the amount of activity of the animals of the object has a
role in distinguishing the animal from the object, such as fertilization, estrus, disease, fertility and
other biological changes (water medicine). Therefore, one months of activity (band curve) and average
activity (fast curve) Change has the most important meaning. For more specific judgment, one day of
dramatic changes in the amount of activity, the change of activity (the Bohr icon) and the change of the
average activity (red chart) are used as important information to determine the biological state of the
animal, if the results of the analysis are used to isolate livestock by isolation, germination, disease and
so on. Measures of protection and so on to enlargement the effect of animal husbandry.

Act Graph Number : 6697 2018.04.12 13:22:38

* Actpoln( MDays Average) ® Actoont(Day)

Time Grach

* Actpouni(Time Average) » Actpesni(Time)

Figure 10. Activities information analyzing of one target.

4. Conclusions and Discussion

The platform and systems developed in this study provide a complete implementation of a
momentum data collection system using solar power type of repeaters and sensors that collect data of
physical activities in the process of feeding and breeding in grazing. The transmission platform was
designed and its effectiveness was tested through experiments. The platform and system was verified
in the Korea-cattle Experiment Station of National Rural Development Administration in Republic of
Korea. This study may provide solutions to prevent the expected problems for changing environment
of the livestock industry using different kinds of useful technologies in this field. The data of physical
activities can be used for prevention of diseases and breeding managements. In this study, the expert
system of veterinary judgment can be based on future technical research. The current system is the
processing of the collected data, as veterinary experts and other experts can determine the basic data
of the biological status of livestock. In order to monitor the activity of livestock, the information
collection system suitable for animal husbandry environment is set up, and the information collected
by quantitative analysis is used to reflect the combination of different technologies and use it for the
purpose of industry. The proposed system is the first step considering several multiple issues to human
and animals by different methods with the convergence of technology.
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The platform of the system solved the problems about sensing the target’s active-moment,
transferring the data to a main system and energy supply with solar panels. The data analysis
will be defined by animal experts or famers, so the system is partly automated to management of the
target’s state. In the future, the system should be fully automatic system with other physical and bio
sensors and expert’s knowledge by IT technology. The convergence technology should be popularized
more quickly to solve problems such as power consumption, collection of the different kind of data,
increment number of targets, etc. Once the system is stabilized, the data mapping algorithm with
artificial intelligence, IoT, Big-DATA technology and expert-knowledge can be added and applied on
the system for monitoring several events such as diseases, insemination and delivery of the target.
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Abstract: The development of the Internet of Things (IoT) has increased the ubiquity of the Internet by
integrating all objects for interaction via embedded systems, leading to a highly distributed network of
devices communicating with human beings as well as other devices. In recent years, cloud computing
has attracted a lot of attention from specialists and experts around the world. With the increasing
number of distributed sensor nodes in wireless sensor networks, new models for interacting with
wireless sensors using the cloud are intended to overcome restricted resources and efficiency. In this
paper, we propose a novel sensor-cloud based platform which is able to virtualize physical sensors as
virtual sensors in the CoT (Cloud of Things) environment. Virtual sensors, which are the essentials
of this sensor-cloud architecture, simplify the process of generating a multiuser environment over
resource-constrained physical wireless sensors and can help in implementing applications across
different domains. Virtual sensors are dynamically provided in a group which advantages capability
of the management the designed platform. An auto-detection approach on the basis of virtual sensors
is additionally proposed to identify the accessible physical sensors nodes even if the status of these
sensors are offline. In order to assess the usability of the designed platform, a smart-space-based IoT
case study was implemented, and a series of experiments were carried out to evaluate the proposed
system performance. Furthermore, a comparison analysis was made and the results indicate that the
proposed platform outperforms the existing platforms in numerous respects.

Keywords: Internet of Things; wireless sensor networks; Cloud of Things; virtual sensor;
sensor detection

1. Introduction

The Internet of Things (IoT) paradigm will be the next wave in the era of computing [1].
The Internet of Things is the fundamental idea of essentially empowering a worldwide connected
network of any devices with an on and off switch to the Internet between the real world and a
virtual world. The Internet of Things guarantees to enable accomplishing imaginative applications
in application areas such as building and home control, smart environment, framing, intelligent
transportation, and healthcare services. The embodiment of IoT is to ensure secure connection among
heterogeneous physical sensors and actuators with the Internet. Depending upon the Gartner report,
the IoT market is predicted to incorporate 20.8 billion IoT devices by 2020 [2]. Huge measures of the
data generated by all these devices together should be gathered, processed, stored, and retrieved [3].
Consequently, how to deal with the expanding number of devices has consistently been a vital issue in
the area of IoT.
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Cloud computing [4] is a much more appropriate technology which provides magnificent elastic
computation and data management abilities for IoT. Indeed, it is diffusely acknowledged that cloud
computing can be invested in utility services in the immediate future [5]. Cloud computing has been
involved and comprised of miscellaneous technologies like smart grids, networking, computational
virtualization, and software services [6]. Normally, the IoT consists of a large variety of objects
which are limited in storage and computing power. Cloud management techniques are progressively
employed to manage IoT components, as IoT systems are growing complex [7]. The goal of cloud
computing is to give a better utilization of distributed resources to accomplish better services for the end
users. This model is furthermore transforming the way software is made, as an ever increasing number
of applications nowadays are intended to be carried out in the cloud. In this manner, there are particular
programming models in light of the idea of “XaaS” where X is hardware, software, data, and so forth [8].
Software-as-a-service (SaaS), platform-as-a-service (PaaS), and infraconfiguration-as-a-service (laaS)
are three fundamental categories of cloud computing services.

In consideration of how the cloud is produced, the virtualization of objects is the accompanying
normal step in this field. Virtualization [9] is a rising technique that creates virtual representations
of physical resources and enables usage of resources as shared resources and on an on-demand
basis. Virtual sensors [10] are required for taking care of complex tasks which cannot be handled
by physical sensors. They can be utilized to remotely interface two regions of interest with a single
function. Researchers have recently focused on sensor virtualization to advance applications in
business, health, and academic domains, and they have made several proposals [11] which expand
the paradigm of physical sensor networks in which client applications can access virtualized sensors
that are capable of being operated from anyone else in software control [12]. For example, mobile
crowdsensing could be one of the areas that can benefit from these virtualized sensors through
participatory sensing [13]. A crowdsensing platform is presented in Reference [14] where thousands
of sensors are required to collect context data from users in the city. Vehicular cloud computing [15]
is another typical application, which merges mobile cloud computing and vehicular networking to
integrated communication-computing platforms. A distributed and adaptive resource management
controller [16] is proposed which aims at allowing resource-limited car smartphones to perform traffic
offloading towards the cloud in vehicular access networks.

However, existing studies of physical sensors center around sensor data processing [17], power
consumption [18], sensor localization [19,20], and sensor node programming [21-23]. There are few
studies that concentrate on the management of physical sensors since these sensors are linked to their
own application directly. This means that these sensors would reside on the local system, and hence
have no other way to be accessed from external servers beyond the local domain. Furthermore,
the requirements for sensor management have not been clarified, and thus, users may feel discontent
if they cannot use the sensors they need. Moreover, users should be informed of the status of sensor
nodes if the sensor is disconnected or faults occur so that they can select other functioning sensors.
However, most of these systems have poor capability and infraconfiguration to detect fault nodes in
sensor networks.

Our contributions in this paper are as follows: First, we propose a new sensor-cloud-based
platform with the main objective of empowering more advanced capability to cope with physical
sensors, by means of virtual sensors. With the progression of web front-end technologies, for instance,
JavaScript and HTMLS5, the growing trend of IoT platforms moves in a web-driven direction using
Representational State Transfer Application Programming Interfaces (REST APIs) in combination with
product-specific services and web-based dashboards to help users to rapidly configure and monitor the
connected objects through the platform. This study concentrates on the virtualization of wireless sensor
networks (WSNs) to the cloud by utilizing these web technologies, proposing a platform which is
intended to achieve a consistent combination with physical sensor networks. This could be applicable
by giving software agents running in the cloud, likewise alluded to as virtual sensors that act simply
like physical sensors dispersed in the cloud, giving the environmental circumstances from the zone
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where they are deployed. Along these lines, this is the so-called sensor-data-as-a-service (SDaaS)
paradigm [24]. This paradigm lessens the excess data capture as data reusability in WSNs that is
straightforward to the cloud users. The end users can directly control and utilize the WSNs through
standard functions with an assortment of parameters like sampling frequency, latency, and security.
Moreover, multiple users from different regions can share the data captured by WSNs with a specific
end goal to reduce the burden of data collection for both the system and the users. The designed
platform also provides different interfaces for enrolling physical sensors, for provisioning virtual
sensors, for monitoring and controlling virtual sensors, and for creating and supervising end users.
Besides, the users do not need to concern the low-level points of specification of sensors, for example,
the types of sensors utilized and how to set up the sensors.

The most prominent aspect about this platform, which makes it a stage forward in reinforcing
coordination of WSNs with the cloud, is the novel approach to recognize faulty sensors via virtual
sensors. Since the status of virtual sensors have a relationship with their corresponding physical
counterpart, the virtual sensors will be able to inform of sensor errors if the associated physical
sensors are faulty. Lastly, we demonstrate the practicality of our designed platform by implementing
a real-life case study in smart space. The Raspberry Pi, which provides the computing power and
wireless communication capabilities, has been used to integrate with various low-resource sensors.
The IoTivity [25] is utilized for the communication between physical sensors and the cloud, but for
communication between the cloud and application client, HTTP is used. The IoTivity is a standard and
open source framework to permit adaptability making solutions which can address a wide range of IoT
devices from various application environments. In general, the IoTivity conforms to the User Datagram
Protocol (UDP)/IP stack, hence the Constrained Application Protocol (CoAP) [26] is chosen as the
mandatory protocol. It originally characterizes an HTTP-like transfer protocol which also entirely
complies with the representative architecture of state transfer (REST) architecture style.

The rest of this paper is organized as follows: Section 2 gives a concise introduction on cloud infra
configurations towards IoT and discusses a portion of the similar related research. Section 3 explains
the designed platform for integrating physical sensors in the cloud. Section 4 gives some insight into
the implementation of the case study over the designed platform. Also, we describe an overview of the
implementation of the smart space case study using various snapshots. Section 5 reports the evaluation
results of the proposed platform. Section 6 outlines the significance of the proposed work through a
comparative analysis with existing work. Finally, Section 7 summarizes the main conclusions of the
paper and discusses some directions for future research.

2. Related Work

The Internet of Things offers potentialities which make it possible for the development of
a huge number of applications. Some of the mentioned domains are transportation, healthcare,
smart environment, personal and social domains. Each of the domains include its own unique
characteristics in terms of real-time processing, volume of data collection and storage, identification
and authentication, and security considerations. For example, real-time processing is of utmost
importance in the transportation industry, while identification and authentication are important
aspects in healthcare. Cloud computing [27], with its virtually unlimited resources of computing
power, storage space, and networking capabilities, is well appropriate for scaling in the IoT world.

As of late, an extensive measure of research in the field of the probability of combining cloud
computing with WSNs has been explored [28]. This paradigm has been proposed as a feasible
mechanism to accomplish the best use of a wireless sensor infraconfiguration and allows data
sharing among multiple applications. Recently, the REST architecture style appeared, leading to
the development of the Web of Things [29]. Uniform resource identifiers (URIs) are used to identify
web things, and the HTTP protocol is used for stateless reciprocation between clients and servers.
Uniform resource identifiers which contain both name and locators are put to use in resources in
the real world to identify web things. It describes web services with a uniform interface (HTTP

48



Electronics 2018, 7, 140

method) which provide the pathways for consumers to obtain possible representations from servers
for interactions [30]. This makes it an ideal way to construct application programming interfaces (APIs)
for allowing mashups to be created that allow end users to associate data from physical data sources
to virtual sources on the web [31]. The resulting approach significantly improves the integration
of service deployment for resource constrained IoT devices, while reducing the burden on both the
devices and the service developers.

SenseWeb [32] is one of the essential architectures being presented on merging WSNs with the
Internet for sensor information sharing. This system provides diverse web APIs which capacitate
users to enroll and distribute their own sensor data. In the idea of the Web of Things, smart things
and their services are completely organized in the web, and the REST architecture style is associated
with the resources in the physical world. In Reference [33], the authors propose a resource-oriented
architecture for the IoT, where distinctive web technologies can be used to configuration applications
on smart things. The interfaces of things have turned out to be similar to those found on the web,
and this principle can be applied in various prototypes, for instance, environmental sensor nodes,
energy monitoring system, and Radio-Frequency Identification (RFID)-labeled things. The utilization
of an organized Extensible Markup Language (XML) document or a JavaScript Object Notation (JSON)
object energizes the compatibility of a large amount of sensors and permits describing services offered
by these sensors. sMAP [34] has been expected to represent the data from sensors and actuators over
HTTP in JSON schemas. The readings themselves are sent as JSON objects with strict formats and
data semantics that are characterized in a number of sets of JSON schemas. The architecture supports
resource-constrained devices through proxies that translate the data between JSON and binary JSON.
SensorML [35], proposed by the OGC (Open Geospatial Consortium), is an XML encoding intended
to absolutely model physical sensors” description and measurement processes, in addition to context
like geolocation data and legal data. This approach depicts the metadata of physical sensors and the
mapping between physical sensors and virtual sensors, enabling the requests interpreted from end
users to virtual sensors for the related physical sensors. A comprehensive work on the cloud-based
IoT paradigm is introduced in Reference [36], as it specifies the inspiration, applications, research
challenges, related works, and platforms for this paradigm. One perceived research challenge is the
coordination of colossal measures of exceptionally heterogeneous things into the cloud. To address this
issue, Reference [37] presents a service-oriented infraconfiguration and toolset called LEONORE
for provisioning application components on edge devices in substantial-scale IoT deployments.
This solution supports pull-based provisioning which enables devices to autonomously schedule
provisioning runs to off-peak times, while push-based provisioning takes into account the greater
control over the deployed application landscape. Madria et al. [38] propose a new paradigm for
interacting with wireless sensors and the sensor-cloud in order to overcome restricted resources
and efficiency. The designed infraconfiguration spans over a wide geographical area, bringing
together multiple WSNs composed of different physical sensors. Misra et al. [39] make one of
the first attempts in the direction of the sensor-cloud by proposing a novel theoretical modeling.
A mathematical formulation of the sensor-cloud is presented, and a paradigm shift of technologies
from traditional WSNs to a sensor-cloud architecture is suggested as well. Existing cloud pricing
models are limited in terms of the homogeneity in service-types, and in order to address this issue
Chatterjee et al. [40] propose a new pricing model for the heterogeneous service-oriented architecture
of Sensors-as-a-Service (Se-aaS) with the sensor-cloud infraconfiguration. The proposed pricing model
comprises two components: pricing attributed to hardware (pH) that focuses on pricing the physical
sensor nodes, and pricing attributed to infraconfiguration (pl) that deals with pricing incurred due
to the virtualization of resources. An interactive model is proposed in Reference [41] to enable the
sensor-cloud to provide on-demand sensing services for multiple applications, and this model is
designed for both the cloud and sensor nodes to optimize the resource consumption of physical
sensors as well as the bandwidth consumption of sensing traffic. Abdelwahab et al. [42] further expand
in this direction by proposing a virtualization algorithm to deploy virtual sensor networks on top of a
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subset of selected physical devices, as well as a distributed consensus approach to provide high-quality
services from unreliable sensors. In order to improve the lifetime of conventional WSNs, Dinh et al. [43]
propose a new decoupling model for physical sensors and information providers toward a semantic
sensor-cloud integration. This model takes advantage of data prediction to minimize the number of
networked sensors as well as the traffic load from these sensors. In order to make the sensor-cloud be
able to satisfy multiple applications with different latency requirements, the authors in Reference [44]
propose an automatic scheduling method to meet the requirements of all applications. A request
aggregator is designed to aggregate latency requests from applications to minimize the workloads for
energy saving, and a feedback-based control theory is designed to handle the sensing packet delivery
latency. Sen et al. [45] propose a risk assessment framework for a WSN-integrated sensor-cloud using
attack graphs to measure the potential threats. The Bayesian-network-based approach analyzes attacks
on WSNss and predicts the time frames of security degradation on the grounds of integrity, availability,
and confidentiality. Mils-Cloud [46] is a sensor-cloud architecture utilizing the networks-as-a-service
paradigm for the integration of military tri-services in a battlefield area. Furthermore, users are
assigned different levels of priority in order to boost the system performance. A location-based
interactive model [47] specified for mobile cloud computing applications is proposed to render sensing
services on the demand of a user’s interest and location in order to save energy. The cloud controls
the sensing scheduling of sensors, for example, sensors are put into inactive mode when there is
no demand. Zhu et al. [48] propose a multi-method data delivery scheme for sensor-cloud users,
which comprises four kinds of delivery. The proposed approach could achieve lower delivery times and
delivery times according to the evaluation results under different scenarios. Cloud4sens [49] is a new
architecture which combines both the data-centric and device-centric models, enabling the end users to
choose on-demand cloud services. IoTCloud [50] is an open source platform with a view to incorporate
distinctive terminals (e.g., smart phones, tablets, robots, etc.) with backend services for controlling
sensors and their messages; it gets RESTful-based APIs to share information with applications.
ThingSpeak [51] is another open source platform for putting away and retrieving data from physical
things through a local area network. With the numeric APIs given by the ThingSpeak, users can
build sensor-logging applications, location tracking applications, and a social-network-of-things with
announcements. The DIGI [52] enables users to interface a physical device to the cloud and utilize
an online web application for remote access. This platform is a machine-to-machine (M2M) platform
as a service. It is outfitted for dealing with the correspondence between enterprise applications and
remote device resources, regardless of location or network. The platform incorporates the device
connector software that promotes remote device connectivity and combination. The application
additionally provides cache and permanent storage options available for generation-based storage
and on-demand access to historical device samples. As the desire for low-resource IoT devices is
raised, some researchers have put forth efforts to enhance the incorporation in the field of constrained
devices. In Reference [53], the authors exhibit a flexible framework for IoT services in light of both
The Constrained Application Protocol (CoAP) and HTTP. The designed architecture incorporates three
phases (i.e., network, protocol, and logic) which shape a processing pipeline where each phase has its
own particular separate thread pool. The evaluation result represents that CoAP is an appropriate
protocol for IoT service. Other platforms like Heroku [54], Kinvey [55], Parse [56], CloudFoundry [57],
and Bluemix [58], as illustrated in Reference [59], are also used broadly, but they only offer abilities at
the platform level, thus creating Paa$S solutions which are not adaptable to the general public.

A sensor network is made out of an expansive number of sensor nodes which involve sensing,
data processing, and communication capabilities. Faults in sensor information can occur for some
reasons. Factors such as extraordinary temperatures or precipitation can influence sensor performance.
A novel strategy to distinguish physical sensors with data faults is provided in FIND [60], by ranking
the physical sensors on their readings, in addition to their physical distances from an event. It considers
a physical sensors faulty if there is a noteworthy mismatch between the sensor data rank and the
distance rank. The expansion in the quantity of sensor nodes genuinely improves the level of difficulty
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in identifying the inside status of sensor nodes. As a result, many researchers focus on the utilization
of machine learning to find faulty nodes. In Reference [61], the authors propose a distributed Bayesian
network to detect faulty nodes in WSNs. Border nodes placed in the network are used for adjusting the
fault probability. This approach improves the correctness of fault probability by reducing the negative
effect of considerable number of faulty nodes. However, the conventional fault detection algorithms
face low detection accuracy. A fuzzy-logic-based system [62] is proposed to enhance the detection
accuracy by using a three input fuzzy inference system, which identifies hardware faults including
transceiver and battery condition. However, these systems mainly center on detecting the faults on
physical sensors, while we identify faulty sensors by monitoring the virtual sensors.

As mentioned above, these systems are either intended for a very limited application domain or
are closed source which are not flexible to the generic public. It is also crucial to inform the end users
whether the physical sensors are accessible and whether sensor faults occur so as to maintain the data
quality from physical sensors. However, most of the existing approaches only focus on detecting faulty
physical sensors. To the best of our knowledge, the proposed sensor detection approach in this paper is
the first ever step towards faulty node detection in WSNs via virtual sensors. In one word, it is essential
for the realization of the IoT to build up a generic sensor-cloud based architecture, which can easily
be adapted to multiple domains while providing smart device management, monitoring, processing,
and detection functionalities.

3. Designed Architecture for Sensor-Cloud Platforms

3.1. Basic Architecture of the Cloud-Based Platform

Figure 1 presents the basic architecture of the Cloud-based platform. The IoT nodes consist of
various physical sensors capable of communicating with the Internet. The cloud extracts profile data
from the sensors, thus representing them as virtual sensors via the web interface. The cloud also
provides RESTful APIs to offer functionalities such as discovering physical sensors and reading sensing
data from them.
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Figure 1. Basic architecture of Cloud-based platform.

The mapping physical sensors to virtual sensors on the Cloud-based platform is described in
Figure 2. We describe virtual sensors in order to enable the users to use sensors without any concern
about considerations like specifications or location of physical sensors. The virtual sensors are used
to encapsulate the basic attributes and behaviors of their corresponding physical counterparts in the
physical space. The physical space consists of various IoT devices across different application domains
such as smart home, healthcare, etc. These devices have the ability to perform actions according to
commands from the virtual space. For each device, a device profile is preserved, which contains the
properties (ID, URI, location, etc.) of the device and the basic action offered by the service. The profiles
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are stored by the cloud platform for further processing, as in other previous platforms. This platform
provides various visual interfaces that provide better understanding of virtual sensors and enable the
end users to manipulate IoT devices associated with the platform in an intuitive way, thereby reducing
the burden under the premise of performing some actions on the physical sensors.

Virtual Space

Cloud Platform

Physical Space

27 [e@ e

Home Healthcare Others

Figure 2. Mapping physical sensors to virtual sensors.

3.2. Data Representation using Virtualization and Grouping

Figure 3 shows the data production and representation for the proposed platform. The data are
presented as a single instance illustrating the metadata used for that layer. The physical sensor layer
comprises various physical sensors, which are the IoT resources responsible for the production of
data. These IoT resources are represented as virtual sensors in the system. The metadata for a virtual
sensor is depicted in the second layer of the figure. In order to register an IoT resource with the system,
information must be provided corresponding to the metadata in the virtual sensor layer. This data
includes the target URI of the resource, which describes the protocol and the network address of the
resource so that it can be accessed from anywhere. Other metadata includes the ID of the resource
so it can be identified from other resources. The type metadata is a representation associated with
the resource referenced by the target URI. The interface metadata defines the instance supported by a
resource that can be either a sensor or an actuator. The endpoint metadata represents the endpoint
information of the target resource.
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Figure 3. Metadata representation between physical sensors and virtual sensors.

The relationships among physical sensors, virtual sensors, and virtual sensor groups are discussed
in Figure 4. There is a one-to-one correspondence between a virtual sensor and the physical sensor

52



Electronics 2018, 7, 140

from which it was created. Although physical sensors are varied in type, size, and use, a specific
application does not need to use all of them. An application uses some types of physical sensors
according to the scenario and requirement. The proposed sensor-cloud system divides virtual sensors
into virtual sensor groups depending on the corresponding application scenario. A virtual sensor
group consists of one or more virtual sensors. Users can freely use the virtual sensors included in the
group as if they are on their own. For example, they can control the behaviors of virtual sensors and
check their status. The proposed platform prepares typical virtual sensor groups for the smart space,
and this use case will be discussed in detail in the use case Section. Users can also create new virtual
sensor groups by selecting virtual sensors according to their custom requirements.

Virtual Sensor Group Virtual Sensor Group

A A A A

Virtual Sensor | -+ | Virtual Sensor Virtual Sensor ees | Virtual Sensor

Physical Physical Physical Physical
Sensor Sensor Sensor Sensor

Figure 4. Relationship among virtual sensor groups, virtual sensors, and physical sensors.

3.3. Proposed Layer-Based Platform Architecture

Figure 5 represents the layer-based architecture of the Cloud-based platform, where each layer
is decoupled from other layers so that they can evolve independently. The physical layer comprises
various network connected devices with the abilities of sensing, computer processing, and storage.
The major function provided by the network layer is routing, as physical sensors do not have a global
ID and have to be self-organized. It also contains other modules for providing services including
network management, security management, and message broker. The virtualization layer represents
the physical sensors as virtual sensors in cyber space. These objects contain various behaviors,
including the services or functions that can be utilized by the system to interact with the corresponding
physical sensors, and information such as URI and location of these objects are the attributes with
them. The service layer contains all modules that organize common services for providing various
features including user authentication, device monitoring, service provisioning, and the device access.
The data storage provides storage space for the profile and sensing data provided by physical sensors,
and contains the instructions to process such information. The data processing receives and converts
the data from the sensor networks to the file format understood by the platform. The resource allocation
assigns and manages the available resources to various uses such as determining whether requests for
services can be responded to. The device discovery is used to detect all the available devices connected
to the platform or reject access when the devices are disconnected. Finally, the message offers the
required components for enabling communication among the elements of the architecture. The top
layer is the application layer, this layer visualizes the physical sensor network in either desktops or
mobile devices and can mash content with data or apps from third parties.
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Figure 5. Proposed layer-based platform architecture.
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3.4. Designed Sensor-Cloud Application

Figure 6 represents the detailed functional configuration of the cloud-based web application
for preserving the profiles of physical sensors. This application is deployed on the Amazon Elastic
Compute Cloud (Amazon EC2) in the Amazon Web Services (AWS) cloud. The cloud plays a simple
role in the proposed platform by providing a repository of profile information associated with the
linked physical sensors through a more user-friendly way. Thus, exploiting a fully developed cloud
platform such as AWS or Azure will be seen as overqualified [63]. The user authentication allows the
system to verify the identity 