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Abstract: Interest in permanent magnet synchronous machines (PMSMs) is continuously increasing
worldwide, especially with the increased use of renewable energy and electrification of transports.
This special issue contains the successful invited submissions of fifteen papers to a Special Issue of
Energies on the subject area of “Permanent Magnet Synchronous Machines”. The focus is on permanent
magnet synchronous machines and the electrical systems they are connected to. The presented work
represents a wide range of areas. Studies of control systems, both for permanent magnet synchronous
machines and for brushless DC motors, are presented and experimentally verified. Design studies of
generators for wind power, wave power and hydro power are presented. Finite element method
simulations and analytical design methods are used. The presented studies represent several of the
different research fields on permanent magnet machines and electric drives.

Keywords: permanent magnet synchronous generator; permanent magnet synchronous motor;
electric propulsion systems; renewable energy; energy conversion

1. Introduction

This special issue contains the successful invited submissions [1–15] to a Special Issue of Energies
on the subject area of “Permanent Magnet Synchronous Machines”. Interest in permanent magnet
(PM) synchronous machines is continuously increasing worldwide. With a growing global energy
demand and awareness of climate aspects, electrification is increasing in several areas. Permanent
magnet synchronous generators are in demand for wind power, as well as for novel renewable energy
technologies such as wave power and tidal power. Another emerging market for permanent magnet
machines is as electric motors, mainly for cars but also for heavier road transport, as well as the
electrification of ships and aircraft.

This special issue focuses on PM synchronous machines and the electrical systems they are
connected to. PM synchronous machines are a multidisciplinary research topic involving research
areas such as electromagnetism, mechanical design, thermal management and material issues, as well
as economic and environmental aspects. Both theoretical and experimental work and especially the
combination of these are important. Recently, an interest in reducing the use of rare earth metals has
been raised, and therefore research exploring substitution and reduction of rare earth metals in PM
machines is being performed. Topics of interest for research on PM synchronous machines include, but
are not limited to:

• Permanent magnet synchronous machine design;
• Modeling of PM machines;
• Innovative designs of PM machines;
• Drive systems for PM motors;
• Electrical systems and control strategies for PM generators;
• Substitution or reduction of rare earth metals in PM machines;
• Demagnetization risk for PMs in synchronous machines;

Energies 2019, 12, 2830; doi:10.3390/en12142830 www.mdpi.com/journal/energies1
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• Thermal design and losses;
• Mechanical design;
• PM pilot exciters;
• PM assisted synchronous reluctance machines.

Studies of permanent magnet machines are of more value if they are experimentally verified.
However, the effort of experimental verification should not be diminished. Building a prototype and
performing measurements is often a time-consuming and difficult task. The majority of the papers
presented here include experimental verification of their work.

2. Research Presented in This Special Issue

A subject that is currently of high interest is the electrification of the transport sector. This trend
can be seen in this special issue as a majority of the papers deals with PM motors with an emphasis on
motor control. Five of the fifteen contributions target renewable energy sources [2–4,9,10], whereas the
rest are focused on electric motors, with most examining electric vehicles [1,5–8,11–15]. Three of the
papers address brushless DC (BLDC) motors [7,11,12]. Six of the contributions present work on motor
control, with the work of all six being experimentally verified [1,6–8,11,15]. One paper is focused on
fault diagnosis for hydropower generators [2]. Almost all PM machines have rare earth metal based
magnets made of NdFeB. However, alternatives exist and novel magnets have been heavily researched.
Almost all the papers in this special issue are based on NdFeB-magnets, as stated by the authors in
references [10–13] or as assumed from the contents in references [1,4–9,14,15]. However, paper [3]
investigates a span of magnetic properties, which could fit any magnet material. The generators in
reference [2] have electromagnets.

The research presented in this special issue has been divided into two parts presented below:
contributions on motor control and contributions on machine design and modeling.

2.1. Review of the Contributions on Motor Control

Control of motors commonly requires a speed and position sensor, however, it would be beneficial
to not be dependent on a sensor and therefore different types of sensorless control are subject to research.
This issue is addressed in reference [1], where a restarting strategy is presented for a back EMF-based
sensorless drive for a PM synchronous machine, and the motor voltage is estimated without using the
rotor position and speed. The method is experimentally verified and it is concluded that the induced
current can be suppressed for various conditions within four to five periods and therefore will not lead
to overcurrent fault.

In reference [6] a robust nonlinear predictive current control is presented and compared to
conventional predictive current control for a PM synchronous motor. The robust nonlinear predictive
current control was experimentally evaluated and compared to the conventional predictive current
control under inductance and flux linkage parameter mismatch, and showed superiority on control
precision as well as disturbance rejection. Model predictive control is also addressed in reference [8]
regarding speed control for a non-salient PM synchronous motor. The developed model predictive
control method is compared to traditional control methods both by simulations and experiments. It is
concluded that the model predictive control can improve the speed tracking performance of the motor.

Both reference [6] and reference [15] investigate the stability of control methods with regards
to machine parameter variations. In reference [15], the stability of deadbeat-direct torque and flux
control is investigated with respect to parameter variations for interior PM synchronous motors.
The behavior of the controller when the values for inductance and permanent magnet flux linkage
varied, was studied using eigenvalue migration as a stability evaluation method. The control method
was evaluated both with simulations and experiments, and was compared to current vector control.
It was concluded that both control systems show stable operation along a whole driving cycle.
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The studies presented in reference [7] and reference [11] both address the problem with current
ripple in BLDC motors. In reference [7] a novel commutation error compensation strategy based on
the line voltage difference integral is presented for a sensorless BLDC. A PI controller is designed
to compensate commutation errors. Experimental verification of the method shows that the current
ripple is effectively reduced. In reference [11], the method of placing an R-C filter before the MOSFET
transistor gates was suggested to reduce the current spikes in the start-up and during sudden set
point changes. The method was evaluated analytically, using both simulations and experiments.
The introduction of the R-C filter reduced current ripple at start-up but increased current ripple at steady
state operation. Therefore, a relay was introduced so that the R-C filter only was activated if current
spikes were detected. Experimental results showed a 13% decrease in the current spike amplitude.

2.2. Review of the Contributions on Machine Design and Modeling

PM machines can have many different machine topologies. Comparison between different
topologies is performed through the finite element method (FEM) simulations in reference [3] and
reference [14]. In reference [14], four different machine types for six-phase outer rotor machines
are compared. The four topologies studied are: V-shaped interior PM machine, Surface mounted
PM machine, PM flux-switching machine and Vernier PM machine. The study concludes that the
Vernier PM machine has best operating performance and best fault tolerance capability according
to the comparison performed in this study. The study in reference [3] focuses on evaluating a novel
PM material by studying a span of values for material properties and their influence on rotor design.
The three rotor topologies studied are: surface mounted PM rotor, interior spoke type PM rotor and
interior PM rotor with radially magnetized magnets. Machines are optimized for torque production
for a fixed PM magnetic energy and demagnetization of PMs is considered. It is concluded that the
highest torque is reached for surface mounted PMs with high remanence, whereas the reinforcement
obtained with the spoke type topology is needed for low remanence materials. The interior radially
magnetized PM topology shows the least sensitivity to demagnetization.

Machine design is the subject of reference [4] and reference [5]. The parametrization of an interior
PM machine for dynamic characterization is considered in reference [5]. Two nonlinear models for a
two-axis representation of an interior PM machine is presented, one based on the current model and
one based on the flux-linkage model. The two models are compared with simulations and experiments.
A procedure for fast and reliable parameterization for the flux-linkage model was presented. It is
concluded that with the suggested parameterization method, the flux-linkage method is preferable, as
the execution time of the simulations was up to 20% shorter in comparison to the current model.

In reference [4], a simulation method for initial design of linear PM generators run with constant
torque angle control was presented. By considering the control strategy already at the design stage,
simulations can be simplified substantially. It was shown that the choice of rated current density
and shortening of the end winding length were crucial for the design. The choice of rated current
density becomes a trade-off between a compact and less expensive generator and a generator with
high efficiency and high maximum damping force.

Design and modeling of PM generators for wind turbines is the subject of [9,10] and reference [3].
The reduction of cogging torque for a surface mounted PM generator is addressed in reference [10].
A pre-slot technique is presented, where a stator slot wedge consisting of both magnetic and
non-magnetic material is inserted in the front of each slot. FEM simulations confirm that the cogging
torque is reduced by up to 47.8%. In reference [9], performance investigation and loss estimation are
performed using FEM simulations for a PM generator connected to a non-linear load. A generator with
surface mounted magnets mounted in an asymmetrical way is compared to a conventional symmetric
surface mounted PM generator. The machine with asymmetrically placed magnets has less harmonics
and a smaller cogging torque. Iron loses are investigated and a loss separation technique is used.
The rectifier is run with different duty cycles and for different rotational speeds. A close loop control
is also tested with a varying duty cycle. A conclusion from the study is the significance of studying
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the machine with FEM simulations. In addition, the efficiency is shown to increase when the closed
loop control is used. In reference [13], a simulation method using a novel magnetic reluctance network
is proposed for time-efficient interior PM machine design. A node mapping criteria is suggested
to accurately take magnetic saturation into account. The method allows for geometrical variations
such as varying magnet depth and angle between the magnets. The method is validated by FEM
simulations for several v-shaped PM machines and with experiments for a prototype machine, showing
good correspondence.

Increasing the field weakening performance for a surface mounted permanent magnet BLDC
motor by increasing winding inductance is the subject addressed in reference [12]. A motor design
with sub-fractional slot-concentrated winding and unequal tooth geometry is presented with an
alternate teeth-wound stator and unequal teeth width. A field weakening controller is presented and
an experimental study is performed. The design changes increase the field weakening properties of
the machine. However, the field weakening is still not satisfactory for use in electric cars and is lower
than for traditional interior PM synchronous motors and induction motors.

A study regarding predictive maintenance and fault analysis in synchronous generators is
presented in reference [2]. The method presented is based on electric signature analysis used for
condition monitoring on generators in bulk electric systems. The proposed method can detect both
mechanical and electrical faults. However, two-pole machines provide an extra challenge, as they have
the same mechanical and electrical frequency. The method was proven to be useful by testing the
method on an in-service hydropower generator connected to the power system. Two types of faults
were detected: an early stage of stator short circuit and a mechanical misalignment. The generators
in this study have electromagnets. However, the presented method could also be of interest for
PM machines.

3. Conclusions

A review of the fifteen papers included in this special issue for “Permanent magnet synchronous
machines” has been presented. The research area is of large interest as both renewable energy and the
electrification of the transport sector are in focus. The papers have different focus and include studies
on design, modeling and control of electrical machines as well as experimental verifications. The papers
included in this special issue have contributed to moving the research field of electrical machines and
drives forward. The special issue gives an overview of the ongoing research and indicates where the
research focus is today within this area.

Acknowledgments: I would like to thank the publisher for inviting me to be the editor for this special issue.
I found the edition and selections of papers for this special issue very inspiring and rewarding. I would like to
thank the editorial staff and reviewers for their efforts and help during the process.
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Abstract: Safely starting a spinning position sensorless controlled permanent magnet synchronous
machine is difficult because the current controller does not include information regarding the motor
position and speed for suppressing the back-electromotive force (EMF)-induced current. This paper
presents a restarting strategy for back-EMF-based sensorless drives. In the proposed strategy,
the existing back-EMF and position estimator are used and no additional algorithm or specific voltage
vector injection is required. During the restarting period, the current controller is set to a particular
state so that the back-EMF estimator can rapidly estimate motor voltage without using rotor position
and speed. Then, this voltage is used to decouple the back-EMF of the motor in the current controller
in order to suppress the induced current. After the back-EMF is decoupled from the current controller,
sensorless control can be restored with the estimated position and speed. The experimental results
indicated that the induced current can be suppressed within four to five sampling periods regardless
of the spinning conditions. Because of the considerably short time delay, the motor drive can restart
safely from various speeds and positions without causing overcurrent fault.

Keywords: permanent magnet synchronous machine (PMSM); flying start; sensorless control

1. Introduction

A shaft position sensor is generally used to detect the rotor position for the implementation of
vector control in permanent magnet synchronous machine (PMSM) drives. However, such a sensor
increases the cost and decreases the reliability of the motor drive. The shaft position sensor can be
eliminated by using the machine itself as the position sensor. This technique is commonly called
sensorless control. Sensorless control strategies generally belong to two categories: (1) saliency-based
strategies and (2) back-electromotive force (EMF)-based strategies. In saliency-based strategies,
the position is estimated by demodulating the injection-induced current [1–5]. In back-EMF-based
strategies, the position is estimated by tracking the back-EMF of the motor [6–8]. Because these two
approaches have complementary speed range limitations, two different sensorless control algorithms
are generally combined to achieve a full speed range operation [9–11]. Many studies have reported
satisfactory motor drive performance with sensorless control [2,3,9,11,12].

For a sensorless controlled PMSM, a stable startup from zero speed can be achieved by using
any practical saliency-based control algorithm. However, starting a spinning sensorless controlled
PMSM (known as flying start) is difficult and risky due to the lack of position and speed feedback
during the restarting period. Without these feedbacks, the back-EMF of the motor cannot be decoupled
from the current controllers. Consequently, the regeneration current is induced as soon as the switches
of inverter are turned on. The induced current causes both undesirable motor dynamics and the

Energies 2019, 12, 1818; doi:10.3390/en12091818 www.mdpi.com/journal/energies6
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rapid rise of the DC-link voltage. Moreover, a large induced current may cause a drive overcurrent
fault. Therefore, a restarting strategy that can effectively counteract the influences of the back-EMF is
essential for the safety and reliability of sensorless PMSM drives.

Several restarting strategies have been reported for PMSMs in recent years. Most of these strategies
involve applying zero-voltage vector pulses intermittently in order to identify the initial rotor position
and speed, as well as to mitigate the regeneration current [13–18]. In Ref. [16], additional zero voltage
vector pulses were applied to reduce the speed estimation error resulting from the limited time interval
between two zero voltage vector pulses. To eliminate the influence of motor parameters and speed
variations on the estimation performance, an adjustment procedure for the time duration of zero
voltage vector pulses was developed in [17] according to the methods described in [14–16]. Although
the aforementioned methods can be feasibly implemented on sensorless PMSM drives, the methods
are generally complicated, sensitive to speed variations, and increase the computational burden on
the controller.

Because motor restarting is generally practiced at medium and high speeds, a restarting strategy
for back-EMF-based sensorless PMSM drives is proposed in this paper. The proposed strategy utilizes
the existing back-EMF and position estimator. According to the analytical results, the back-EMF
estimator can estimate back-EMF accurately during the restarting period even without the position and
speed feedback. The estimated back-EMF is then added to the current control loop as the decoupling
voltage to suppress the regeneration current. Simultaneously, the rotor position and speed are also
estimated by tracking the estimated back-EMF. Consequently, no additional algorithm or specific
voltage vector pulses are required to identify the initial rotor position and speed. The proposed
strategy is based on the scheme in [19] but with extensive improvements made to the algorithm and
the experimental verifications. A supplementary transient current suppression algorithm is developed
to suppress the transient current within five sampling period. The experimental results for the motor
restarting from various rotor positions and speeds are additionally conducted to verify the feasibility
of the proposed restarting strategy.

2. Sensorless Control System

This paper presents a mixed saliency-based and back-EMF-based sensorless control algorithm
for PMSM drives. Figure 1 displays the block diagram of the control system. The saliency-based
sensorless algorithm estimates the rotor position at zero speed and low speeds through high-frequency
(HF) square-wave voltage injection, whereas the back-EMF-based sensorless algorithm estimates the
rotor position at intermediate and high speeds. A transition procedure merges the results to estimate
the rotor position when the motor is operating in the transition speed region. These aforementioned
algorithms are briefly explained in this section.

The stator voltage for the PMSM in the rotor reference frame can be expressed as follows:

[
vr

qs
vr

ds

]
=

[
rs + sLqs ωrLds
−ωrLqs rs + sLds

][
irqs
irds

]
+

[
ωrλm

0

]
(1)

where vr
qs, vr

ds, irqs, and irds are the q- and d-axis voltages and currents, respectively; Lqs and Lds are the q-
and d-axis inductance, respectively; rs, ωr, and λm are the phase resistance, rotor speed, and magnet
flux, respectively; and s is the differential operator.
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Figure 1. Overall control system for the full-speed region sensorless speed drive.

2.1. Saliency-Based Sensorless Control

As displayed in Figure 1, a square-wave voltage (vre
dsh) is injected in the estimated d-axis and the

saliency spatial signal is extracted from the induced q-axis current. The superscript re indicates that
the quantity is in the estimated rotor reference frame, and vinj denotes the magnitude of the injection
voltage. The induced difference currents are given as follows:

⎡⎢⎢⎢⎢⎣ Δire
qsh

Δire
dsh

⎤⎥⎥⎥⎥⎦ = sign
(
±vinj

)
· ±vinj · ΔT

(LΣ2 − LΔ
2)

[
LΔsin(2Δθr)

LΣ + LΔcos(2Δθr)

]
(2)

and
LΣ =

(
Lqs + Lds

)
/2, LΔ =

(
Lqs − Lds

)
/2 (3)

Δθr = θr − θ̂r (4)

where the subscript h denotes the HF quantities, θr is the rotor position, ΔT is the inverse of injection
frequency, and θ̂r denotes the estimated rotor position. As indicated in (2), when the estimated rotor
frame is not aligned with the actual one, a 2Δθr position-dependent current signal is generated in
both the d- and q-axis currents. The ± sign compensation is necessary due to the square-wave voltage
injection. Moreover, a high-pass filter is implemented to remove the fundamental component for
calculating the difference current. When the position error is sufficiently small, the current signal in
the q-axis can be rewritten as

Δire
qsh ≈

vinj · ΔT · LΔ

(LΣ2 − LΔ
2)
· 2Δθr = kerr · Δθr (5)

Thus,
Δθr ≈ Δire

qsh/kerr (6)

The rotor position can be estimated from the measured q-axis difference current by using
a closed-loop estimator. Note that the injection voltage and frequency is 60 V and 9 kHz, respectively.

2.2. Back-EMF-Based Sensorless Control

The rotor position can be estimated by tracking the extended back-EMF voltage [6]. Equation (1)
can be rewritten as: [

vs
qs

vs
ds

]
=

[
rs + Ldss Pω mLΔ

−Pω mLΔ rs + Ldss

][
isqs
isds

]
+

[
eqs

eds

]
(7)
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where eqs = Eb·cos(θr) and eds = −Eb·sin(θr) represent the extended back-EMF along the q- and d-axes,
respectively; Eb = LΔ(pirqs −ωrirds) +ωrλm; and P represents the pole pairs of rotor poles. When the
motor parameters are known, the extended back-EMF is calculated as follows:

[
êqs

êds

]
= Êb

⎡⎢⎢⎢⎢⎣ cos
(
θr_em f

)
−sin
(
θr_em f

)
⎤⎥⎥⎥⎥⎦ =
[

vs∗
qs

vs∗
ds

]
−
[

r̂s + L̂dss Pω̂mL̂Δ

−Pω̂mL̂Δ r̂s + L̂dss

]⎡⎢⎢⎢⎢⎢⎣
isqs f
isds f

⎤⎥⎥⎥⎥⎥⎦ (8)

where the subscript f is the fundamental frequency components, “*” denotes the command value,
“ˆ” denotes the estimated value, ωm is the mechanical speed., and θr_emf is the rotor position estimated
from the extended back-EMF. A low-pass filter with cutoff frequency of 3 kHz is used to remove the
HF current components to avoid HF noise. A position error dependent signal (Δθemf) is then extracted
from the following vector product:

Δθem f =
(−êqssinθ̂r − êdscosθ̂r)sign(ω̂m)∣∣∣Êb

∣∣∣ = sign(ω̂m) · Eb∣∣∣Êb
∣∣∣ · sin

(
θr_em f − θ̂r

)
(9)

The estimated back-EMF voltage is normalized with its magnitude. Figure 2 presents the
formulas for calculating êqs, êds, and Δθemf. When the position error is sufficiently small, Δθemf can be
approximated as follows:

Δθem f ≈ sign(ω̂m) ·
(
θr_em f − θ̂r

)
(10)

Thus, the rotor position can be estimated by controlling Δθemf to zero with a closed-loop estimator.

 
Figure 2. Extended back-EMF estimator.

2.3. Transition Period Control

In the transition speed region, a speed-dependent weighting function combines the position errors
generated in (6) and (10) as follows:

Δθr_mix ≈ (1−Gω) · Δθr + Gω · Δθr_em f (11)

where Gω is a linear weighting function with a maximum value of 1 and minimum value of 0.
The position estimator illustrated in Figure 3 is used to estimate the rotor position and speed by
converging Δθr_mix to zero. J denotes the combined rotor and load inertia, B denotes the frictional
torque coefficient, and Te is the motor torque command. The estimator gains kir, kpr, and kdr are
tuned using the pole-placement method to track the actual rotor position and speed with the desired
dynamic response.

9
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Figure 3. Rotor position and speed estimator.

3. Restarting A Spinning PMSM without Position and Speed Feedback

As displayed in Figure 1, the current controllers require the motor position and speed feedback
for vector control and calculating the decoupling voltages. However, when starting a spinning PMSM
without position or speed feedback, the current controllers become a stationary frame controller
accordingly. Therefore, the current controllers are regulating the AC quantities and their performance is
degraded due to the absence of the decoupling voltages and position feedback, as displayed in Figure 4.
The voltage commands become stationary frame quantities, and the back-EMF becomes a disturbance to
the current controllers. Because the cross-coupling voltages (i.e., PωmLΔisqs and PωmLΔisds) are generally
much smaller than the back-EMF, these voltages are neglected in the following analysis. The current
commands are set to zero to obtain zero torque expectantly during restarting period. From Figure 4,
the transfer functions between the current and back-EMF can be approximated as

isqs

eqs
≈ − s

Ldss2 +
(
rs + kpq

)
s + kiq

(12)

isds
eds
≈ − s

Ldss2 +
(
rs + kpd

)
s + kid

(13)

where kpq, kiq and kpd, kid are the proportional and integral gain for the q- and d-axis current
controller, respectively.

 
Figure 4. Equivalent stationary frame current control loop.

Figure 5 shows the stator current responses at a set current controller bandwidth (BW) of 500 Hz
and 1 kHz. The PMSM parameters used for the calculations are presented in Appendix A. The amplitude
of the induced current is highly dependent on the rotor speed and current controller BW. A higher
rotor speed and lower controller BW yield a larger current. Moreover, the amplitude of the induced
current at the rated speed is approximately 2.5 times the rated current at the current controller BW of
1 kHz. Consequently, the induced current may cause overcurrent fault and bring the motor back to the
coasting state.

10
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Figure 5. Frequency response of the induced current.

Solving (12) and (13) through the inverse Laplace transform can yield the steady-state induced
currents as follows:

isqs(t) = 2
(
Eb/Zeq

)
· cos
(
ω rt + ϕq

)
(14)

isds(t) = −2(Eb/Zed) · sin(ω rt + ϕd) (15)

where Zeq and Zed are the equivalent impedances and ϕq and ϕd are the equivalent phases.
The equivalent impedances and phases are given as follows:

[
Zeq

Zed

]
=

⎡⎢⎢⎢⎢⎢⎢⎢⎣
√

4ω r2
(
rs + kpq

) 2
+ 4
(
kiq − Ldsω r2

) 2
/ωr√

4(Ldsω r2 − kid)
2 + 4ωr2

(
rs + kpd

) 2
/ωr

⎤⎥⎥⎥⎥⎥⎥⎥⎦ (16)

[
ϕq

ϕd

]
=

⎡⎢⎢⎢⎢⎣ sin−1
(
−2
(
kiq − Ldsωr

)
·Zeq
)

−90◦ − sin−1
(
−2ω r

(
rs + kpd

)
·Zed
)
⎤⎥⎥⎥⎥⎦ (17)

The braking torque (Teb) produced by the induced current can be calculated by substituting (14)
and (15) into the following expression:

Teb =
3
4

Pλm ·
(
cosθr · isqs − sinθr · isds

)
− 3

2
PLΔ ·

(
sinθr · isqs + cosθr · isds

)(
cosθr · isqs − sinθr · isds

)
(18)

Figure 6 illustrates the values of Teb for various speeds. Both average and pulsating braking
torques exist when the motor is restarted at high speeds. A large average braking torque can cause the
motor to brake unexpectedly. This torque also represents the regenerative power generated by the
motor. A large regenerative power may cause a rapid rise in the DC-link voltage and potential damage
to the front-end power supply.

 
Figure 6. Braking torque produced by the induced current at different rotor speed.
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4. Proposed Restarting Strategy

As the potential danger mentioned in previous section, the back-EMF-induced current must be
suppressed to safely start a spinning PMSM. This can be achieved through the accurate and prompt
decoupling of the back EMF as soon as the current controller is activated. The strategy presented in the
following text uses the estimators displayed in Figures 2 and 3 extensively.

4.1. Back-EMF Estimation without Speed Feedback

The relationship between the estimated and actual back EMF can be derived by substituting (7)
into (8), which yields the following equations:

êqs = G1 · eqs + vs∗
qs −G1 · vs

qs + P
(
G1ωmLΔ − ω̂mL̂Δ

)
isds (19)

êds = G1 · eds + vs∗
ds −G1 · vs

ds + P
(
ω̂mL̂Δ −G1ωmLΔ

)
isqs (20)

where G1 = (sL̂ds + r̂s)/(sLds + rs). All the currents are fundamental components, and the subscript f
is neglected for convenience. The mismatch in parameters such as Lds and rs causes amplitude and
phase errors between the estimated and actual back-EMF. Moreover, inverter nonlinearity, such as the
dead-time effect, also results in errors in the estimated back-EMF. To mitigate these errors, these motor
parameters are measured with reasonable accuracy and the dead-time effect is compensated [20–22].
Consequently, G1 ≈ 1, vs∗

qs −G1vs
qs ≈ 0, and vs∗

ds −G1vs
ds ≈ 0. Thus, (19) and (20) are simplified to the

following equations:
êqs ≈ eqs + P

(
ωmLΔ − ω̂mL̂Δ

)
isds (21)

êds ≈ eds + P
(
ω̂mL̂Δ −ωmLΔ

)
isqs (22)

Because the rotor speed is not yet identified, the estimated speed is set to zero. Therefore, (21) and
(22) are transformed into the following equations:

êqs ≈ eqs + PωmLΔisds (23)

êds ≈ eds + PωmLΔisqs (24)

The stator currents in the aforementioned equations can be eliminated by combining (12) and (13)
and (23) and (24). Moreover, note that eqs = −s · eds/ωr and eds = s · eqs/ωr. Then, the estimated back
EMF can be expressed as

êqs

eqs
=

(
2− Lqs/Lds

)
s2 +

(
rs + kpq

)
s/Lds + kiq/Lds

s2 +
(
rs + kpq

)
s/Lds + kiq/Lds

(25)

êds
eds

=

(
2− Lqs/Lds

)
s2 +

(
rs + kpd

)
s/Lds + kid/Lds

s2 +
(
rs + kpd

)
s/Lds + kid/Lds

(26)

Figure 7 depicts the frequency responses of the aforementioned functions at various saliency
ratios. The current controller BW is set to 1 kHz. The estimated back-EMF approaches the actual back
EMF at low speeds. However, significant errors exist at high speeds for machines with a high saliency
ratio. The saliency ratio of most of the PMSMs available on the market is less than 2. In addition,
the BW of the current controller usually is set as high as possible. Therefore, the amplitude and phase
errors for PMSMs are acceptable at speeds lower than the BW of the current controller.

Most importantly, the above analysis indicates that the back EMF at the restarting period can
be estimated with reasonable accuracy without position or speed feedback by using the estimator
presented in Figure 2.

12
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(a) (b) 

Figure 7. Frequency response of (a) êqs/eqs; (b) êds/eds.

4.2. Back-EMF Decoupling

Figure 8 illustrates the current controller and back-EMF estimator when the restarting procedure
is implemented. Note that the estimated speed is set to zero because it is not identified yet. The back
EMF of the motor is estimated as soon as the inverter and current controller are activated, and the
estimated back-EMF is applied to decouple the actual back-EMF. Because the back-EMF estimator is
effectively in the stationary frame during the restarting period, and most importantly, contains no
integrator, the settling time of the back-EMF estimator is inherently zero. Therefore, the back-EMF
can be estimated within one sampling period. Then, the inverter outputs the estimated back-EMF to
the motor within two sampling periods after the drive is activated. Because the back- EMF can be
decoupled within a very short time, the induced current can be suppressed promptly.

Figure 8. Current controller with the decoupling voltage from the back-EMF estimator during restarting period.

4.3. Transient Current Suppression

Because the current controller initiates closed-loop control as soon as the restarting procedure
begins, the initial values in the integrators should be set accordingly. Otherwise, the stator current
may require a relatively long time to reach the steady state even if the back-EMF is decoupled.
From Equation (7), both the resistive voltage drop and cross-coupling voltage are neglected because
they have minor contributions to the current response. The initial motor current can be approximated
as follows:

Ldss
[

isqs
isds

]
≈ −
[

eqs

eds

]
(27)
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Because the back-EMF varies slower than the sampling period, the currents can be reasonably
assumed to increase linearly during the restarting period. Moreover, because transient current
suppression occurs in a very short time, the initial controller voltage is analyzed in the discrete domain.

The sampling period is Ts, and the drive activates at t1. The controller voltages are calculated at t1

+ Ts, and output to the motor at t1 + 2Ts due to the pulse width modulation delay. The subsequent
motor currents are sampled at t1 + 3Ts. To force the motor current sampled at t1 + 3Ts to be zero,
the initial controller voltages (i.e., vqsc and vdsc) should be set as follows:

vqsc(t1 + 3Ts) = Lds
isqs(t1 + 3Ts) − isqs(t1)

(t1 + 3Ts) − (t1 + 2Ts)
(28)

vdsc(t1 + 3Ts) = Lds
isds(t1 + 3Ts) − isds(t1)

(t1 + 3Ts) − (t1 + 2Ts)
(29)

Equations (28) and (29) cannot be evaluated because future currents are used. However, the currents
sampled at t1 + 3Ts can be predicted according to the constant back-EMF assumption as

isqs(t1 + 3Ts) = 3 · isqs(t1 + Ts) − 2 · isqs(t1) (30)

isds(t1 + 3Ts) = 3 · isds(t1 + Ts) − 2 · isds(t1) (31)

When (30) and (31) are substituted into (28) and (29), the initial controller voltages can be
calculated as

vs
qsc(t1 + Ts) = 3Lds ·

isqs(t1 + Ts) − isqs(t1)

Ts
(32)

vs
dsc(t1 + Ts) = 3Lds ·

isds(t1 + Ts) − isds(t1)

Ts
(33)

Figure 9 illustrates the activation procedure of the restarting strategy. The predicted initial
controller voltages are applied as soon as the drive is activated. These voltages force the currents to
decrease to zero within three sampling periods.

 
Figure 9. Activation of the restarting strategy.

5. Experimental Results

A 400 W, a four-pole PMSM was used for experimental verifications. The parameters of the
PMSM are provided in Appendix A. Figure 10 shows the experimental system. The sensorless control
and restarting control algorithms were implemented using a Texas Instruments TMS320F28335 digital
signal processor. The sampling frequencies for current and velocity control were 18 kHz (Ts = 56 μs)
and 2.2 kHz, respectively. The bandwidths of the current and velocity controller were tuned to 1000
and 25 Hz, respectively. The DC-link voltage was 300 V. The transition speed for the saliency-based and
back-EMF-based sensorless control algorithm was 600–900 rpm. A load motor provided external load
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to the test motor. The actual rotor position and speed were monitored by an encoder with a resolution
of 2500 pulse/rev.

 
Figure 10. Experimental system.

Figure 11 depicts the measured steady-state currents and estimated back-EMF when the current
controllers were activated without speed or position feedback. No decoupling voltage was applied.
Both the current commands were set to zero, and the motor speed was regulated at 3000 rpm by
the load motor. Significant induced currents existed due to the undecoupled back-EMF. The motor
currents at various speeds were measured and compared with the calculated values obtained using
(14) and (15). The calculated and measured results are summarized in Table 1. As indicated in
Table 1, the measurements highly agreed with the calculated values. The results list in Table 1 also
demonstrate the validity of the assumption in (12)–(13) that the cross-coupling voltages are small
enough to be ignored. Figure 12a,b illustrates a comparison of the measured and calculated braking
torques at 1080 and 1500 rpm, respectively. The braking torque was measured using a torque sensor.
The frequency of the torque ripple was twice the rotor speed. Moreover, when HF components were
ignored, the measured torque was highly consistent with the values calculated using (18).

Figure 13 presents the current responses when the back-EMF was decoupled and the initial
controller voltage was set to zero. The motor speed was regulated at 3000 rpm by the load motor,
and the current commands were set to zero. The drive was activated with the proposed restarting
strategy at t1. The back EMF was estimated at t1 + Ts and applied to the motor at t1 + 2Ts. However,
motor currents require approximately eight sampling periods to settle down after the drive is activated.
Figure 14 displays the results when the initial controller voltages were calculated using (32) and (33)
under experimental conditions similar to those in Figure 13. The motor currents settled down within
only four sampling periods. This indicates that the motor currents increase linearly in such short time,
and the assumption used for the initial controller voltages calculation in Section 4.3 is reasonable.
Table 2 provides a summary of the maximum amplitude and settling time of the measured currents
when the motor started from various rotor positions at 3000 rpm. All the maximum currents were less
than half the rated current, and the settling times were 4–5 times Ts. These results indicate that the
back-EMF-induced current can be effectively suppressed with the proposed restarting strategy.

 
Figure 11. Measured steady-state currents and estimated back-EMF when the current controllers were
activated without speed and position feedback and with no decoupling voltage.
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Table 1. Comparison of the measured and calculated currents at various speeds.

ωm

(rpm) Current
Meas. Calc. Meas. Calc.

Amplitude (A) Phase (◦)

1500
isqs 0.67 0.61 –149.7 –147.8

isds 0.84 0.78 –133.7 –137.4

3000
isqs 1.48 1.4 –164.9 –165.1

isds 2.07 1.96 –153.2 –158.8

4500
isqs 2.43 2.15 –170.3 –173

isds 3.36 3.1 –162.2 –169.9

 
Figure 12. Comparison of the measured and calculated braking torque at (a) 1800 rpm and (b) 1500 rpm.

 

Figure 13. (a) Current responses when the back-EMF was decoupled but the initial controller voltage
was set to zero (the motor speed was regulated at 3000 rpm by the load motor); (b) Amplified waveforms
around t1.

 
Figure 14. (a) Current responses when the back-EMF was decoupled and the initial controller voltage
was set to the value calculated by (32) and (33) (the motor speed was regulated at 3000 rpm by the load
motor); (b) Amplified waveforms around t1.
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Table 2. Measured currents at various positions when the restarting strategy is implemented.

θr (◦)
Maximum Amplitude (A)

Settling Time
is
qs is

ds

0 –0.86 0.17 4Ts

60 –0.41 0.77 4Ts

90 0.15 0.87 5Ts

180 0.91 –0.2 4Ts

240 0.48 –0.76 4Ts

270 0.23 –0.84 5Ts

Figures 15 and 16 show the results obtained when the motor was running at 3000 rpm with the
rated load and then restarted from an unexpected error occurrence at θr = 0◦ and 90◦, respectively.
Figures 17 and 18 illustrate the results obtained when the motor was running at −4500 rpm with the
rated load and then restarted from an unexpected error at θr = 180◦ and 270◦, respectively. The motor
was initially controlled through sensorless control and subjected to the rated load. The motor drive
was turned off at t0 to emulate the occurrence of an error, such as sensor failure or temporary power
disruption. Subsequently, the motor coasted down rapidly between t0 and t1 due to the large external
load torque. The drive was then activated using the proposed restarting strategy at t1. After the
estimated speed and position reached the steady state at t2, sensorless control was performed again
with constant current commands to increase the motor speed. Finally, the system switched back
to the regular sensorless speed control after the motor speed reached the preset command (3000
and −4500 rpm).

 
Figure 15. (a) Restarting of the motor from θr = 0◦ with a positive speed under the rated load;
(b) Amplified waveforms.

 
Figure 16. (a) Restarting of the motor from θr = 90◦ with a positive speed under the rated load;
(b) Amplified waveforms.

17



Energies 2019, 12, 1818

 
Figure 17. (a) Restarting of the motor from θr = 180◦ with a negative speed under the rated load;
(b) Amplified waveforms.

 
Figure 18. (a) Restarting of the motor from θr = 270◦ with a negative speed under the rated load;
(b) Amplified waveforms.

According to the above results, all the transient currents at t1 were very small, which indicates that
the back-EMF-induced currents had been effectively suppressed irrespective of the starting speed or
position. The amplified waveforms also indicate that the rotor position and speed could be estimated
correctly irrespective of the rotation direction. Although the estimated position reached the actual
position rapidly, the estimated speed required approximately 0.02 s to reach the actual speed. Therefore,
the duration between t1 and t2 should be higher than 0.02 s for a smooth restart of the sensorless control.
Most importantly, although the position estimator takes longer time to estimate the actual speed
correctly, the induced current is still suppressed effectively because the back-EMF can be estimated
accurately without the speed feedback. Actually, this is one of the key features of the proposed
restarting strategy. Note also that for a negative speed, a 180◦ phase error appeared in the estimated
position due to the normalization of Δθemf. The correct rotor position was obtained after the rotation
direction was identified and the phase error was compensated. Additionally, as shown in Figures 15–18,
the position error (θr − θ̂r) after t2 approximates to 0◦ because the motor parameters are measured
with reasonable accuracy and the nonlinearity of the inverter is well compensated.

Figure 19 displays the results of an experiment conducted under similar conditions to those for the
experiment displayed in Figure 18 but with direct restarting of the motor. The back-EMF is not decoupled and
the initial voltage is not applied when the motor is directly restarted. Although the motor speed and position
could be still estimated with high accuracy, significant back-EMF-induced currents appeared between t1 and
t2 because the back-EMF was not decoupled. Moreover, the motor coasted down faster in the experiment
displayed in Figure 19 than in the experiment displayed in Figure 18 due to the large braking torque.

Figure 20 presents the currents and position errors when the motor speed was regulated by the
load motor at 3000 rpm, current commands were set to zero, and BW of the current controller was set
to 500 Hz. The current controller was activated at t1, and the restarting strategy was implemented
at t1’ to examine its effectiveness. It can be seen that the position error is obviously larger than that
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in Figures 15–18 because low BW of the current controllers causes significant phase delay on the
estimated back-EMF, as mentioned in Section 4.1. In addition, a large transient current was induced
between t1 and t1’. However, the induced current was suppressed as soon as the restarting procedure
was implemented. This result also confirms that the proposed restarting strategy is effective even with
a considerably low current controller bandwidth.

 
Figure 19. (a) Restarting the motor directly from θr = 270◦ with a negative speed under the rated load;
(b) Amplified waveforms.

 

Figure 20. Currents and position errors during restarting period when the current controller BW was
set to 500 Hz.

6. Conclusions

This paper proposes a restarting strategy for back-EMF-based sensorless controlled PMSMs when
the rotor is spinning. The proposed restarting strategy presents the following features: (1) the restarting
strategy is easy to implement because it is developed based on the existing back-EMF-based sensorless
control algorithm; (2) the restarting procedure does not increase the computation burden because no
voltage vector injection is required to identify the rotor position and speed; (3) the induced current can
be suppressed effectively before the rotor position and speed are identified; (4) the rotor speed and
position are still tracked accurately even when the motor is coasting down very quickly.

The analytical results indicate that the back-EMF of the motor can be estimated with good accuracy
even without the rotor position or speed feedback provided that the bandwidth of the current controller
is much higher than the rotor speed. According to this result, the back-EMF is estimated and used
as the decoupling voltage for mitigating the back-EMF-induced currents when activates the current
controller. Furthermore, the initial voltages in the integrators of current controllers are calculated
properly and applied to greatly reduce the transient current. The experimental results indicate that
the induced current can be suppressed within four to five sampling periods for various spinning
conditions. Because of the considerably short time delay, the motor drive can restart safely from
various speeds and positions without causing overcurrent fault.
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Appendix A

Table A1. Main motor parameters.

Parameter Value Unit

Rated speed/pole pairs 6000/2 rpm

Rated current 2 A

Magnet flux (λm) 0.106 Wb-turns

Stator resistance 1.53 Ω

d-axis inductance (Lds) 4.8 mH

q-axis inductance (Lqs) 7.1 mH
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Abstract: The condition of synchronous generators (SGs) is a matter of great attention, because they
can be seen as equipment and also as fundamental elements of power systems. Thus, there is a
growing interest in new technologies to improve SG protection and maintenance schemes. In this
context, electrical signature analysis (ESA) is a non-invasive technique that has been increasingly
applied to the predictive maintenance of rotating electrical machines. However, in general, the works
applying ESA to SGs are focused on isolated machines. Thus, this paper presents a study on the
condition monitoring of SGs in bulk electric systems by using ESA. The main contribution of this
work is the practical results of ESA for fault detection in in-service SGs interconnected to a power
system. Two types of faults were detected in an SG at a Brazilian hydroelectric power plant by using
ESA, including stator electrical unbalance and mechanical misalignment. This paper also addresses
peculiarities in the ESA of wound rotor SGs, including recommendations for signal analysis, how to
discriminate rotor faults on fault patterns, and the particularities of two-pole SGs.

Keywords: bulk electric system; condition monitoring; electrical signature analysis; fault diagnosis;
predictive maintenance; synchronous generator

1. Introduction

Electrical power systems consist of a large number of interconnected synchronous generators
(SGs) operating in parallel, connected to transmission and distribution networks to supply large load
centers. These machines are fundamental elements of power systems, and their condition affects
network reliability and stability [1]. The parallel operation of SGs presents several advantages such as
the increase of supply reliability, the improvement of efficiency, and lower cost. However, it increases
the complexity of the stability control of the SGs when a fault occurs [2]. Thus, there is a growing
interest in new technologies to improve SG protection and maintenance schemes [3–5].

Among the maintenance philosophies that have been applied to SGs, condition-based maintenance
(CBM) is highlighted. This type of maintenance is based on the continuous monitoring of a condition
parameter in a machine (vibration, temperature, electrical signals, etc.) [6]. CBM consists of the analysis
of the monitored parameters to evaluate if certain indicators present signs of decreasing performance
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or incipient fault. Thus, the actual condition of the asset is evaluated, and it is possible to decide what
and when the maintenance action must be done [7].

In the context of CBM, electrical signature analysis (ESA) has been increasingly applied to rotating
electric machines fault diagnostics. In ESA, the monitored parameters are the electrical signals of
the machine in the frequency domain. This is performed by using a Fast Fourier Transform (FFT)
algorithm and other signal processing procedures. The faults are detected and identified by analyzing
fault patterns on voltage and current spectra, which are frequency components whose magnitudes
vary when a fault happens. Moreover, faults can be detected at an early stage and the frequency
components’ magnitudes are generally related to the fault severity. The main advantages of ESA
are no intrusiveness, dependence on only electrical quantities, technical and economic viability, and
possibility of obtaining fault patterns applicable for all types of wound rotor SGs [6,8–10].

There are several published works about ESA-based methodologies for fault detection in
synchronous machines. ESA has been used mainly for detection of stator winding inter-turn short
circuit [11–16], rotor winding inter-turn short circuit [11,13,17–20], air-gap eccentricity [21–25], and
rotating diode failure [26,27]. There are also works approaching various electrical and mechanical
faults in SGs [28].

Despite the increasing use of ESA in CBM, it is important to highlight that some particularities
arise when this technique is applied to SGs. Firstly, the choice of signals to be analyzed must be
considered, because both current and voltage are outputs of these machines. There is also an issue
related to faults that coincide in the same fault pattern. For instance, the rotor rotation frequency fault
pattern is indicative of rotor winding inter-turn short circuit and rotor mechanical faults [9,11,13,19,29].
Thus, the analysis of only the rotation frequency components allows the detection of rotor problems.
However, this is not sufficient to identify the type of fault (electrical or mechanical). There is also
an issue related to two-pole type SGs. In these machines, the rotor rotation frequency matches the
power line frequency. Therefore, the fault patterns and the power system harmonics match the same
components. Thus, the ESA-based fault diagnostic can be obscured because of the SGs intrinsic
harmonics or harmonics related to non-linear loads [30–34]. Finally, in general, the works found
in literature present ESA application to isolated SGs, both in a laboratory environment and in SGs
onboard ships [13,15,24]. However, large SGs are usually interconnected to power systems, so ESA
should also be applied to SGs in this condition.

Given this scenario, this paper presents a study on fault diagnosis of SGs in bulk electric systems
using ESA. Firstly, a methodology for SG fault detection using ESA is proposed, addressing ESA
fault patterns and the mentioned peculiarities of this technique for fault detection in SGs. Then, as
the main contribution of this work, case studies of fault detection using ESA in an in-service SG
in a Brazilian hydroelectric power plant are presented. The results show the potential of ESA for
condition monitoring of SGs interconnected to power systems and are valuable, since SGs in this
context are concerned with monitoring and are subjected to diverse conditions of the bulk power
system. As mentioned previously, other works usually present results in a laboratory environment
with isolated SGs and controlled conditions, which do not fully depict the SGs in practical situations.

As a note, it is known that SGs conditions might include normal condition, oil-membrane oscillation,
imbalance, no orderliness, short circuit, and so on. However, this work focuses on conditions covering
healthy and faulty situations, including fault detection and identification. Moreover, it is worth noting
that artificial intelligence-based methodologies have been increasingly applied to rotating machinery
fault detection and condition monitoring nowadays [35–37]. These techniques can be used in future
works as auxiliary tools to complement the fault diagnosis by using the proposed methodology, being
not in the scope of the present work.

The rest of the paper is divided as follows. Section 2 presents the ESA background. Section 3
presents ESA fault patterns for SGs. Section 4 approaches the peculiarities of ESA application to
SGs. Section 5 presents the proposed methodology for fault detection in SGs in interconnected power
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systems. Section 6 presents results of fault detection in SG in a power plant. Finally, Section 7 presents
the conclusions.

2. Electrical Signature Analysis Background

ESA consists of the frequency-domain representation, processing, and analysis of electrical signals
and has been usually applied in electric machinery condition monitoring. In general, ESA comprises of
an FFT (Fast Fourier Transform) algorithm to represent the time-domain signals in the shape of spectra,
which are referred in this work as electrical signatures. ESA is based on the assumption that a significant
change in a machine condition results in the change of its electrical signature. Moreover, there are
specific frequency components whose magnitudes change in the presence of faults. These frequency
components are related to the type and location of fault, being dependent on the power line frequency
and structural characteristics of the motor or generator. Thus, it is possible to obtain a set of ESA fault
patterns for fault detection and identification in electrical machines [38]. Moreover, the fault patterns
can be applicable to all types of wound rotor SGs.

The ESA techniques used in this work are current (CSA) and voltage signature analysis (VSA),
and extended Park’s vector approach (EPVA), which will be explained in the next sections.

2.1. Current and Voltage Signatures

CSA and VSA consist purely of the frequency-domain analysis of the current and voltage signals
from the machine stator. The electrical signatures are obtained through the application of FFT to
voltage and current signals. FFT is an algorithm with the purpose of computing the Discrete Fourier
Transform (DFT) in a faster way. Considering a list of complex numbers, the DFT transforms that into a
list of coefficients of a finite combination of complex sinusoids. Each DFT component is given by [39]:

Xm =
N−1∑
n=0

xn·e− j2πmn/N, m ∈ Z (1)

where m is the DFT index (harmonic order), n is the time-domain index, N is the number of samples,
Xm is the mth DFT coefficient, and xn is the time-domain list of equally-spaced complex samples.

FFT decomposition allows the determination of the magnitude and the phase of each frequency
component of the electrical signal under analysis. As mentioned previously, these components
can compose a set of fault patterns for machine diagnosis, and generally the magnitudes of these
components increase according to the fault severity.

In practice, the spectral components’ magnitudes are usually presented normalized in relation to
the fundamental component magnitude (line frequency), due to the changes of current in function of
load. Moreover, the use of a logarithm scale (in general, dB) is common, because of the big difference
between the magnitudes and the exponential characteristic of the evolution presented for several
known faults [7].

In general, the fault components are expressed in the frequency spectrum as:

fe = f1 ± k· fc (2)

where fe is the fault frequency as it appears in the spectrum, considering the power line frequency
modulation; f 1 is the power line frequency; k is a positive integer value, indicating the harmonic order;
and fc is the specific fault characteristic frequency.

2.2. Extended Park’s Vector Approach

EPVA is a technique based on a quantitative analysis of the Park circle distortion, whose main
characteristic is considering information of the three phases of electrical signals. It is specifically used
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as a fault indicator of stator electrical unbalance. A brief explanation of this technique is provided
below [12,40].

The components of Park’s vector (iD and iQ) for a set of three phase balanced currents are computed
by applying the Clarke transformation and given by:

iD =
( √

2√
3

)
iA −
(

1√
6

)
iB −
(

1√
6

)
iC

iQ =
(

1√
2

)
iB −
(

1√
2

)
iC

(3)

where iD and iQ are the current components of Park’s vector in direct and quadrature axes, respectively;
and iA, iB, and iC are balanced line currents in phases A, B and C, respectively.

When the conditions are ideal, the resultant Park circle is a perfect circle, whose center locates at
the origin of the coordinates. Considering the wave shape parameters of the balanced line currents A,
B and C, it is obtained:

iD =
( √

6
2

)
iM cos(ωt− θ)

iQ =
( √

6
2

)
iM sin(ωt− θ)

(4)

where iM is the peak value of the line current; ω is the angular frequency, in (rad/s); θ is the initial
phase angle, in (rad); and t is the time variable.

When the conditions are not ideal, for instance, when an electrical unbalance is present, the Park
circle presents some distortion. Thus, the currents contain direct and inverse sequence components,
which can be represented as:

iA = id cos(ωt− θd) + ii cos(ωt− γi)

iB = id cos
(
ωt− θd − 2π

3

)
+ ii cos

(
ωt− γi +

2π
3

)
iC = id cos

(
ωt− θd +

2π
3

)
+ ii cos

(
ωt− γi − 2π

3

) (5)

where id is the maximum value of the direct sequence current; ii is the maximum value of inverse
sequence current; θd is the initial phase angle of the direct sequence current, in (rad); and γi is the
initial phase angle of the inverse sequence current, in (rad). By substituting (5) in (3), it is obtained:

iD =
( √

3√
2

)
(id cos(ωt− θd) + ii cos(ωt− γi))

iQ =
( √

3√
2

)
(id sin(ωt− θd) − ii sin(ωt− γi))

(6)

In order to obtain the resultant signal for analysis, the computation of the square of Park’s vector
module is executed:

i2D + i2Q =
(3

2

)(
id2 + ii2

)
+ 3idii cos(2ωt− θd − γi) (7)

Finally, the FFT algorithm is applied to the square of the Park’s vector module. In the presence of
electrical unbalance, the resulting spectrum contains a DC level and a component located at twice the
power line frequency. This component is defined as the EPVA electrical unbalance fault pattern.

As a final comment, the procedure has been explained for current signals, but the same can be
used for voltage signals.

3. ESA Fault Patterns for Synchronous Generators

This section presents ESA fault patterns for SGs that will be used in the proposed methodology of
this work. These patterns are valid for different types of SGs and have been presented in the literature
and proved experimentally [41]. An observation is that both voltage (VSA or EPVA) and current (CSA
or EPVA) signatures must be analyzed.
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3.1. Rotor Winding Inter-Turn Short Circuit

SG rotor winding inter-turn short circuit fault presents the characteristics: increase of rotor current,
an increase of winding temperature, distortion of voltage waveform, unusual vibration, and possibility
of mechanical faults occurring.

The proposed ESA fault patterns are rotor rotation frequency pattern and even harmonics on the
electrical signature.

The rotor rotation frequency is defined by the monitoring of line frequency with sidebands in
integer multiples of rotor rotation frequency. The rotor rotates at synchronous speed. Thus, the rotor
rotation frequency is given by:

fr =
f1
P

(8)

where fr is the rotor rotation frequency, f 1 is the line frequency, and P is the number of pole pairs. A
note is that the expression “pole pairs” is used to refer to the “physical” number of pole pairs in the
rotor of the SG and this is valid for all the times this expression appears in this paper. Thus, the rotation
frequency pattern is given by [6,13,19,38]:

fp f r = f1 ± k· fr (9)

where fpfr are the spectral components analyzed for SG rotor mechanical problems and k is a
positive integer.

Figure 1a illustrates the rotor rotation frequency, which must be analyzed on voltage and
current signatures.

 
(a) (b) 

Figure 1. Fault patterns: (a) rotor rotation frequency (pattern for rotor winding inter-turn short
circuit—electrical fault, and for rotor mechanical faults); (b) even harmonics (pattern for rotor winding
inter-turn short circuit—electrical fault).

Another proposed fault pattern for this type of fault is the analysis of even harmonics (fphp) in the
electrical signature, which are given by [13,19,33,34]:

fphp = 2·k· f1 (10)

This pattern must be analyzed on voltage and current signatures and is illustrated in Figure 1b.

3.2. Stator Winding Inter-Turn Short Circuit

Another type of fault that SGs can suffer is stator winding inter-turn short circuit, whose
characteristics are: the emergence of pulsating currents and generation of rotating fields in the opposite
direction of the original one.

The proposed fault patterns for this fault are the zero sequence harmonics (mainly the third
harmonic) in the electrical signature, and the EPVA electrical unbalance pattern [12,13].

The zero sequence harmonics fault pattern (fphsz) is given by:

fphsz = 3·k· f1 (11)

This fault pattern must be analyzed in voltage and current signatures and is illustrated in Figure 2a.
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(a) (b) 

Figure 2. Fault patterns: (a) zero sequence harmonics; (b) EPVA electrical unbalance (patterns for stator
electrical unbalance—electrical fault).

The EPVA electrical unbalance pattern (fepva) is defined as the component of twice the line
frequency in the EPVA spectrum of voltage and current, being represented as:

fepva = 2· f1 (12)

Figure 2b illustrates this pattern, which must be analyzed on EPVA voltage and current signatures.
As a note, these patterns are also valid for other faults that result in stator electrical unbalance

(phase-to-neutral short circuit, phase-to-phase short circuit, open circuit fault).

3.3. Rotor Mechanical Faults

Rotor mechanical faults include mechanical misalignment, mechanical unbalance, static airgap
eccentricity, and dynamic airgap eccentricity. Some effects of these faults include: an increase in
vibration, higher electromagnetic stress, an increase of unbalanced magnetic pull (UMP), increase of
bear wear, and rotor and stator rubbing.

The fault pattern proposed for these faults is the rotor rotation frequency on voltage and current
signatures, as illustrated in Figure 1a, because these faults also cause an increase in the magnitude of
this component [25,29,38].

4. Peculiarities of Electrical Signature Analysis of Synchronous Generators

The last section presented ESA fault patterns for SGs. However, it is important to contextualize
that ESA has been largely applied to fault detection of induction motors in an industrial environment
and the application to SGs is more recent and entails some peculiarities. Thus, this section compiles
some important issues related to ESA application to SGs condition monitoring.

4.1. Signal Analysis

The first peculiarity of ESA application to fault detection of SGs is related to the choice of signals
to be analyzed because both voltages and currents are outputs of these machines. In the literature, ESA
experts recommend to analyze the stator voltage and current signals. In the case of isolated SGs, the
analysis should focus on the voltage signature (VSA and EPVA) and relate to the current signature
(CSA and EPVA). If the component magnitude under analysis is greater in voltage than in current (in
dB), one may suppose that there is an incipient fault in the SG. Otherwise, one may suppose that the
incipient fault is in the load [28].

These considerations are valid for isolated SGs. This work assumed that for SGs interconnected to
power systems, the focus should be on current signature (CSA and EPVA). This because if an SG is
connected to an infinite bus, then the system voltage would prevail over the SG generated voltage.

4.2. Discrimination of Mechanical and Electrical Rotor Faults on Fault Patterns

A second peculiarity is related to the discrimination of faults whose effects occur in the same
fault pattern. As one may note, the rotor rotation frequency pattern is indicative of rotor mechanical
problems, and rotor winding inter-turn short circuit [11,13,19,25,29]. Thus, by analyzing only this fault
pattern, it is possible to detect rotor problems, but not to distinguish if it is an electrical or a mechanical
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problem. In order to get a reliable fault diagnosis for SGs based on ESA, it would be necessary to
separate the effects of electrical and mechanical faults in the rotation frequency components.

A methodology based on the analysis of symmetrical components to distinguish SG rotor faults
has been proposed in [9]. This approach focused on the first right sideband of the rotation frequency,
presenting a theoretical analysis and experimental results. The cited work found that the rotor winding
inter-turn short circuit fault caused the increase of positive (mainly), negative, and zero sequence
magnitudes of the rotation frequency’s first right sideband. On the other hand, the rotor mechanical
unbalance caused the increase only of the positive sequence magnitude of the rotation frequency’s
first right sideband. Thus, these findings should be associated with the rotor rotation frequency fault
pattern, to provide a better fault diagnosis using ESA.

4.3. Two-Pole Synchronous Generators

The SGs at hydroelectric power plants are usually built with a salient pole for two or more pole
pairs (low-speed or hydrogenerators), and SGs at thermal and nuclear power plants are normally built
with a non-salient pole for one or two pole pairs (high speed or turbogenerators) [42]. As the proposed
ESA methodology is applicable for both types of SGs, a last peculiarity emerges for the specific case of
two-pole SGs. In this case, the rotation frequency is equal to the line frequency (fundamental frequency).
Thus, the fault patterns match the harmonics of the fundamental frequency. The harmonics in an SG
include the intrinsic harmonics due to the structural characteristics of the SGs and the magnetomotive
force waveform, harmonics due to non-linear loads fed by the SG (they reflect in the SGs signals because
of the armature reaction effect), and harmonics due to possible internal faults of the SGs (for instance,
the second harmonic as indicative of rotor faults). In practice, even healthy machines may present
even harmonics, and this can confuse the fault diagnosis when using ESA [30–33]. Even harmonics
are indicative of rotor winding short circuit and the second harmonic matches the rotation frequency
pattern’s first right sideband. For a correct fault diagnostic, it is necessary to do an in-depth study
about the different harmonics in SG signals and the interactions among them.

A previous study [34] on this issue concluded that the SG intrinsic even harmonics (due to
possible internal asymmetry in the machine or mechanical misalignment condition) did not confuse the
diagnosis of rotor winding inter-turn short circuit fault by using ESA. The cited work was substantiated
by experimental results. However, for future works, it is important to perform experimental tests with
non-linear loads at the SG output to analyze the effect of harmonics in ESA fault patterns and their
influence on fault detection.

Finally, it is not the scope of this work to approach in depth each cited peculiarity. The main
objective was to point them out and show how they have been approached. Moreover, the influence of
saturation and power factor in SG fault detection is not addressed, being proposed for future works.

5. Proposed Methodology for Fault Diagnosis of SGs in Bulk Electric Systems

This section describes the proposed ESA-based methodology for condition monitoring of SGs,
considering the ESA fault patterns and the SGs peculiarities presented in the last sections.

A system has been developed for SGs CBM based on ESA. The system includes two PS TTD-01
differential AC voltage transducers, 2.5% peak-to-peak error, used to measure two phase-to-phase
voltages. Two TT 50-SD differential AC current transducers, 2.0% peak-to-peak error are used to
measure two line-currents. The transducers are installed at the secondary side of the SGs voltage and
current transformers, and are accessed through the panels of the generating units (GUs).

The transducers are connected to an acquisition system by National Instruments composed by the
Ethernet cDaq-9181 carrier and the NI-9239 module for data acquisition. This system is provided with
four channels for simultaneous signal acquisition, and the acquisitions are accomplished with 131072
points each one and 16.67 kHz sample frequency. The analog-to-digital converter resolution is 24 bits.

The acquisition system communicates with a personal computer through a signal analysis software
(SAS) developed in C# to command the acquisitions and perform the signal analysis and the machine
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diagnosis. The set of fault patterns presented in (9)–(12), including the symmetrical components
approach described previously, is implemented in the SAS. The SAS is the heart of the proposed
system, being the part of the system where the fault patterns and rules presented in Sections 3 and 4
are implemented to perform fault detection and identification, even for an SG connected to the grid.

The first step of the proposed methodology is the acquisition of the machine’s electrical signals.
Once acquired, the signals are processed, the FFT algorithm is applied to get the signal spectral
components, other signal processing techniques or post-processing analysis are performed, the
database is fed with this information, and the SAS performs the analysis. Thus, the electrical signatures
can be analyzed in a qualitative and quantitative way, especially considering the predefined fault
patterns. Figure 3 presents a schematic diagram of the described ESA-based methodology for SGs CBM.

 

Figure 3. Electrical signature analysis (ESA) based methodology for condition-based maintenance of
synchronous generators (SGs).

The described process is performed continuously over time. The system can be programmed
to acquire a number of signals in predefined time intervals, each day. Then, a database is created
and continuously fed. The analysis for fault detection is performed considering the database stored
from the system installation time until the moment of analysis. This is performed by analyzing the
trend curves of the fault patterns magnitudes. Thus, it is possible to note any abnormal increase in a
component magnitude and its evolution over time.

The analysis is accomplished by setting alarms for the fault pattern’s component’s magnitudes.
The alarm levels are obtained empirically, according to maintenance specialist expertise. For means
of complementation, the analysis can also be comparative. When there are data of the machine in a
healthy condition (baseline), the analysis is comparative with the baseline condition. However, when
the baseline is not available, and there are equal machines (of the same model and nameplate data)
being monitored, the analysis can be comparative between the machines. In both cases, the selected
data for analysis must be in the same operation range, considering the machine voltage and load level.

The SAS presents features so that the user can access screens with the fault pattern’s trend curves
and spectrum of a selected electrical signal in order to perform an in-depth analysis. The SAS also
provides a report containing the general condition of the SG, including a traffic light (red, yellow or
green) indicating the condition regarding the monitored faults. This is automatically updated when
the database receives a new signal acquisition, including the summary of the report, which can be
accessed on the main screen of the SAS.

It is important to reinforce that the fault types are detected and identified considering the
fault patterns and recommendations presented in the Sections 3 and 4, and these fault patterns are
comprehensive and include faults normally able to be detected in a predictive maintenance system.
The approach of other faults in these systems can be proposed for future works. Finally, with the
support of the described system, the decision to stop a machine or not due to indications from the
electrical signature will be performed by the maintenance staff and requires some experience and
knowledge of the process and the machine’s behavior history [7].
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6. Results of Fault Detection in In-Service SGs in Bulk Electric Systems by Using ESA

This section presents results of fault detection in in-service SGs in a bulk electric system by
using ESA.

The developed methodology of SG CBM based on ESA has been applied to in-service generating
units (GUs) of a Brazilian hydroelectric power plant called Goiandira. This power plant is located
at Brazilian state of Goias and has two GUs (GU#1 and GU#2) with the following ratings: power =
15 MW, stator voltage = 13,800 V, stator current = 627.6 A, frequency = 60 Hz, 26 poles (salient-pole
rotor), excitation voltage = 190 V, excitation current = 480 A, rotor rotation speed = 276.9 rpm.

Two types of faults were detected in this power plant by using the proposed ESA based
methodology, as described as follows.

6.1. Early Stage of Stator Phase-to-Phase Short Circuit

Firstly, the power plant personnel had reported that GU#1 presented a covered winding coil.
This is because a short circuit had occurred between turns 179 of phase 1 and 184 of phase 2 (the level
of severity had not been informed) and the solution adopted to mitigate the problem was the isolation
of the stator coils, which caused stator electrical unbalance. Figure 4 presents the part of the GU#1
stator winding where the fault happened. Thus, the electrical signatures were analyzed to search for
fault indicators for this type of fault. The fault pattern of EPVA electrical unbalance, as described in
(12), has been analyzed.

  
(a) (b) 

Figure 4. Fault indication and mitigation in the stator winding of generating unit (GU) #1: (a) fault
indication; (b) fault mitigation.

Here it is important to point out that as a data history of GU#1 and GU#2 before the fault was
not available, the analysis was accomplished as a comparison between the two GUs, considering the
database stored from the installation time until the analysis moment. As explained in the last section,
the data used in this analysis must be in the same operation range, considering the load condition.
The data of the GUs were selected in a range between 89.2% and 92.4% of the rated load, considering
the current as reference, and the levels of voltage were similar between the GUs. As the GUs were in a
similar level of operation, considering the load condition, the selected data were appropriate for an
ESA comparative analysis.

Considering the current and voltage signals in the database and the EPVA computed for them by
the SAS, Figure 5 presents the trend curves of the EPVA electrical unbalance in voltage and current
signatures of the GUs at Goiandira. For this analysis, the daily average of data has been considered,
and this has also been performed for all the trend curves presented in this section. It can be noticed
that, for both GUs, the voltage unbalance was about 0.4%. The current unbalance was between 0.5%
and 1.5% for GU#2 and between 2.5% and 3.0% for GU#1. Thus, GU#1 presented a larger electrical
unbalance at the EPVA current signature than GU#2. Thus, the fault indicator of the covered coil was
detected in the EPVA electrical unbalance fault pattern.

In order to verify if the data sets of EPVA electrical unbalance of current signature of the GUs
were statistically different and reinforce the ESA diagnosis effectiveness, a two-sample t-test has been
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performed [43] using Minitab software. The data used for the hypothesis testing were the percentage
values of electrical unbalance of current signals in the period of analysis. Table 1 presents the results
from the two-sample t-test for the fault pattern in analysis.

  
(a) (b) 

Figure 5. Trend of the Extended Park’s vector approach (EPVA) electrical unbalance of voltage (lower
curve) and current (upper curve) signatures for GUs at Goiandira power plant: (a) GU#1; (b) GU#2.

Table 1. Results of the two-sample t-test for the EPVA electrical unbalance at current signature.

GU
Number of

Samples
Mean

Standard
Deviation

Standard Error of the Mean

GU#1 117 2.535 0.329 0.030
GU#2 46 1.35 0.410 0.060

Estimated difference: 1.1842
Confidence interval of 95% for the difference: (1.0493; 1.3191)

t-Test of the difference = 0 (vs not =): p-value = 0.000

From Table 1, it can be concluded that the data set of the EPVA electrical unbalance at current
signature of GU#1 is statistically different from the corresponding data set of GU#2, because p-value <
0.05. The estimated difference is that the mean of the component magnitudes of GU#1 is 1.1842% above
the mean of the component magnitudes of GU#2. This result evidences the fault indicator of covered coil.

Figure 6 presents, for illustration purposes, examples of the EPVA electrical unbalance of current
and voltage signatures of GUs #1 and #2 of Goiandira power plant. This was performed by choosing an
arbitrary signal acquisition for each GU and considering the FFT computed by the SAS. The components
are normalized in relation to the fundamental frequency magnitude. By comparing the spectra of
Figure 6a,b, one can notice a significant difference between the component magnitudes of GUs #1 and
#2, mainly in the EPVA current signature, which evidences the fault indicator of covered coil.

 
(a) (b) 

Figure 6. EPVA electrical unbalance of current and voltage signatures of the Goiandira GUs: (a) GU#1;
(b) GU#2.
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6.2. Mechanical Misalignment

During the performed analysis, the rotation frequency fault pattern, as presented in (9), was
also noteworthy. This fault pattern is indicative of rotor mechanical problems. For the purpose of
analysis, the same current and voltage data selected in the last section have been considered in the
present section.

Considering the current and voltage signals in the database and the signatures computed by the
SAS, Figure 7 presents the trend curves of the rotation frequency of the voltage and current signatures
of GUs at Goiandira power plant, considering the average level of the components. It can be noticed
that the component’s magnitudes were about -90 dB for GU#1 and -95 dB for GU#2, for voltage signals.
The component’s magnitudes were about -70 dB for GU#1 and -82 dB for GU#2, for current signals.

  
(a) (b) 

Figure 7. Trend of rotation frequency pattern of voltage (lower curve) and current (upper curve)
signatures for GUs at Goiandira power plant: (a) GU#1; (b) GU#2.

There is a significant difference between the rotation frequency component’s magnitudes of GU#1
and GU#2, mainly in current signature, and GU#1 presents higher magnitudes in relation to GU#2.
This fault pattern is indicative of rotor winding inter-turn short circuit or rotor mechanical problems.
After the analysis, the power plant personnel reported that GU#1 presented “dogleg” condition, which
is an angular mechanical misalignment between the turbine shaft and the generator rotor shaft. Thus,
the hypothesis raised by the analysis has been confirmed.

In order to verify if the data sets of rotation frequency of current signature of GUs were statistically
different and reinforce the ESA diagnosis effectiveness, a two-sample t-test has been performed [43]
using Minitab software. The data used for the hypothesis testing were the rotation frequency
component’s magnitudes in dB of current signals in the period of analysis. Table 2 presents the results
for the two-sample t-test for the fault pattern in question.

Table 2. Results of two-sample t-test for rotation frequency of current signature.

GU
Number of

Samples
Mean

Standard
Deviation

Standard Error of
the Mean

GU#1 117 −71.357 0.678 0.063
GU#2 46 −83.520 3.430 0.510

Estimated difference: 12.165
Confidence interval of 95% for the difference: (11.140; 13.190)

t-Test of the difference = 0 (vs not =): p-value = 0.000

It can be concluded that the data set of the rotation frequency component’s magnitudes of
GU#1 is statistically different from the corresponding data set of GU#2, because p-value < 0.05.
The estimated difference is that the GU#1 component magnitudes mean is 12.165 dB above the mean of
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the component magnitudes of GU#2. This result provided evidence for the fault indicator of rotor
mechanical misalignment.

Figure 8 presents, for illustration purposes, examples of rotation frequency components of
the current and voltage signatures of GU#1 and GU#2 at Goiandira power plant. These were
signal acquisitions chosen arbitrarily to show the signatures computed by the SAS. There is a
significant difference between the components of GU#1 and GU#2, mainly in current signature, and
the component’s magnitudes of GU#1 are higher than GU#2. This is evidence of the fault indicator of
rotor mechanical misalignment.

  
(a) (b) 

Figure 8. Rotation frequency of the current and voltage signatures of Goiandira GUs: (a) GU#1; (b) GU#2.

6.3. Final Remarks

It is important to reinforce that the proposed system can detect electrical and mechanical faults,
including those presented in Section 3. The current section has focused only on two types of faults
(stator electrical unbalance and mechanical misalignment) because these were the faults detected in
practice in the in-service SG in the monitored hydroelectric power plant. When working in a laboratory
environment, it is possible to simulate different types of faults in a machine and get results covering all
of them [3]. However, when considering a power plant application, the studied types of faults will
not always occur during the selected period of monitoring and analysis. Finally, the results obtained
in a power plant are very valuable, because this environment is concerned with monitoring and is
subjected to diverse conditions of bulk power system.

7. Conclusions

This paper has presented a study on ESA for condition monitoring of SGs in bulk electric systems.
The paper has presented a methodology for SG predictive maintenance by using ESA and has also
addressed peculiarities in the application of this technique to fault detection in wound rotor SGs. The
main contribution of this work is the practical results of ESA for fault detection in an in-service SG
connected to a power system.

The detected faults were an early stage of stator phase-to-phase short circuit, detected in the EPVA
electrical unbalance pattern, and mechanical misalignment, detected in the rotation frequency pattern.
The results show the potential of applying ESA to fault detection in SGs interconnected to a power
system. Moreover, it has been shown that in this case, the emphasis of ESA must be on CSA. This is
because the faults were more evident through the analysis of fault patterns in current signatures than
in voltage signatures.

It may be proposed for future works to improve the automatisms and diagnostics of the system
by using artificial intelligence techniques and expand the possible monitored conditions beyond fault
detection and identification.
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Nomenclature

Abbreviations

CBM Condition-based maintenance
CSA Current signature analysis
DFT Discrete Fourier Transform
ESA Electrical signature analysis
EPVA Extended Park’s vector approach
FFT Fast Fourier Transform
GU#1 Generating unit #1
GU#2 Generating unit #2
GUs Generating units
SAS Signal analysis software
SGs Synchronous generators
UMP Unbalanced magnetic pull
VSA Voltage signature analysis
Parameters

f1 Power line frequency
fc Specific fault characteristic frequency
fe Fault frequency
fepva EPVA electrical unbalance pattern
fpfr Spectral components analyzed for SG rotor mechanical problems
fphp Spectral components analyzed for SG even harmonics
fphsz Zero sequence harmonics fault pattern
fr Rotor rotation frequency
iA Current of phase A
iB Current of phase B
iC Current of phase C
iD Direct component of Park’s vector
id Maximum value of the direct sequence current
ii Maximum value of inverse sequence current
iM Peak value of the line current
iQ Quadrature component of Park’s vector
k Positive integer value
m DFT index (harmonic order)
n Time-domain index
N Number of samples
P Number of pole pairs
t Time variable
Xm mth DFT coefficient
xn Time-domain list of equally-spaced complex samples
γi Initial phase angle of the inverse sequence current, in (rad)
θ Initial phase angle, in (rad)
θd Initial phase angle of the direct sequence current, in (rad)
ω Angular frequency, in (rad/s)
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Abstract: Due to the price and supply insecurities for rare earth metal-based permanent magnet (PM)
materials, a search for new PM materials is ongoing. The properties of a new PM material are not
known yet, but a span of likely parameters can be studied. This paper presents an investigation on
how the remanence and recoil permeability of a PM material affect its usefulness in a low speed,
multi-pole, and PM synchronous generator. Demagnetisation is also considered. The investigation
is carried out by constrained optimisation of three different rotor topologies for maximum torque
production for different PM material parameters and a fixed PM maximum energy. The rotor
topologies used are surface mounted PM rotor, spoke type PM rotor and an interior PM rotor with
radially magnetised PMs. The three different rotor topologies have their best performance for different
kinds of materials. The spoke type PM rotor is the best at utilising low remanence materials as long
as they are sufficiently resistant to demagnetisation. The surface mounted PM rotor works best with
very demagnetisation resistant PM materials with a high remanence, while the radial interior PM
rotor is preferable for high remanence materials with low demagnetisation resistance.

Keywords: permanent magnet synchronous generator; electrical machine design; permanent
magnet material

1. Introduction

Low speed, high torque synchronous machines are primarily used in wind power, as direct driven
generators. They can employ permanent magnet (PM) excitation to reduce complexity and increase
efficiency. The most common group of PM materials used are based on neodymium-iron-boron
(Nd-Fe-B) systems, which have very good performance [1]. In the last decade, there has been a
volatility in price of these kinds of PMs, which has sparked the search for more economically stable
alternatives [2]. One option is to use ferrites, but this requires a more mechanically complex and
heavier rotor, such as a flux concentrating spoke type rotor [3–5], than the relatively simple surface
mounted PM rotor that can be used with Nd-Fe-B [6,7]. Another approach is the development of new
PM materials [8]. Suitable rare earth metal–free systems for use as PM materials are currently being
investigated. Ref. [9] presents a theoretical study of FexCo1−x alloys. Ref. [10] is a theoretical study
of magnetic properties of the alloys FeNi, CoNi, MnAl, and MnGa. Ref. [11] presents measurements
for MnAl. These novel materials are not likely to outperform the Nd-Fe-B and Samarium-Cobalt
(Sm-Co) PM materials but could provide a cost efficient rare-earth metal free alternative. In addition,
research is performed on recycled rare-earth magnets, expected to have properties in between ferrites
and commercial Nd-Fe-B [12]. It can be of interest to investigate how to best utilise possible new or
recycled materials, even though the novel magnets are not developed and commercialised yet.

In this study, the suitability of different PM material properties for use with different PM
synchronous generator rotor topologies is investigated. Different rotor topologies subject the PM to
different permeance, which results in different load lines. In [1], it is discussed how different load lines
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interact with the demagnetisation magnetic flux density curve. Different rotor topologies have been
studied previously. In [13], three topologies, similar to those studied here, are compared for use in
4-pole traction motors for trains. Similar topologies are compared for use as an aircraft starter-generator
in [14]. Five different topologies, not including the spoke-type rotor, are compared in [15]. Ref. [16] also
compares five different topologies, including the spoke-type rotor. Ref. [17] compares machines
with Nd-Fe-B, Sm-Co and alnico for surface mounted 4-pole machines. Ref. [18] compares three
machine configurations for interior v-shaped magnets for two different materials: the novel material
NdFe12Nx and a conventional Nd-Fe-B magnet. A spoke-type rotor with ferrites is compared to a
rotor with surface mounted Nd-Fe-B magnets for a wind power generator in [19,20]. A comparison of
demagnetization risk for the same generator types is presented in [21].

The aim of this paper is to study how the magnetic properties of PM materials affect the machine
design in low-speed radial flux PM generators. To our knowledge, there has not been any previous
study combining material properties with rotor design and rotor topology choice. The results from
this study could give hints on which property to improve when developing new PM materials as well
as on the suitability of a material with certain magnetic properties for different generator topologies.

2. Scope and Limitations

The PM material is described by three parameters and three different PM rotor topologies are
compared. The PM material parameters used are the remanent flux density Br, the recoil permeability
μrec, and a demagnetization parameter denoted CBmin

PM
. The second quadrant demagnetisation curve

given by the parameters is shown in Figure 1. The demagnetisation parameter CBmin
PM

gives a minimum
value of magnetic flux density along the magnetisation allowed in the PM as fraction Br. Considering
demagnetisation is important since the different topologies can be expected to provide different levels
of protection against demagnetisation [21].

B, μ0M

H

Br

CBmin
PM

Br

μ0M
B

−Hci = Br(CBmin
PM

− 1)/(μ0μrec)

B = μ0μrecH + Br

M = (μrec − 1)H + Br/μ0

Figure 1. The second quadrant demagnetisation curve of the PM material in terms of the material
parameters used: remanent flux density Br, recoil permeability μrec, and the demagnetisation parameter
CBmin

PM
. B is magnetic flux density, M is magnetisation, H the applied magnetic field, and Hci the

intrinsic coercivity.

The figure of merit used in comparison is torque per unit machine length and pole pair, with a
fixed electrical loading of the stator and a fixed amount of magnetic energy in the rotor. The machine
used in the study is a generator with 40 poles and a stator inner diameter of slightly over one meter;
no length is set as all calculations are done per unit length. The generator would be suitable for use
in a small scale direct drive wind turbine. A direct drive generator for a wind turbine is normally
not operated at high loading at normal operation, so no saturation or flux weakening operation is
expected. Typical torque curves for this type of generator can be seen in [19].

Magnetic properties for PMs are normally defined with temperate coefficients explaining how they
change with temperature. The coefficients vary both in size and in sign and it is therefore not possible
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to include temperature variations of magnetic properties in this study. However, as the generator is
a small scale, large-diameter generator which is considered sufficiently cooled (or heated if needed),
it can be considered to have a rather small allowed temperature span. The material parameters in the
results should be interpreted as those valid for the operating temperature.

The stator is made as generic as possible, without any specific winding scheme and will not
be subject to optimisation. The end windings are not included in the model and all calculations are
performed per unit of machine length, i.e., only two dimensions are considered. It is also kept as
geometrically simple as possible to make meshing for the simulation easier. The rotor topologies are
optimised only with respect to the rectangular shape of the PM, with the volume of PM material kept
fixed for each point in the parameter space. The amount of iron is not part of the objective function
but is changed as necessary to accommodate the PM. Structural integrity is not considered and it is
assumed that the PM material can be shaped into blocks of the required sizes.

3. Method

The three different PM rotor topologies are optimised for torque production, for multiple points
in a parameter space of PM material properties, and are then compared. The topologies compared
are surface mounted PM rotor, spoke PM rotor and capped PM rotor, all of which will be presented
in detail below. The stator is kept the same both geometrically and electrically. Each PM material
point is defined by the values of the PM material parameters Br, μrec, and CBmin

PM
. The values of Br are

varied between 0.3 T and 1.5 T, in steps of 0.1 T. The lower bound is chosen because a material with
lower Br is unlikely to be useful in an electrical machine, and the upper bound is chosen slightly above
what is commercially available. The values of μrec are varied between 1 and 2, in eight logarithmically
distributed steps. The lower bound is given by fundamental physics and the upper is judged to be
high enough for the investigated space to contain most useful materials. Approximate PM material
parameter values of commercially available PM material types are listed in Table 1 for reference.

Table 1. Properties of commercially available PM materials. Data compiled from data sheets of various
PM manufacturers, for temperatures in the range of 20 ◦C to 30 ◦C. Hci is the intrinsic coercivity of
the PM, for alnico PMs, the normal coercivity is given instead (as the data sheets does not give Hci).
No CBmin

PM
is given for alnico since that class of materials is usually used on a demagnetisation minor

loop and CBmin
PM

therefore depends on which minor loop is chosen. When μrec is not given, it is estimated

by μrec = B2
r /(4μ0|BH|max), i.e., by assuming that the energy maximum occurs in the linear part of the

magnetisation curve, estimated μrec are marked with a “*”.

Material Family
Br Hci |BH|max μrec CBmin

PM

[T] [kA/m] [kJ/m3] [-] [-]

Alnico 0.55–1.37 38–151 10.7–83.6 1.3–6.2 -
Hard ferrite 0.20–0.46 140–405 6.4–41.8 1.05–1.2 −0.4–0.4
Nd-Fe-B 1.08–1.49 876–2710 220–430 1.0–1.1 * −2.3–0.2
Sm-Co 0.87–1.19 1350–2400 143–251 1.0–1.1 * −2.7–−0.62

The amount of PM material used in a given PM material point is chosen to give the same PM
maximum energy, in order to allow fair comparison between materials. The PM maximum energy,
assuming a linear second quadrant demagnetisation curve, is calculated as

EPM = APMl|BH|max = APMl
B2

r
4μrecμ0

, (1)

where |BH|max is the maximum energy product of the PM material, APM is the cross section area of the
PM and l the length of the machine, set to unity. The resulting APM for EPM/l = 164 J/m varies from
3.67 × 10−4 m2 to 1.84 × 10−2 m2. The EPM/l = 164 J/m is chosen to match that of a surface mounted
PM covering 3

4 of the pole pitch, with a height of twice the air gap length, Br = 1.3 T, and μrec = 1.0
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(assuming CBmin
PM

< 0.5). This can be considered a typical generator design for a rotor with Nd-Fe-B
magnets and thereby gives a representative EPM/l-value.

A parameterised geometry is created for each of the rotor topologies and the stator. The geometry
only represents a two-dimensional cross section, as common when simulating radial flux machines,
to save computation time. This can be done since, for the most of the machine length, there is very
little change of geometry in the axial direction and since end effects are expected to be small as
long as the axial length is of sufficient length. The equations governing magnetostatics, in vector
potential formulation, are combined with constitutive equations, boundary conditions and source
terms, and solved using the finite element (FE) method on the parametrised geometry. The torque
is calculated from the obtained field by integrating the Maxwell stress in the air gap. Constrained
optimisation is done of the ratio between height (along magnetisation) and width of the PM, on a
closed interval bounded by the requirement to keep the geometry consistent.

3.1. Geometries and Rotor Topologies

Both the stator geometry and all of the rotor geometries have their sizes defined in terms of the
pole pitch, τp, number of pole pairs, P, PM height, hPM, and PM width, wPM. How the remaining
geometrical parameters depend on these are listed in Table 2. The parameters are chosen to give
a reasonable generator geometry for a small scale direct drive wind turbine. The choice of air gap
length in a PM generator is mainly made from mechanical considerations. In literature, it is given that,
for large machines, the air gap length needs to be δ ≥ Dsi/1000 due to manufacturing tolerances [22],
p. 306. To be on the safe side, an air gap length of δ = Dsi/250 is chosen.

Table 2. The relationships between the geometrical parameters and their default values.

Quantity Symbol Expression Value

Pole pitch τp - 80 mm
Number of pole pairs P - 20
Number of slots per pole q - 15/2
Stator inner diameter Dsi 2Pτp/π 1.02 m
Air gap length (mechanical) δ Dsi/250 4.07 mm
Slot pitch τs τp/q 10.7 mm
Slot depth dslot 3τp/4 60 mm

PM height, along magnetisation hPM Set by optimiser
PM width, across magnetisation wPM Set by optimiser

The stator geometry is simple, with a minimum of details in order to make it easier to mesh for
the simulations—see Figure 2. The slots and teeth are of the same width at the inner periphery, and the
slots are rectangular. A nonintegral number of slots per pole, 15

2 , is chosen to reduce the cogging.
The depth of the slots is chosen to give a typical current density in the conductor, while at the same
time achieving a typical linear current density along the stator periphery, reasonable values are taken
from [22], p. 298. The yoke is set large enough not to limit the magnetic flux, since the amount of iron
used is not part of the optimisation.

The rotor topologies used are the surface mounted PM rotor, capped PM rotor, and spoke
PM. While there are many other topologies to choose from and variations on each of them,
see e.g., [13–16,18,19,23,24], the three chosen topologies are all relatively simple. All three topologies
allow the PM to be represented as a rectangular block with a well defined height and width, along and
across magnetisation, respectively. All rotors are designed to give the same air gap length, δ but the
width of the pole face on the rotor is dependent on topology and PM size.
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δ �Dsi τp

τs/2τp/4

dslot

τs/2

Figure 2. The geometry of the stator, only showing the two poles needed for symmetry. The grey
shaded area is steel. Black shaded areas are the armature winding. The dot-dashed lower boundary
represents the rotor surface. The white parts of the geometry are occupied by air.

The surface mounted PM rotor consists of an iron back ring and the PMs, mounted directly on the
ring. The geometry is shown in Figure 3. The PMs are curved to give a constant mechanical air gap
length in front of the PMs. The curvature is the same on both curved sides, and the straight sides are
parallel, such that the cross sectional area still is hPM × wPM. Wedges holding the PMs are not included
in the geometry to make it simple to mesh for the FE solver.

lPM

wPM

τp/3

Figure 3. One pole of the surface mounted PM rotor. The dashed lines on the sides are the inter pole
boundary. The dotted lines are simulation geometry boundaries. The grey shaded areas are the iron
of the rotor back ring and parts of the stator. The light grey areas hatched with arrows are the PMs,
with the arrows indicating the direction of magnetisation for a north pole. The white parts of the
geometry are occupied by air.

The capped PM rotor is an interior PM rotor with radially magnetised PMs see Figure 4. Its design
is similar to the surface mounted rotor, with the addition of a magnetically soft pole shoe on top of
the PM. This evens out the magnetic flux density in the PM and air gap slightly and helps protect the
PM from demagnetisation. This kind of design is described as suitable for use with alnico PMs in [23],
and a similar interior PM rotor design, with few poles and used for motor applications, is compared
to a few other interior PM rotor topologies in [15]. Height of the pole shoe is fixed and not subject to
optimisation. The width is changed to match the PM.

The spoke type PM rotor, also called tangential or circumferential interior PM rotor, consists of
a ring formed by PMs of alternating, tangential magnetisation, separated by magnetically soft pole
pieces that guide the magnetic flux into the air gap. The design of one rotor of this type is shown
in [23] and is described as suitable for use with ferrite PMs. It is also used in [3] in a rotor with ferrite
PMs intended to be interchangeable with a surface mounted rotor with Nd-Fe-B PMs. Pole pieces are
sized to fill up the space between the PMs, starting at a slightly larger radius than the inward face of
the PM and extending to the rotor periphery—see Figure 5. To avoid leakage flux between the poles at
the rotor periphery, there is a slot in the rotor surface with the PM at the bottom.
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lPM

τp/3

τp/8

wPM

Figure 4. One pole of the capped PM rotor geometry. The dashed lines on the sides are the inter pole
boundary. The dotted lines are simulation geometry boundaries. The grey shaded areas are the iron of
the rotor back ring, the pole shoe and steel parts of the stator. The light grey area hatched with arrows
is the PM, with the arrows indicating the direction of magnetisation for a north pole. The white parts
of the geometry are occupied by air.

lPM

0.8lPM

wPM

lPM/5+τs/2

Figure 5. One pole of the spoke PM rotor geometry. The dashed line at the top is the inter pole
boundary. The dotted lines are simulation geometry boundaries. The grey shaded areas are the iron of
the pole pieces and parts of the stator. The light grey areas hatched with arrows are the PMs, with the
arrows indicating the direction of magnetisation for the magnets surrounding a north pole. The white
parts of the geometry are occupied by air.

3.2. Finite Element Modelling

The finite element software used is COMSOL Multiphysics® v. 5.2a (COMSOL AB, Stockholm,
Sweden) together with the MATLAB® LiveLink™ package (MATLAB R2017a, Mathworks, Inc., Natick,
MA, USA) to interface with the optimiser. The field equation solved is the one of magnetostatics, i.e.,
stationary simulations, with magnetic vector potential and all out of plane derivatives set to zero.
This ensures that only the out of plane component of the vector potential needs to be calculated,
since the in plane components are constant zero.

On the boundaries on the outside of the stator, a magnetic insulation boundary condition, i.e.,
zero normal component of the magnetic field, is used. For the boundaries between the pole pairs,
periodic boundary conditions are used, in order to make use of the symmetry in the geometry and
reduce the size of the computational domain. Between the stator and rotor mesh, a sliding boundary is
used, to avoid re-meshing when rotating the rotor. The boundary conditions are shown in Figure 6.
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Periodic BC

No normal flux BC

Sliding mesh BC

Rotor

Figure 6. The boundary conditions (BC) used, the rotor part of the geometry has been hatcheted.
Simulations are performed for two poles.

The constitutive equations used to relate �B and �H in the materials are

�B = μ0�H, (2)

where μ0 is the permeability of free space, for the air gap and stator slots. In the PMs, the material is
represented by

�B = �Br + μ0μrec�H (3)

and, for the soft iron parts, the equation is

�B =
f (‖�H‖)�H
‖�H‖ , (4)

where f is a monotonically increasing function representing the B-H curve of the iron. It is computed
by table lookup with linear interpolation with data supplied as the generic “Soft Iron” material from
the material library of COMSOL Multiphysics®. The B-H curve of the soft iron can be seen in Figure 7.
The soft iron no conductivity and no hysteresis, i.e., iron losses are not included in the simulations.

Figure 7. The B-H curve of the soft iron used for stator steel and all iron parts in the simulations.

The stator currents are introduced as regions of out-of-plane current density located in the
slots. The distribution is sinusoidal, with an amplitude chosen to give a linear current density of
As = 45 kA/m (RMS) aligned to give resistive load. The current density is 2.5 A/mm2

The meshing is done using the built in algorithms of the FE software, with the element size in the
air gap set to be less than a third of the air gap length. This is done to ensure the solution in the air
gap will be of sufficient quality to allow accurate calculation of the torque. The torque generated by
the generator is calculated using the Arkkios method [25]. To reduce the influence of cogging on the
results, the rotor is rotated one slot pitch, in ten steps, and the mean torque is calculated. The mesh for
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an example geometry is shown in Figure 8. Note that the mesh in the rotor will vary for each iteration,
i.e., it varies both with PM shape and with rotor type.

Figure 8. Example of a mesh from the simulations, here shown for a generator with spoke type rotor.

3.3. Optimiser

The variable optimised is the shape of the PM given by its height along magnetisation, hPM,
and width, across magnetisation, wPM, with the objective to find the maximum torque. The cross
sectional area of the PM, APM = hPMwPM, is kept constant. For the constrained optimisation,
the MATLAB standard library function fminbnd is used. The function uses a combination of golden
ratio search and successive parabolic interpolation to find the minimum of a unimodal function.
An initial rough search is performed, to find a better interval for fminbnd to work on. The search starts
by computing the torque in the lowest possible value of hPM, storing the value, and then computing
the torque for 3/2 times the previous value of hPM until either the maximum possible value of hPM is
reached, or the torque for the last hPM is of smaller magnitude than that in previous steps.

3.4. Stability Analysis

To test the stability of the results against changes in the parameters, a stability analysis is
performed by changing one parameter at the time. The parameters As, EPM, δ, and τp are tested
at ±25%; additionally, δ is tested at 0.25 and two times the default value. The number of pole pairs
is tested at ±5. The depth of the stator slots is tested at 2/3 of their default value. The stability
tests are run on a sparser grid of Br and μrec with only four values each (μrec = 1, 1.22, 1.66, 2.0 and
Br = 0.3, 0.7, 1.1, 1.5). All values of CBmin

PM
are still used.

3.5. Demagnetisation Prevention

To determine if the PM is risking demagnetisation, the component of the magnetic flux density
parallel to the remanent magnetisation, B‖Br , is compared to a threshold value Bmin

PM , and the volume
fraction of the PM where B‖Br < Bmin

PM , denoted Qdemag, is computed. The computation of Qdemag is
done for two cases, with no current in the stator windings, i.e., no load (NL), and for a symmetrical
short circuit (SC). The short circuit case is a symmetrical short circuit at constant rotational speed.
Two tolerances are used to determine if the demagnetisation is acceptable. The first is that Qdemag at

NL, QNL
demag, should be less than QNL, tol

demag = 2 %. The second is that Qdemag at SC, QSC
demag, should not

be more than QSC, tol
demag = 2 % greater than QNL

demag, i.e., QSC
demag − QNL

demag < QSC, tol
demag.
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The search for a PM size that is resistant to demagnetisation starts by computing QNL
demag

and QSC
demag for a hPM larger than the hPM giving the optimum torque when not constrained by

demagnetisation. The new hPM is computed by taking the minimum of twice the original hPM, and half
the sum of the maximum hPM allowed by the geometry and the original hPM.

If the demagnetisation is below tolerance, linear interpolation is used to estimate the hPM for
where the tolerance is met and both cases of Qdemag is calculated for that new hPM. This is repeated
until the interval of hPM, in which the tolerance is met, lies is less than a tolerance (set to 0.2 mm).
Bisection of the interval is used instead of linear interpolation when the change in QSC

demag over the

interval is less than 1/50 of QSC, tol
demag, or the interval is too large (larger than the initial hPM or five times

the last interval) to speed up convergence.
If the new hPM does not meet the demagnetisation tolerance, a larger value of hPM is tried until

either a hPM which meets the tolerance is found, or maximum allowed hPM is tried and the search
aborted if the demagnetisation tolerance is still not met. Should minimum QSC

demag − QNL
demag occur

inside the span of the tested hPM, but fail to meet the tolerance, a second order polynomial is used to
estimate where the minima lies and a new point is calculated. The polynomial is obtained by curve
fitting using the five data-points surrounding the minima when ordered by hPM. Should 10 attempts
to either expand or refine the set of tested points fail to locate a point where the demagnetisation
tolerance is met, the search is aborted.

The value of Bmin
PM for each material is given by

Bmin
PM = CBmin

PM
Br, (5)

where CBmin
PM

is a proportionality constant, the values −∞,−0.2, 0 and 0.2 are used. Using CBmin
PM

= −∞
corresponds to disregarding demagnetisation. For finite CBmin

PM
, the intrinsic coercivity of the PM

material can be computed as

Hci =
1 − CBmin

PM

μrecμ0
Br (6)

if a sharp and vertical knee of the demagnetisation curve is assumed. Should the knee be rounded,
the knee starts at the value given by Equation (6) and the intrinsic coercivity is larger, depending on
the sharpness of the knee.

3.6. Stator Current Prediction

Since there is no defined winding scheme, the armature currents are modelled as a sinusoidal
(in azimutal space coordinate) current density distribution with the period of one pole pair. This current
density distribution can be decomposed into two sinousoids corresponding to the direct axis (d-axis),
and quadrature axis (q-axis), respectively. These in turn give rise to a d-axis magneto-motive force
(MMF), Fd, and a q-axis MMF, Fq. To each of these MMFs, there is also a magnetic flux linking to it,
denoted Φd for the d-axis flux, and Φq for the q-axis flux.

Following the method in [26], the MMFs are computed from an arbitrary current distribution as

Fd =
∫
S

Jz cos θel dS (7)

and
Fq = −

∫
S

Jz sin θel dS, (8)

where Jz is the out of plane component of the current density, θel is the electrical angle in a rotor
reference frame with zero at the q-axis after a north pole when turning counter-clockwise; and S is the
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area occupied by the windings. To introduce a certain MMF on either axis, the current distribution can
be written as

Jz = Fd/Aeff cos θel (9)

or as
Jz = Fq/Aeff sin θel (10)

for the d-axis and the q-axis, respectively, where

Aeff =
∫
S

cos2 θel dS (11)

is the effective winding area. The magnetic fluxes for the d-axis and the q-axis, respectively, can be
computed as

Φd =
1

Aeff

∫
S

Az cos θel dS, (12)

Φq = − 1
Aeff

∫
S

Az sin θel dS, (13)

where Az is the out of plane component of the magnetic vector potential.
The voltage per turn and unit length, Vd and Vq for d-axis and q-axis, respectively, is given by

Vd = �sFd +
dΦd
dt − ωelΦq, (14)

Vq = �sFq +
dΦq
dt + ωelΦd, (15)

where t is time, ωel electrical angular frequency, and �s = 1/(Aeff σ) is the resistance of the stator
winding as seen by the magnetic circuit, σ = 2.97 × 107 S m−1 is the effective conductivity of the
winding. The value is chosen to match copper at 70 ◦C [27] and 60% of the area occupied by the
winding is filled by conductor material.

For resistive load and steady state, this gives

Fd = ωel/(�l + �s) Φq, (16)

Fq = −ωel/(�l + �s) Φd, (17)

where �l is a load resistance chosen such that ωel/(�l + �s) =
√

2AsτpP/
√

Φ2
d + Φ2

q. This system
of algebraic equations is then coupled to the field equations and solved together with these by the
non-linear solver of the FE software.

For a symmetrical short circuit, Vd = Vq = 0. The system is linearised by setting Φd = ΛdFd +

ΦPM and Φq = ΛqFq, where Λd and Λq are the permeances for the magnetic axes, and ΦPM = Φd at
Fd = Fq = 0 is the magnetic flux from the PM. If ωel is constant, there exists a closed form solution to
Equations (14) and (15), and the parameters can be estimated from two FE solutions. One FE solution
should have both MMFs set to zero, and the other should have large currents—ten times nominal
current is used.

The MMFs to be used for the demagnetisation calculation are taken at the time where Fd has
its minimum value. This is found by computing the MMFs at a hundred instants during the first
oscillation of the solution, and then performing a numerical search to refine the minima found.

4. Results and Discussion

The maximum achieved torque for each material point, and the shape of the PM are calculated.
The torque given is per pole-pair and unit of machine length. There are three different reasons for
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missing material points. First, for low energy density materials, the volume of material required for
the given energy does not fit into the geometry. Second, the PM material cannot be configured in
such a way that the operating condition of 45 kA m−1 stator current loading with resistive load can be
met. Third, the PM cannot be made sufficiently high, along the direction of magnetisation, to resist
demagnetisation.

The torque for CBmin
PM

= 0.2, the most demagnetisation sensitive case, and CBmin
PM

= −0.2, the least
demagnetisation sensitive case, are shown in Figure 9. The spoke type rotor shows similar shape of
the torque over the Br and μrec surface for both values of CBmin

PM
, with a maxima on the μrec = 1 line and

a plateau of nearly constant torque extending to the upper-right, and lower values toward the top left
and bottom right corners. Adapting the shape of the PM to resist demagnetisation for a PM material
with lower demagnetisation resistance lowers the maximum torque, so the location of the maximum
torque shifts to a higher value of Br. For the lower demagnetisation resistance (left column in Figure 9),
there are also a lot of points where the PM cannot be shaped to resist demagnetisation at all. The spoke
type rotor imposes geometrical limits on PM height (along the PM magnetisation), which both gives the
PM a high effective demagnetising factor along the magnetisation, and limits the achievable reluctance
of the PM. The first of these introduces a risk of self-demagnetisation. The second makes the PM more
sensitive to demagnetisation caused by the armature currents, and increases the reactance. For the
capped PM rotor, the maximum torque is on the Br = 1.5 T line for both demagnetisation sensitivities.

Figure 9. Contour plot of torque per pole pair and unit length as a function of remanence Br and
recoil permeability μrec. The left column is for CBmin

PM
= 0.2 and the right column is for CBmin

PM
= −0.2.

The colour scale is shared between plots in the same column. The differences between two contour
lines are 38.7 Nm/m and 49.1 Nm/m for the left and right columns, respectively. The asterisk indicates
the point of highest torque for each plot.

For Br below about 1 T, the protection against demagnetisation offered by the rotor is sufficient,
i.e., there is no conflict between torque production and demagnetisation. In this region, the torque is,
however, lower than that of the spoke type rotor.
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The surface mounted PM rotor gives higher torque than the two other topologies for
more demagnetisation resistant materials. With a more demagnetisation sensitive PM material,
the produced torque is decreased as the PM has to be made higher (along the magnetisation) to
avoid demagnetisation. This in turn reduces the flux, since the width of the PM is reduced to fulfil the
requirement that APM should be kept constant for a given pair of Br and μrec values.

The impact of changing the design to protect the PM from demagnetisation is further shown in
Figure 10. The maximum torque obtained for a given PM material is plotted over remanence for two
values of recoil permeability and all four values of CBmin

PM
. The capped PM rotor is most resistant to

demagnetisation, making it useful for high Br materials with low demagnetisation resistance. For this
kind of PM material, the capped PM outperforms the other two topologies. The spoke type and
surface mounted PM rotor on the other hand show larger sensitivity to demagnetisation. The surface
mounted PM rotor has the best performance for high Br materials that have good resistance against
demagnetisation, but, for more sensitive materials, this performance diminishes as the design is adapted
to protect the PM. The surface mounted PM rotor is also the only topology that needs to be modified
to resist demagnetisation for CBmin

PM
= −0.2. For low Br, below about 0.8 T, the spoke type rotor gives

the highest torque of the three studied topologies. Adaptation to protect the PM from demagnetisation
causes the torque that can be produced to drop, especially where it is the highest otherwise, similar to
the surface mounted rotor. There are also greater constraints on how high the PM can be made for the
spoke type rotor, which prevents the PM shape from being adapted to withstand demagnetisation.
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Figure 10. Torque per pole pair and unit length over remanent flux density for two different recoil
permeabilities (indicated by marker size), four different demagnetisation sensitivities (indicated by line
style), and the three topologies (indicated by line colour).

In Figure 11, the shape and size of the PM in the topology with the highest torque, in each
material point for CBmin

PM
= 0.2 and CBmin

PM
= −0.2, are shown. It can be seen that higher demagnetisation

resistance favours PMs with smaller height and greater width. In the low-Br points, where the surface
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mounted PM rotor is the best for CBmin
PM

= 0.2, the spoke type rotor cannot accommodate a PM
high enough to resist the demagnetisation. The capped PM rotor never gives the highest torque for
CBmin

PM
= −0.2 (right in Figure 11).
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Figure 11. Shape of the PMs in the rotor topology that gives the highest torque for each pair of Br and
μrec. Vertical length corresponds to PM height (along magnetisation) hPM and width to PM width wPM.
Colour of box indicates which topology gives the highest torque. The demagnetisation resistances
shown are CBmin

PM
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corner indicates the length of the pole pitch τp = 80 mm.

In Figure 12, the magnetic field in the spoke type rotor optimised for CBmin
PM

= −0.2, Br = 0.5 T,
and μrec = 1 is shown. Features of interest are the leakage flux in the region between the PM and the
stator; and the radius where the radial component of the magnetic flux in teh pole piece becomes zero,
and turns into a leakage flux for smaller radius. Both of these leakage fluxes depend both on the shape
of the PM, which has been optimised, but also on the shape of the pole piece, which has not been
optimised in this study. The latter is a limitation on the method for the spoke type and capped PM
rotors, compared to the surface mounted PM rotor, as the pole shape will have a small impact on the
performance that can be obtained. The surface mounted PM rotor does not have this limitation, as it
does not have any PM size dependent iron in the rotor, except the rotor back ring which just needs to
be thick enough to avoid saturation. A study on performance of generators with different shapes of
poles can be found in [28].
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Figure 12. The magnetic flux density in the optimised spoke type rotor for a material point with
Br = 0.5 T, μrec = 1 and CBmin

PM
= −0.2 at no load. Field lines and magnitude in [T] are shown.

The result of the stability analysis is shown in Figure 13. The impact of the parameter changes
is given as the arithmetic mean value and standard deviation of point-wise normalised optimised
torque in the different cases—both for all points and for each topology on its own. Of most interest in
Figure 13 are the standard deviations and the per topology means. The standard deviations show how
much the shape, but not scaling of magnitude of the distribution, differs between the cases. The mean
of each topology show how that topology has been affected by the change in the parameter. If all the
means are the same, or the standard deviation for all the points is small, the value of the parameter
changed in that case has small impact on how the different topologies compare to each other.
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The number of material points where the optimisation could not be completed, for the reasons
mentioned earlier, are not shown in Figure 13. For the case Midpoint, this is 44, out of a total of
192 points. For the other cases, it varies between 38, and 94 in the case 2δ; the second highest number
of missing points is 53 for the case 0.75τp. In the case 2δ, all but one of the material points are missing
for the spoke type rotor, i.e., the geometry does not allow for enough PM material in this case.

The change in τp propagates to all dimensions of the geometry, except the PM volume, which is
given by EPM, Br and μrec. The capped PM rotor shows the greatest change in mean value, in response
to changed τp, and the surface mounted has the greatest variance. When it comes to changes in δ,
the spoke type is the most sensitive; the mean value for the spoke type changes more than that of
the other topologies and, for the largest δ, the topology is mostly unusable. Changing the number of
pole pairs or stator current loading, both give a change in delivered torque that is similar between the
different rotor topologies. Change of EPM changes the torque of the spoke type rotor slightly more
than it changes the torque obtained from the other two topologies. The slot depth show no change on
obtained torque. It could have a rather significant impact on the thermal properties of the machine,
but these are not explicitly modelled here.

The stator current loading, As, and slot depth dslot, are both stator parameters. Changing either
has a similar effect on all three topologies. This indicates that the design of the stator has a limited
impact on the relative performance, as measured here in torque production, of the different rotor
topologies. Thus, the choice of values of these parameters is of less importance to the results in the
study. The number of pole pairs, P, can, by the same line of reasoning, be considered to be of lesser
importance to the results (for constant τp). With the low impact on the outcome of the choice of values
of P, As and dslot, the choice of the values matter less to generality of the results obtained.

One problem for the generality of the result is the dependence on the pole pitch which varies
greatly depending on the size of the machine. The air gap length δ also has this problem, but to a
lesser extent since manufacturing tolerances imposes a lower limit on it, and the requirement to save
PM material gives an incentive not to make it much larger than this. These limits are in relation to
the stator bore diameter, see [22] (p. 306), which means that, while the absolute value of δ can vary a
lot, the length relative to the rest of the geometry will not vary that much. In addition, the value of δ

has, in the stability analysis, been tested from the smallest value mechanically feasible, to eight times
that value. In this interval, it can be seen that the spoke type rotor is more sensitive to the change in
air gap length than the other two rotor topologies. Decreasing δ allows more torque to be generated
than with the other rotor topologies, while, for larger δ, it cannot reach the required operating point.
Despite this drawback, the spoke type rotor outperforms the other rotor topologies for low Br PMs, at
least for air gap lengths up to 1.25 of the default value. The pole pieces in the spoke type rotor and
the capped PM rotor are made from soft magnetic material. Making the pole pieces from laminated
magnetically soft iron reduces the problems caused by slot-harmonic induced eddy currents in the
pole face, which can occur with small air gap lengths. The poor performance of the spoke type rotor
with large air gap lengths should therefore not be a problem, as there is no need for a large air gap.

The changes in optimised torque in response to a change in τp are problematic for the generality
of the results. It should, however, be considered that, in most cases, making the machine larger,
by increasing τp, would also mean increasing the volume of PM material used. Per unit length,
this means that EPM should increase as τ2

p to keep the machines geometrically similar, if the same
material properties are assumed. The results presented in Figure 13 roughly indicate that the different
trends in the altered EPM and τp cases should cancel each other if EPM is scaled as τ2

p. There is still the
matter of choosing a suitable value for EPM for a given τp, which also has some effect on the results
but less than the impact of changing τp with constant EPM.

Generally it can be noted that the spoke type rotor is more dependent on the amount of PM
material than the other two topologies, which are instead more dependent on Br of the material. This is
supported both by the stability analysis, where the spoke type rotor is the topology most impacted by
changes that alters the amount of PM material in relation to the size of the rest of the geometry; and by
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the main result where the spoke type rotor has a much flatter torque over the Br and μrec surface than
the other two topologies.

5. Conclusions

Three different rotor topologies are optimised for torque production assuming identical stators,
resistive load of a given current amplitude, and an equal amount of PM maximum energy for different
values of PM material parameters. The parameters are the remanent flux density Br, recoil permeability
μrec, and relative minimum flux density CBmin

PM
, to model demagnetisation. Optimum torque for each

material point and topology is calculated and used to compare the topologies.
It is found that the spoke type rotor achieves the highest torque for low Br materials. It does,

however, have issues with limits on how high the PM can be made, which sometimes makes it
impossible to avoid demagnetisation or reach the desired working point. For high Br material,
the surface mounted PM rotor can give the highest torque if the PM material has good resistance
against demagnetisation, low CBmin

PM
; otherwise, the capped PM, which offers more protection against

demagnetisation, performs better. From this, it can be concluded that demagnetisation resistance is
more important than remanence in a PM material for use in electrical machines, and that an inexpensive,
low Br material with reasonable demagnetisation resistance can be highly useful in this application—in
particular, if it is used with a flux concentrating rotor, such as the spoke type rotor.

A stability analysis was carried out by changing design input parameters, one at a time.
This shows that the results are reasonably stable under perturbations of most parameters. Changes
in the pole pitch, τp, air gap length, δ, and PM maximum energy, EPM, did show potential to cause
qualitative changes of the outcome. The air gap length, relative to the rest of the size of the machine,
should stay sufficiently close to the used value for the results to have some generality. The value of τp

and EPM should be changed together, as the size of the machine dictates how much PM material can
be used. If EPM is adjusted by the square of the relative change in τp, to preserve similarity, the impact
of the change in EPM and that of the change in τp cancel each other out. The range of values of EPM

that can fit into the geometry for a given τp is rather limited, while the values of τp can be varied over
several orders of magnitude. Overall, the conclusions drawn should have some generality.
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Nomenclature

Aeff m2 Effective cross section area of winding
APM m2 PM area
As A/m Linear current density
Az Tm Magnetic vector potential, axial component
B T Magnetic flux density
Br T Remanent magnetic flux density
B||Br

T Magnetic flux density parallel to Br

Bmin
PM T Magnetic flux density, treshold

|BH|max J/m3 Maximum energy product
CBmin

PM
Demagnetization parameter

dslot m Slot depth
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Dsi m Stator inner diameter
EPM J PM maxmimum energy
Fd A Direct axis MMF
Fq A Quadrature axis MMF
H A/m Magnetising field
Hc A/m Coercivity
Hci A/m Intrinsic coercivity
hPM m PM height along magnetization
Jz A/m2 Current density
l m Machine length
M A/m Magnetisation
P Number of pole pairs
t s Time
T Nm/m Torque per pole pair and unit length
wPM m PM width across magnetization
q Number of slots per pole and phase
Qdemag Volume fraction

QSC
demag Volume fraction at SC

QNL
demag Volume fraction at NL

QSC, tol
demag Tolerance for volume fraction at SC

QNL, tol
demag Tolerance for volume fraction at NL

δ m Air gap length
θel rad Electrical angle, rotor reference frame
Λd H/m Permeance per unit length, d-axis
Λq H/m Permeance per unit length, q-axis
μ0 Wb/Am Permeability of vacuum
μr Relative permeability
μrec Relative recoil permeability
Vd V/m Voltage per turn and unit length, d-axis
Vq V/m Voltage per turn and unit length, q-axis
�l Ω/m Magnetic load resistance
�s Ω/m Magnetic winding resistance
τp m Pole pitch
τs m Slot pitch
Φd Wb/m Magnetic flux per unit length, d-axis
ΦPM Wb/m Magnetic flux per unit length from PM
Φq Wb/m Magnetic flux per unit length, q-axis
ωel rad/s Electrical angular frequency
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Abstract: This paper presents a simulation method for direct-drive permanent-magnet linear generators
designed for wave power. Analytical derivations of power and maximum damping force are performed
based on Faraday’s law of induction and circuit equations for constant-torque-angle control. Knowledge
of the machine reactance or the load angle is not needed. An aim of the simulation method is to simplify
comparison of the maximum damping force, losses, and cost between different generator designs at an
early design stage. A parameter study in MATLAB based on the derived equations is performed and the
effect of changing different generator parameters is studied. The analytical calculations are verified with
finite element method (FEM) simulations and experiments. An important conclusion is that the copper
losses and the maximum damping force are mainly dependent on the rated current density and end
winding length. The copper losses are inherently large in a slow-moving machine so special consideration
should be taken to decrease the end winding length. It is concluded that the design of the generator
becomes a trade-off between material cost versus high efficiency and high maximum damping force.

Keywords: coils; design tools; energy efficiency; linear generator; power control; stator; wave power

1. Introduction

Wave power has been studied for many years but there are still only a few realized commercial
projects [1]. Many different types of wave energy converters exist and one of the most common is a
point absorber. Alternative power take-off systems exist but a linear direct-drive permanent-magnet (PM)
generator is a common solution and has previously been studied by different research teams, such as
in [2–5]. At Uppsala University, a concept with a point-absorbing buoy and a direct-drive PM generator
has been studied for 15 years [4]. Linear PM generators most commonly have magnets made of rare-earth
metals [6], but generators with ferrite magnets have also been studied [7] and tested experimentally [8].
Advantages with PM generators are that you do not need to magnetize the rotor externally, through the
magnetizing current in the stator or by directly magnetizing the rotor and therefore do not have any copper
losses associated with the rotor. A disadvantage is that the magnetization is fixed and cannot be controlled.
In this paper, the design of the moving part, commonly called translator, is not considered and it is only
represented by a magnetic flux density amplitude in the generator airgap.

Different generations of linear generators for wave power have been built by Uppsala University and
a generator that has been designed, installed and tested is used as a reference design in this work [9,10].
There are a limited number of pervious papers on linear generator design optimization and design choices.
A comparison of different design aspects was presented in 2006 [4] for the same generator concept as in
this study. That study was performed with FEM simulations for diode rectification and therefore focused
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on different aspects than this study. A design optimization including a cost estimation of a slotless tubular
linear generator with longitudinal flux can be found in [11]. Reference [12] presented an optimization study
of a generator design for no-load operation but did not motivate how different design choices depend on
each other. In [13], the performance of linear PM generators with different pole pitch is compared. In [14],
constant-torque-angle (CTA) control is implemented for a wave energy converter with a rotating 248-pole
generator. To the author’s knowledge, no previous study has been performed on how to optimize the
generator design for CTA control including a thorough investigation on how different parameters affect
the performance.

CTA control is a common choice for generators, and it is commonly implemented with PI-controllers
and dq-transformation. CTA control has previously been implemented in wave energy converters. In [14]
it is shown how CTA control can be implemented with PI regulators for a wave energy converter with
rotating generator. In [15], a control system for an active rectifier with CTA control for a linear generator is
simulated and verified experimentally. In [16], a different control system with active control of a PM linear
generator is presented.

Designing a generator is a task with many degrees of freedom and is therefore very complex and
normally time-consuming. For a complete generator design, a full-physics simulation is always needed,
usually performed by solving Maxwell’s equations in a two-dimensional finite element method (FEM)
simulation and taking important three-dimensional effects into account, as presented in [17]. However,
to understand how different parameters affect each other a simpler approach may be used, as in this paper,
where combining Faraday’s law of induction and CTA control simplifies equations and makes it possible
to draw some interesting conclusions regarding linear generator design without computationally heavy
simulations. The main simplification in this comparative study is that no saturation is taken into account.
This will especially influence results at high loading and lead to an overestimation of the maximum
damping force. However, the approximation of the damping force can be used to compare different
generator designs.

The aim is of this study is, first, to present a fast computational method for comparing generator
designs, where the generator design is adapted for a certain control strategy and, second, to gain increased
understanding of how different design parameters influence the generator performance and to compare
different generator designs. The evaluation is mainly performed based on three aspects; efficiency,
maximum damping force, and relative material cost. Analytical derivations on generator performance and
losses during CTA control, are presented. The equations have been implemented in MATLAB and the
simulation method is verified through FEM simulations and experiments. A parameter study on linear
generator design is performed and different generator designs are compared from different aspects.

2. Linear Generators

PM direct-drive linear generators for wave power commonly consist of a stator with steel and
conductors and a PM covered translator directly connected to the point absorber. A large generator is
needed due to the low speed. How large it needs to be is an economical trade-off between generator
size and cost and on if the energy in the large, less common waves is worthwhile to capture. A linear
generator operates at continuously varying speed as the generator changes direction twice per wave
period. In addition, the speed will vary with the wave climate. When comparing different generator
designs, a fixed speed is commonly used but variable speed operation needs to be considered.

One of the main differences between a conventional rotating generator and a direct-drive linear
generator for wave power is that the stator height and translator height of the linear generator depends on
the wave climate at the particular site, whereas the diameter of a rotating generator usually is a free design
parameter. The translator is usually longer than the stator but depending on the wave height, the translator
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might for short periods of time partly leave the stator giving a partial stator-translator overlap [8]. The free
stroke length of the translator, which is a function of the length difference between the translator and the
stator, should be adapted to the wave climate at the particular site.

A sketch of the wave energy converter concept investigated at Uppsala University is shown in
Figure 1 [18], together with an example geometry of a linear generator with geometrical parameters for
the stator defined.

The electromagnetic force in tangential direction in the airgap of the generator is in wave power
usually referred to as the damping force. In certain hydrodynamic control strategies for wave energy
converters, a high damping force is crucial.

Figure 1. Left: Sketch of the wave energy converter concept from [18] licenced under CC BY 3.0 https:
//creativecommons.org/licenses/by/3.0. Right: Sketch of linear generator geometry. The figure shows
two out of four sides of the generator stator and the geometrical parameters of the stator. The translator
is in the middle and moves up and down. H denotes stator height, ls the total stator length, ts the stator
thickness and s the number of stator sides.

Constant-Torque-Angle Control

There are several different ways to control a wave generator to obtain maximum power absorption
from the waves. Most operational strategies involve controlling the damping force of the generator.
This can electrically be done in different ways and the generator can either be connected to a passive
or an active rectifier [19]. For an active rectifier the generator can be boosted with reactive power when
necessary. This decreases the voltage drop in the generator since the angle between the electromotive force
(emf) and the current is decreased. In this paper, CTA control is implemented since it decreases copper
losses in the generator [20] which usually are quite large in a direct-drive linear generator for wave power.
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With constant-torque-angle control, a complete phase angle compensation is achieved and the load angle
in the machine, δ, equals the phase angle, θ. In the dq-frame, the CTA control is equivalent to zero d-axis
current. The CTA control is implemented by dq-transformation and implementation of a control system
with several PI-controllers, see for instance [14,15]. In [15] experimental verification of a CTA-based control
system for a linear machine is presented. The control system uses two PI regulators per phase for the
pulse-width modulation-controlled rectifier and a linear encoder gives the position and the phase.

The phasor diagram for the phase equivalent for a non-salient synchronous generator with CTA
control can be seen in Figure 2 where X is the machine reactance. The output phase voltage, Uf , for a
non-salient synchronous generator then becomes

Uf = (Ef − Ri I)/ cos δ (1)

where Ef is the emf per phase, Ri is the inner resistance and I is the current. The output power per phase,
when the generator is run with CTA control, i.e., if θ = δ becomes

Pout = Uf I cos(θ) = Ef I − Ri I2 = Pf − PCu (2)

where the first part is the generator power, Pf and the second part constitutes the resistive losses, PCu.
Please note that Ef and I above are amplitudes and not phasors as for the CTA control the angle between
them is zero. For a generator with surface-mounted magnets, i.e., a non-salient machine, the CTA control is
very similar to the Maximum Torque per Ampere (MTPA) control [20]. As the name of the latter indicates,
the CTA control will give lower current for a certain torque/force and therefore minimize the copper
losses. However, at high loading, when the stator steel becomes saturated, the CTA control will differ a
little from the maximum torque (or force) per ampere control [21].

By assuming CTA control, calculations for output power and damping force can be simplified, as will
be shown in Section 4. In addition, knowledge of the reactance of the generator or the load angle is not
needed to analyze the operation of the generator. This is a nice feature since the reactance is more difficult
to estimate for a generator than the resistance.

Figure 2. Phasor diagram for a non-salient synchronous generator with CTA control.

3. Generator Modelling

In this section, the different equations and simplifications used in the analytical derivations in Section 4
and in the simulations in Section 5, are motivated and introduced.
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3.1. Induced Voltage and Current

Faraday’s law of induction can be used to derive the induced voltage in a generator. The derivation
results in the following formula, sometimes referred to as the “Generator equation”, here adapted to a
linear generator

Ef =
√

2NppBls pv (3)

where B is the amplitude of the magnetic flux density in the airgap, ls is the total stator length (equivalent
to the axial length of a rotating generator), see Figure 1, p is the number of poles on the stator, v is the
generator speed, and the number of effective turns per pole and phase, Npp, is

Npp =
kwqns

2c
(4)

where kw is the winding factor, q is the number of slots per pole and phase, ns is the number of conductors
per slot and c is the number of parallel current paths per phase.

The pole pitch τp for a linear generator is

τp = H/p (5)

where H is the stator height. The translator is long enough to always be covered by the stator, i.e., there is
no partial stator-translator overlap. The number of poles, p, here refers to the number of electric poles
on the stator, as the translator is longer than the stator. Figure 3 shows a cross-section of approximately
3.5 pole pitches of a generator with ns = 8 and q = 5/4.

For a three-phase machine the slot pitch is τp/3q. If the copper takes up 1/3 of the slot pitch and the
rectangular conductor is twice the size in the radial direction as in the tangential, the area of the conductor,
Acond, becomes

Acond = 2
(

1
3

τp

3q

)2
(6)

For a current density of Idens given in A/m2 the current, I is

I = Idens Acond = 2Idens

(
1
3

τp

3q

)2
(7)

The total conductor length per phase in the generator, Ltot, is

Ltot = 2Npp p(ls + lend) (8)

where lend is the length of the end windings per half-turn. The copper losses per phase are

PCu = Ri I2 = 1.68 · 10−8Ltot I2
dens Acond (9)

where Ri is the inner resistance of the generator per phase and 1.68 · 10−8 is the resistivity of copper at
room temperature. The resistivity is strongly temperature dependent which will not be considered here.
However, a large generator, with relatively low current density which is placed in sea water is not expected
to reach very high temperatures.
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3.2. Iron Losses and Efficiency

The iron losses consist mainly of eddy current losses, hysteresis losses and excess losses and depend
on the magnetic flux density and frequency of the magnetic field in the stator steel as well as the stator
steel volume [22]. To determine the stator steel volume, the thickness of steel, ts, in the radial direction
(magnetic flux direction) must be known. Here, the stator yoke is assumed to have the length of the pole
pitch divided by 4. The tooth length is dependent of the number of conductors per slot, ns, multiplied by
the size of each conductor, and multiplied by 1.33 compensating for the fill factor in the radial direction.
The tooth width is here set to half the slot pitch, so to get the average thickness of steel,ts,av, the tooth
length is multiplied with 0.5.

ts,av = τp/4 + ns · 2 · τp/(9q) · 1.33 · 0.5 (10)

The stator steel volume, Vs, can then be calculated by multiplying the three dimensions of the assumed
cubical stator and using the average thickness.

Vs = Hlsts,av (11)

The iron losses can be calculated assuming typical steel used in generators of type M270-50A, with losses
of 2.7 W/kg for a magnetic flux density of 1.5 T (www.cogent-power.com, retrieved 19 September 2018).
An average magnetic flux density of 1.5 T in the whole stator is assumed. The density is 7600 kg/m3.
A frequency dependency for iron losses of f 1.3

el has been extrapolated from results for low frequencies
in [22]. In addition, the iron losses are multiplied with a loss correction factor of 1.5 when extrapolating
from 50 Hz, as motivated in [22]. The iron losses then become

PFe = ( fel/50)1.3 · 1.5 · 2.7 · 7600Vs (12)

The electromagnetic efficiency, η, of the generator is

η =
3Pout

3Pout + 3PCu + PFe
(13)

It should be noted that PFe usually is much smaller than 3PCu. Here, mechanical losses are omitted as they
are difficult to estimate and should be equal in different compared designs.

3.3. Cost Comparison

Generator cost is difficult to estimate as it depends on many different variables. Here, a simplified
approach is used to calculate a relative cost for comparing different designs. The translator height is
here assumed to vary with changing stator height, with the free stroke length kept constant at 1.998 m.
Therefore, the variation of translator cost will both be dependent on ls and on (H + 1.998). The number of
poles and number of conductors per slot will also slightly alter the magnet weight needed, but that effect
is omitted here. For a design with ferrite magnets the magnet cost and weight is not so crucial, whereas it
has a large impact on expensive magnets made of NdFeB. The translator body in a generator with low
electrical frequency can be made of solid steel. The total generator cost is presented as a relative cost,
normalized against the original design, see Section 5.1. Here, a conductor (copper) cost per kg three times
higher than the cost per kg for stator steel is used as well as a translator cost of half of the stator cost for
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the original design. The density of copper is 8960 kg/m3 and the density of stator steel is 7600 kg/m3.
The relative cost is then calculated as

Cost = Cn(3 · 8960Ltot Acond + 7600Vs + Ctrls(H + 1.998)) (14)

where Cn is a normalization constant relating the generator cost to the original generator cost and Ctr is a
normalization constant relating the translator cost to the cost of the stator for the original design.

4. Analytical Calculations

To find the output power of a generator where the induced voltage and current are known,
the machine reactance or load angle is usually required. This complicates generator modelling and
to get the exact value of the reactance a complete FEM simulation is required. Therefore, comparing many
different generator designs becomes very time-demanding. In this section, the advantage of using CTA
control is presented and expressions of the output power and the maximum damping force, independent
of reactance and load angle, are derived.

4.1. Output Power for CTA Control

For CTA control the generator power per phase can be derived, according to (2)–(5) and (7) as

Pf = Ef I =
√

2kw

81cq
BvIdensnslsHτp (15)

This expression shows that the output power from a generator run with CTA control can be found from
only knowing the winding parameters and geometrical parameters of the generator and that the phase
angle, load angle, or reactance can be unknown. This simplifies generator design and make design
comparisons much more time-efficient.

For an operation scheme where q, c and kw are fixed design choices, B is a fixed value expected to be
reached from the magnetic circuit and the rated speed v is fixed for a certain site, the expression can be
simplified to

Pf ∝ Idensnsls Hτp (16)

This expression shows which design parameters that can be varied to compare different generator designs
and their output power. In the parameter study, in Section 6, the current density, the number of cables per
slot and the geometrical variables ls, H and τp are varied.

4.2. Copper Loss Fraction

The relation between the copper losses and the power in the generator is a measure of the efficiency
of the generator (if only copper losses are considered). It becomes

PCu
Pf

=

√
2 · 1.68 · 10−8

Bv
Idens

ls + lend
ls

(17)

If the end windings are assumed related to the total stator length so that lend = βls, the expression becomes

PCu
Pf

=

√
2 · 1.68 · 10−8

Bv
Idens(1 + β) (18)
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By assuming lend = βls, the relation between copper losses and power mainly depends on the rated current
density, which often is a design setting. A direct-drive slow-moving linear generator has inherently a large
amount of copper losses and this derivation shows that it is not possible to optimize the design to decrease
them. However, care should be taken to decrease the variable β, i.e., the end winding length, as much as
possible, since this is the part of the conductor which does not contribute to induced voltage. Please note
that these relationships only are valid during CTA control. Other control strategies will not compensate
for the voltage drop in the generator as efficiently and therefore the current will be higher for the same
amount of power and the copper losses will constitute a larger part of the power.

If the end windings are supposed independent of the stator length ls and instead are assumed to be
constant with a varying ls the result is different. For correct modelling, the length of the end windings
should depend on the conductor area since the size of the conductors will determine the end winding
length as well as the coil pitch length.

4.3. Maximum Damping Force

From the power equation for CTA control, (2), it can be found that the maximum output power from
the generator per phase, Pmax

out is
Pmax

out = E2
f /(4Ri) (19)

The maximum output power is reached when the output power from the generator equals the power lost
as copper losses, i.e., this is not a beneficial operating mode for the generator. The maximum power should
be held below the maximum value to ensure stable operation of the generator. For the CTA control the
maximum damping force for the three-phase generator, reached for the maximum output power, can be
approximated as

Fmax = 6Pmax
out /v = 3E2

f /(2Riv) (20)

or given as a per unit value based on the rated damping force as

Fpu
max = E2

f /(2RiPf ) = Ef /(2Ri I) = Pf /(2PCu) (21)

which is an interesting result showing that increasing the efficiency and increasing the maximum damping
force goes hand in hand, see also (17). This has to do with the fact that half the maximum damping force
comes from copper losses and half becomes output power. The iron losses, which also contribute with
damping force, are omitted here.

The calculations of the maximum damping force are approximations and does not take saturation
into account, which could be expected at this operational mode. However, the values can be used for
comparison between different design choices. The maximum damping force implies quite high current
density and potentially high temperature. If the force is only required for short periods of time, this might
be acceptable. Otherwise, the limiting factor for the maximum damping force for a CTA controlled PM
generator is more likely thermal than the size of the inherent maximum damping force.

5. Simulation Method

5.1. The Original Generator Design

For the parameter study in this paper a given generator design is used as a starting point. The chosen
generator has been designed, built, and tested offshore. Its main parameters are summarized in Table 1 and
the generator and wave energy converter is further presented in [9,10]. The generator has surface-mounted
magnets on the translator. The stator has circular conductors and is wound with multi-strand cables
with a copper area of 25 mm2. The generator has a surprisingly large inner resistance which affects the
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performance as discussed above. This is due to long end windings but probably also caused by connections
of windings. Experimental results on output power for different wave climates for the original generator
connected to a resistive load, are found in [23].

Table 1. Rated design parameters of the original generator, data adapted from [9,10].

Parameter Value

Speed (m/s) 0.70
Stator height, H (m) 1.2
Translator height (m) 2.1
Free stroke length (m) 2.0

Number of sides, s 4
Stator side length (m) 0.4

Total stator length, ls (m) 1.6
Pole pitch, τp (mm) 40

Conductors per slot, ns 8
Electrical frequency, fel (Hz) 8.8

Current density, Idens (A/mm2) 1.52
Inner resistance, Ri (Ω) 0.64
Inner inductance (mH) 20

Output power, Pout (kW) 17.1
Voltage L-L (V) 257
Current, I (A) 38.4

Number of phases 3
Load Resistive

5.2. MATLAB Simulation Method

Simulations based on the formulas derived in Sections 3 and 4, have been performed by using
MATLAB. CTA control has been used for all simulations. The MATLAB simulation method used here
can be used to compare different design choices to each other. However, it cannot substitute full-physics
simulations with FEM. The original generator (see Section 5.1) has been used as a starting point for the
simulations and to verify the simulation method.

In the design study, some design parameters have been kept fixed such as the magnetic flux density
in the airgap, which is kept fixed at 0.75 T for all loading conditions. The generator design speed is 0.7 m/s.
The number of slots per pole and phase, q, is a fixed design choice, usually between 1 and 3 for slow
machines and preferably a fraction for a PM synchronous generator to decrease cogging. Here it is kept
fixed at q = 5/4. The winding factor, kw, expected to be between 0.9 and 1 is kept at 1 for simplicity.
The number of parallel current paths, c, is 1. Rectangular conductors, with twice the side length in the
radial direction is considered instead of circular conductors, as in the original generator. A stacking factor
of 1 is used for simplicity.

In the simulations it is assumed that the stator is always completely filled with translator, i.e., partial
stator-translator overlap is not considered. The free stroke length is kept fixed at 1.998 m and the translator
height for the original design is increased to 3.198 m, to ensure full stator-translator overlaps at all times.
The translator height is set at (H + 1.998) m, and varies with changing H. The number of poles in the
original design is 30 which is the number of electrical poles on a 1.2 m long stator with a pole pitch of
40 mm. However, in reality the translator is longer than the stator and has more poles than 30. In the
parameter study, the number of poles, pole pitch, number of conductors per slot, stator length, stator
height, and current density are varied. The inherent speed difference in a linear generator for wave
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power, is not considered in the comparative study, so simulations are performed at rated speed. However,
additional simulations for an annual speed cycle is also performed to find the average efficiency.

The original generator was connected to a resistive load during experiments, which implies a power
factor of 1. When the generator is run at the same speed and with the same current, the output power for
the CTA control is 17.7 kW and with a resistive load 17.1 kW, i.e., the power output is 3.5% higher with
CTA control. To find the power for the resistive load, the inner inductance of 20 mH from Table 1 was used.
If the CTA control is used on the same generator to get the power 17.1 kW, the copper losses decrease to
92% of the losses for the same output power and resistive load.

The original generator has a surprisingly large inner resistance which affects the performance as
discussed above. This is mainly caused by long end windings but probably also caused by connections of
windings. By assuming that somewhat shorter end windings and more optimized connections can be used,
the inner resistance can be decreased. Therefore, a slightly smaller inner resistance is used as a starting
point for the parameter study here. The end windings are set to a fixed length of 0.8 m which might seem
long but includes end windings of all four sides, which gives an inner resistance for the original generator
with shortened end windings of 0.48 Ω. The rated output power of the generator is then increased from
17.7 kW to 18.4 kW for CTA control. In the derivations it was convenient to let the end windings be a
function of ls. However, in the parameter study the end windings are kept at the fixed value of 0.8 m for
all cases.

5.3. Verification with FEM Simulations

The original generator design has been used as a basis for the MATLAB simulations. With a magnetic
flux density in the airgap of 0.75 T in the simulations, all the parameters reached in the simulations match
the original generator design parameters of Table 1 apart from the inductance, which is not included in
the simulations.

A simulation tool based on field equations coupled with circuit equations and solved with FEM has
also been used for verification. The simulation method is further explained and has been experimentally
verified for a rotating generator in [17]. A FEM simulation was performed for the original generator design.
All geometrical parameters from Table 1 was inserted in the FEM program. The end winding length was
adjusted to reach the inner resistance of 0.64 Ω. The generator was run at rated speed and rated current
density when connected to a resistive load. The rated voltage and power was achieved for the given
generator dimensions. However, a slightly higher magnetic flux density amplitude in the airgap of 0.92 T
was needed to achieve the rated voltage. In the MATLAB calculations the magnetic flux density was 0.75 T.
Some simplifications in the MATLAB model are that the winding factor is set to 1, the stacking factor is
set to 1, and that no saturation is taken account for. If the winding factor of 0.91 (for a q of 5/4) and a
stacking factor of 0.96, is taken into account, the magnetic flux density in the calculations corresponds to
0.86 T, which is still slightly lower than the FEM simulations. This is a reasonable result as no leakage flux
is included in the MATLAB simulations. To compensate for this, a higher magnetic flux density can be
achieved by adding more PM material. The FEM simulations verified that no parts in the generator were
saturated as the maximum magnetic flux density was 1.74 T and occurred in the stator teeth. Therefore,
the MATLAB simulations have been verified against FEM simulations and gives acceptable results at least
for a starting point for design work. However, FEM simulations are needed to account for all effects when
designing a generator. The geometry and the magnetic flux density for the original generator from FEM
simulations can be seen in Figure 3.
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Figure 3. Field plot of the generator based on the original design from a FEM simulation, showing magnetic
flux density in Tesla.

The main limitation with the presented simulation method is not including saturation in the
calculations of the maximum damping force. Therefore, the maximum torque, from FEM simulations
of a similar but larger generator as the one used here [24], of 200 kNm (3.1 p.u.) has been compared to
circuit equation-based calculations of the maximum torque giving 219 kNm. The difference is 9.3% so it
can be assumed that the maximum damping force calculations presented here also are over-estimated
with roughly 10%, which gives an acceptable estimation.

5.4. Experimental Verification

To verify the simulation method, the induced voltage at no load has been compared to measurements.
The experiment was performed on a multi-pole, low speed rotating generator designed for a wind turbine
and presented in [25]. The tested generator is similar to the tested linear generators studied here as it
has a large diameter (so for one pole pitch it is close to linear), a low speed in the airgap and a relatively
large number of conductors per slot, ns, of six. No changes in the simulations were needed to simulate the
no-load voltage for a rotating generator instead of a linear generator. The magnetic flux density in the
airgap was measured on the prototype and fitted very well with FEM simulations with an amplitude of the
fundamental of 0.93 T [25]. The experimental generator is rated at 225 kW at 33 rpm corresponding to an
electrical frequency of 9.9 Hz and an airgap speed of 3.5 m/s. It has a stator length of 0.884 m, a diameter
of 2.054 m, 3.75 turns per pole and phase and 36 poles consisting of surface-mounted NdFeB-magnets.
The stacking factor was measured in the prototype to 0.954 and the winding factor is calculated to 0.915.
In the experiment, the rotational speed of the generator was lower than the rated speed. It was run with
an electrical frequency of 5.5 Hz corresponding to a speed in the airgap of 2.0 m/s, which is closer to
the operating frequency and speed of the linear generator. An oscilloscope (Tektronix TDS2014) and a
high voltage probe (Tektronix P5120) were used to measure the voltage. The simulation was run with the
properties of the experimental generator and gives a result as the rms value of the voltage at the given
speed. The voltage has then been plotted as a sinusoidal signal with the simulated frequency.

The induced phase voltage at no load from the measurement and from the simulation are compared
in Figure 4. The shapes of the curves are slightly different, which shows a limitation with the simulations,
as only the fundamental of the voltage is considered. However, for a multi-pole machine with a fractional
number of slots per pole and pitch, the harmonics are normally low and it can be seen that the results from
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experiment and simulation are quite similar. The experimental verification further validates the use of the
method as a design comparison tool.

Figure 4. Comparison of results from the simulation method and from experiments. Data from experiments
are reused from [25] licenced under CC BY 3.0 https://creativecommons.org/licenses/by/3.0/.

5.5. Variable Speed Operation

Waves are an inherently variable source of energy. To evaluate a generator design and to compare
generators to each other, the generators should be run at variable speed and load, i.e., the annual energy
absorption from the waves should be evaluated. Therefore, the average efficiency has been evaluated for
different generator designs using wave data for a year.

Wave data was taken from Site 1 in Figure 3 in [26] presenting annual data of hours per year of a
certain wave climate, i.e., as a function of energy period and significant wave height. The generator speed
is assumed to vary sinusoidally with the wave frequency and the translator is assumed long enough for all
waves. The energy flux in the waves is a function of the energy period and the significant wave height
squared. The power into the generator is assumed directly proportional to the power from the waves,
where the efficiency of the buoy absorption and the buoy size is adjusted to fit the rated power of the
generator for an energy period of 5.5 s and a significant wave height of 1.925 m, which is one of the wave
climates that contributes with the most energy during one year for this particular site.

6. Parameter Study

A parameter study has been performed and the effect of a few different parameters on the generator
performance has been evaluated. All designs are based on the original generator design, see Section 5.1,
with decreased end winding length at a fixed value of 0.8 m and a rated power of 18.4 kW. A comparison
has been made based on efficiency, maximum damping force, and relative cost. In the wave power
generator presented in [9], the number of conductors per slot, ns is 8, whereas for large synchronous
generators ns is usually 2. Therefore, the influence of different values for ns on the generator design,
has been studied. In addition, the other parameters affecting the power from Equation (16) are varied, i.e.,
the generator height, number of poles, pole pitch, and current density. For all changed parameters, the
stator length, ls is adjusted to reach a rated power of 18.4 kW.

In Table 2, the effect of varying different parameters for six different generators with the same rated
power is shown. Two generators with different ls and ns but the same power level is compared in Table 2,
Case 1 and 3, showing that increasing the stator length gives a much higher cost. Case 2 represents a case
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where ns has been halved but the increase in stator length and cost are not as extreme as in Case 3 due to
fewer poles.

The rated efficiency and the annual average efficiency, ηav, for a specific site are also compared for
the six generators in Table 2. The average efficiency was found from the method described in Section 5.5 .
It can be seen that the average efficiency for all cases are much lower than the rated efficiency. However,
when comparing the generators, it is seen that the generator with the highest rated efficiency has the
highest average efficiency, so the rated efficiency seems to be an acceptable parameter for comparing the
generators. For the original generator design, Case 1, the mean output power is 3.89 kW for the particular
site considered.

Table 2. Comparison of six different generators.

Case 1 2 3 4 5 6

Varied parameters
ls (m) 1.60 2.32 3.14 1.70 1.92 1.07
ns (m) 8 4 4 4 2 6
H (m) 1.2 1.2 1.2 1.2 1.2 1.47

p 30 22 30 16 16 22
Idens (A/mm2) 1.52 1.52 1.52 1.52 3 1.52

Resulting parameters
Pout (kW) 18.4 18.4 18.4 18.4 18.4 18.4

Ef (V) 178 95 175 50 29 65
I (A) 38.4 71.5 38.4 135 267 107

η 88.4 89.7 89.8 89.2 80.3 87.3
ηav 78.6 80.9 81.4 79.9 66.5 76.7

Rel. cost 1 1.20 1.34 1.09 0.90 1.00
Fpu

max (p.u.) 4.8 5.4 5.8 4.9 2.6 4.2

Figure 5 shows the effect of varying ns and ls simultaneously to achieve the same output power of
18.4 kW. It can be seen that the cost and required total stator length, ls is decreased with increasing number
of cables per slot. However, the maximum damping force is also decreasing with increasing number of
cables per slot. The efficiency appears constant but is actually slowly decreasing with increasing number
of cables. It is shown that only using one cable per slot is probably unrealistic both from a space and
cost perspective.

Figure 6 shows how changing the stator height affects the generator. Changing the stator height will
also change the translator height so it has a quite large effect on the generator volume and therefore on the
relative cost. In the left figure the pole pitch is fixed so the number of poles is adjusted to the stator height.
In the right figure the number of poles is kept constant at 30 so the pole pitch is adjusted to the new stator
height. It can be seen that varying the pole pitch has a larger effect on the generator. A minimum value
can be seen for the relative cost at a stator height of about 1.5 m giving a pole pitch of 50 mm.
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Figure 5. Stator length, maximum damping force in per unit, efficiency and relative cost for the original
generator design with varied number of conductors per slot, ns and an adjusted stator length, ls to achieve
an output power of 18.4 kW.

Figure 6. Stator length, maximum damping force in per unit, efficiency and relative cost for the original
generator design with varied stator height, H and an adjusted stator length, ls to achieve an output power
of 18.4 kW. Left figure: The pole pitch is fixed. Right figure: The number of poles is fixed, so the pole
pitch varies.

Figure 7 shows the effect of changing the number of poles and therefore also the pole pitch since the
stator height is fixed. The relative cost has a clear minimum for about 18 poles. However, the efficiency
has decreased quite a lot for this case, so it is not recommended to minimize the relative cost in this case.
A minimum is also present if studying the ratio of maximum damping force to relative cost, which is
a common design parameter to choose for optimization. None of the changes studied so far has any
significant impact on the efficiency as was also shown in the analytical derivations. Figure 8 shows the
effect of changing the rated current density and adjusting the stator length to reach the same rated power.
As previously discussed, the efficiency decreases almost linearly with increased rated current density.
The maximum damping force and cost decreases even faster with increasing current density. From this
figure, it can be seen that the design is a trade-off between decreasing the cost and increasing both the
efficiency and the maximum damping force. Case 5 in Table 2 shows an example with increased rated
current density comparable to the original design, giving lower cost but much lower efficiency and lower
maximum damping force. Case 6 in Table 2 shows a generator with increased stator height and fewer
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poles. It has a relative cost comparable to the original design, Case 1, but the efficiency and maximum
damping force are lower. From Table 2 it can be concluded that Case 1, i.e., the original design with slightly
shorter end windings, is a quite good design with a high efficiency, a large maximum damping force and a
low cost compared to most of the other cases.

Figure 7. Stator length, maximum damping force in per unit, efficiency and relative cost for the original
generator design with varied number of poles, p and an adjusted stator length, ls to achieve an output
power of 18.4 kW.

Figure 8. Stator length, maximum damping force in per unit, efficiency and relative cost for the original
generator design with different values of the rated current density, Idens and an adjusted stator length, ls to
achieve an output power of 18.4 kW.

In this study, design aspects have been compared for operation at rated speed. This is not the case for
a linear generator where the speed is continuously changing. Apart from comparing different parameters
as in this study, a study for a proposed design must be tested at different speed and loading situations.
Figure 9 shows the maximum damping force and efficiency for varying speed as an example of variable
speed operation for the original generator design. How the efficiency changes with varying speed depends
on how the generator is controlled and in this example the generator is run with the damping force
increasing linearly with increasing speed. The copper losses constitute 87% of the total losses in the
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original design for rated speed of 0.7 m/s and clearly dominate the losses in all studied designs. However,
at very low speed the iron losses will dominate, and the efficiency therefore drops fast, as seen in Figure 9.

Figure 9. Maximum damping force and efficiency for different speeds for the original generator design
operated with CTA control. The efficiency is here shown for a generator run with the damping force
increasing linearly with increasing speed.

7. Discussion

The results in this study have shown the effect different variables have on performance of the
generator, which is valuable for generator design. For a complete design work the generator behavior
should be analyzed for variable speed and for the specific wave climate expected as well as for specific
requirements on damping force. Partial stator-translator overlap was not considered here and geometrical
constraints on for instance the stator length, ls have not been considered.

The comparison shows that the original design performs quite well. However, this design with eight
conductors per slot has quite deep slots which might increase leakage flux and give somewhat lower
magnetic induction for the conductors in the bottom of the slot. These issues should be studied in a FEM
simulation as the MATLAB calculations omit all such effects.

As the generator is operated with CTA control, the voltage needs to be boosted by the electrical
system. This places demand on the electrical system and its rating. The rated current varies a lot between
the different generators presented in Table 2. In this study, thermal issues have not been considered.
To reach the theoretical maximum damping force, a high current is needed, and the associated high copper
losses will temporarily heat the generator. Therefore, this type of operation should be time limited for a
passively cooled generator or carefully controlled by a cooling system. The maximum force will also be
affected by saturation which has been omitted here for simplification.

The MATLAB simulations gave the same results as the original generator design when a magnetic
flux density in the airgap of 0.86 T was used and the stacking factor and winding factor was taken into
account. The magnetic flux density required in the FEM simulations was 0.92 T. This is an acceptable
result since no saturation or leakage flux in the stator are taken into account in the simplified MATLAB
simulations. The experimental verification showed only a small voltage difference between the simulation
and measurement. However, as only the fundamental of the voltage signal is considered in the model,
the method is only suitable for generators expected to have a quite sinusoidal induced voltage.

The average efficiencies are lower than the rated efficiencies, but they follow the rated efficiencies
when comparing the generators, i.e., the generator that has the highest rated efficiency also has the highest
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average efficiency. This means that the rated efficiency is an acceptable parameter to use when comparing
designs, even though variable speed operation also must be considered. The efficiency for the design with
the higher rated current density decreases the most when operated at variable speed. This gives one more
indication of that the rated current density is one of the most important design parameters.

8. Conclusions

A novel simulation method for design comparison of direct-drive linear generators run with CTA
control has been presented. The simulation method enables generator designers to quickly evaluate
many different design parameters before deciding on a design to further investigate through more
time-demanding FEM simulations. A tool such as this is especially useful in the field of linear generator
design for wave power as no consensus exists on how to optimize these machines. It can be concluded
that the CTA control simplifies the analytical expressions so the efficiency, maximum damping force,
and relative cost for the generator can be analyzed without knowledge of the reactance or load angle.
The simulation method has been verified against FEM simulations and experiments. The maximum
damping force is over-estimated since saturation is neglected, for one example roughly 10% which is still
acceptable for design comparison. The fast simulation method can be used for design evaluation and
comparison but cannot replace full-physics simulations of generators during design.

An expression of the copper loss to output power quotient has been derived. It shows that for CTA
control the quotient is only dependent on airgap magnetic flux density, translator speed, current density,
and the quotient between end winding length and stator length. A slow-moving direct-drive synchronous
generator has inherently high copper losses and it was shown difficult to make design choices to decrease
these substantially. Only decreasing the current density or shortening the end windings can decrease the
copper losses. The amount of copper losses also affects the achievable maximum damping force. Therefore,
special consideration should be taken to design and production technology to decrease the end winding
length as much as possible. A low rated current density gives a large generator. The generator design is
therefore a trade-off between cost versus high efficiency and high maximum damping force. It can be
concluded that the desired maximum damping force should be considered early in the design stage of
the generator.

The parameter study showed that the original generator design, used as a basis in the simulation,
represents a quite good design for a PM linear generator for wave power. It can be concluded that a
design with a minimized relative cost can be found. However, the low cost might be chosen at the expense
of efficiency and damping force. The pole pitch and the rated current density were shown to affect the
studied parameters quite a lot, so care should be taken to optimize those parameters when designing a
generator. The results indicate that rated speed is acceptable when comparing the efficiency for different
generator designs. It will not represent the average efficiency but it can be used for comparison.

As future work it is suggested to include the magnetic circuit in the simulations, preferably as a
reluctance circuit. Generator designs with different magnet materials such as ferrite magnets and rare-earth
metal-based magnets could be compared. In addition, a more advanced economical model coupled to the
annual energy output could be included in the simulations.
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Abbreviations

The following abbreviations are used in this manuscript:

CTA Constant-torque-angle
EMF Electromotive force
FEM Finite element method
PI Proportional Integral
PM Permanent-magnet
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Abstract: A high-fidelity two-axis model of an interior permanent-magnet synchronous machine
(IPM) presents a convenient way for the characterization and validation of motor dynamic
performance during the design stage. In order to consider a nonlinear IPM nature, the model is
parameterized with a standard dataset calculated beforehand by finite-element analysis. From two
possible model implementations, the current model (CM) seems to be preferable to the flux-linkage
model (FLM). A particular reason for this state of affairs is the rather complex and time-demanding
parameterization of FLM in comparison with CM. For this reason, a procedure for the fast and reliable
parameterization of FLM is presented. The proposed procedure is significantly faster than comparable
methods, hence providing considerable improvement in terms of computational time. Additionally,
the execution time of FLM was demonstrated to be up to 20% shorter in comparison to CM. Therefore,
the FLM should be used in computationally intensive simulation scenarios that have a significant
number of iterations, or excessive real-time time span.

Keywords: digital simulation; motor drives; interior permanent-magnet machines; finite-element
analysis; modeling; automotive applications; electric vehicle (EV); hybrid electric vehicle (HEV);
mathematical model; saturation

1. Introduction

Permanent-magnet synchronous machines excel in high torque density and high efficiency,
so they have been widely investigated in recent years [1–3]. From the two permanent-magnet
synchronous-machine topologies, i.e., surface permanent-magnet machines (SPM) and interior
permanent-magnet machines (IPM), the latter are especially suitable for transport applications, where a
wide speed range is a key requirement [4,5]. The specific feature that enables such an operation is their
pronounced flux-weakening capability. This is an immediate consequence of IPM design, where the
magnetic field due to the armature current is considerable with respect to the permanent magnet
field [6]. Hence, IPMs are substantially more saturation-prone than their SPM counterparts, rendering
any assumption of magnetic linearity at high flux levels untenable.

In modern electric-machine design, finite-element analysis (FEA) is widely used and has become
an industry standard [7–9]. By taking into account the specific geometry and material, FEA produces an
accurate magnetic-field model, which is an excellent foundation for the reliable prediction of machine
operational characteristics. In this way, the expensive and time-consuming prototype stage can be
completely left out [10,11]. This fact is especially important for any designer in the predevelopment
design stage, who is daily faced with specific consumer demands that must be promptly served
with fast and reliable design offers. An additional benefit of using FEA is that existent FEA results
can be readily converted in state-space models, which are computationally much more efficient
than FEA [12]. These models can be used as a platform for the verification of various types of
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machine dynamics. An illustrative example is a symmetrical short circuit, which can be simulated
within seconds. Otherwise, dynamic FEA would have to be employed, resulting in about 10 h of
computation time on a typical workstation [7]. Furthermore, the state-space model can be turned
into a black box, which can directly be deployed to consumers for their system simulation. As an
example, the state-space model of an IPM drive can serve as a high-fidelity real-time emulator in
Hardware-in-the-Loop (HIL) tests [13], or as a platform for system-efficiency investigation [14].

Among the family of state-space models, a two-axis (dq) model, defined in synchronous (rotor)
co-ordinates, is by far the most frequently used [15]. Two basic modeling paradigms depending on
chosen state variables ( i.e., currents or flux linkages) are possible, resulting in the current model
(CM) and flux-linkage model (FLM). For linear models with constant parameters, both choices
are equally suitable in terms of simplicity, even though the FLM is computationally slightly less
demanding (one integrator instead of two), but this difference is negligible with today’s computational
power [16]. In spite of that, practitioners in many subfields where a simulation model is essential
(e.g., control design, system design) overwhelmingly prefer the CM over FLM. The reason for this
is that CM-based computations directly yield quantities, some of which can be directly monitored,
e.g., stator currents.

On the other hand, the dq-model can also reproduce various nonlinear phenomena, such as
magnetic saturation, cross-coupling, spatial harmonics, and iron losses [12,17–24]. In this case,
the parameters of the dq-model are estimated with FEA results. The merits of a state-space model
and a magnetic-field model are thus advantageously combined [22,25]. However, a fundamental
distinction arises between CM and FLM in terms of model complexity. In CM, a nonlinear current-flux
relation causes inductance to be split and reintroduced as apparent and incremental inductance [6].
At least three consequences come to light: (a) the physical meaning of inductance is blurred, (b) the
CM structure becomes involved, and (c) in order to preserve accuracy, an additional set of FEA with a
special technique (e.g., the frozen permeability method [26]) should be made to separate the spatial
effect of permanent magnets and the stator current. Nothing of the above applies to FLM, where the
model structure stays the same and existent FEA results suffice [19].

Even though there are clear advantages for choosing FLM over CM, the practical application
of FEA-parameterized FLM is still comparatively rare [18]. The main reason probably lies in the
standard static FEA setup. The stator current being an input, FEA produces flux-linkage maps where
the stator current is treated as an independent variable (direct form). As FEA-parameterized FLM
actually requires an inverse relation between current and flux linkage (inverse form), the designer is
typically induced to rather follow CM paradigm [6]. Nevertheless, few authors have recently tackled
the subject of inverting flux-linkage maps [18–21]. Various strategies were employed in order to
find the inverse form, such as the interior-point method [18] and radial-basis function [20], but scarce
implementation details were provided. In Reference [21], the lookup table-inversion process is outlined
but too vaguely for easy third-party implementation. All procedures listed above are significantly
more computationally demanding in comparison with the straightforward parameterization of CM.
However, one should note that the principal objective of the aforementioned papers was to develop a
high-fidelity state-space model per se, regardless of the possible increase in complexity of some sort
(mathematical and/or computational).

This paper intends to fill this gap, and specifically proposes a straightforward parameterization
procedure that adapts FEA results into a form suitable for FLM parameterization. Parameterization
algorithm features are clear implementation, computational efficiency, and high reliability. Only a standard
set of FEA results are considered as an input, ruling out any need for additional precomputation.

In this paper, spatial effects and and iron losses are not considered, because they are negligible
for the studies we are performing, i.e., evaluation of motor performance in a certain drive cycle and
a prediction of short-circuit currents, although they can be readily included by using effective and
proven techniques [18,27–29]. However, readers should be aware that consideration of spatial effects is
an integral part of a true high-fidelity IPM model [30]. Namely, concentrated stator windings, different
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rotor geometries, or any other variation of magnetic permeance along the air gap are a common sight
in modern practices. In this way, the effects of air-gap harmonics on voltages, currents, flux linkages,
and torque can be properly described. This is essential for a user, if he intents to use the IPM model for,
e.g., developing control (including sensorless and field-weakening operations) [22], analyzing torque
ripple [31], and studying acoustic characteristics [19].

2. Two-Axis IPM Models

2.1. General Equations

Restricting the study to the case of perfect field orientation, the voltage equation of IPM is
defined as

vs = Rsis +
dψs
dt

+ Jωrψs, (1)

where vs = [vd vq]T , is = [id iq]T and ψs = [ψd ψq]T are real vectors defined in the rotor reference
frame, Rs is stator resistance (scalar), ωr is rotor electrical speed, and J the matrix equivalent to complex
unit j

J =

[
0 −1
1 0

]
.

Electromagnetic torque Te is defined as a vector product of flux linkage and current

Te =
3
2

pp(ψs × is), (2)

where pp is the number of pole pairs. Dynamic equation links the electromagnetic and
mechanical domains

Te − Tl = Γ
dωM

dt
, (3)

where Tl is the load torque, Γ the moment of inertia, and ωM rotor mechanical speed.
Equations (1)–(3) are globally valid for any working condition. In order to obtain a full set of IPM

equations, the relation between flux linkage and current (flux–current relation, flux map) ψs = f (is)

needs to be defined. Specifically addressing two-axis IPM representation in the rotor reference frame,
the model is linear only if saturation is not present. Therefore, function f : R2 → R2 is affine if the
system is linear, and nonlinear if otherwise.

2.2. Linear Model

2.2.1. CM

If saturation is neglected, the system is linear, and the stator flux linkage may be expressed as
an affine function of is

ψs = f (is) = Lsis + ψR, (4)

where ψR = [ψR 0]T is a constant real vector of the rotor flux linkage defined in the rotor reference
frame, and Ls inductance matrix with constant terms Ld = (ψd − ψR)/id and Lq = ψq/iq

Ls =

[
Ld 0
0 Lq

]
. (5)

Ls is a diagonal matrix that satisfies the fundamental assumption of the decoupled model.
Plugging Equation (4) into Equation (1) and considering dψR/dt = 0 gives voltage equation

vs = (Rs I + JωrLs) is + Ls
dis

dt
+ JωrψR, (6)
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where I is the 2 × 2 identity matrix. In this way, IPM dynamics is fully described by
Equations (6), (2), (3), and (4). As the stator current is state-variable in Equation (6), this particular
model is called CM.

2.2.2. FLM

Note that Ls in Equation (4) is invertible; hence, inverse relationship f−1 can be readily obtained

is = f−1(ψs) = L−1
s (ψs − ψR), (7)

where L−1
s is an inverse inductance matrix

L−1
s =

[
1/Ld 0

0 1/Lq

]
.

Plugging Equation (7) into Equation (1), we obtain

vs = (RsL−1
s + Jωr)ψs +

dψs
dt

− RsL−1
s ψR. (8)

Now, Equation (8) can be combined with Equations (2), (3), and (7) to form an FLM, with stator
flux linkage as a state-variable. The particular form of Equation (8) clearly indicates that the
parameterization of FLM is exactly the same as for a CM, as only four parameters, i.e., Rs, Ld, Lq, and
ψR, are needed.

Remark 1. Torque Equation (2) for either of linear models can be rewritten in familiar form

Te =
3
2

pp
(
ψRiq + (Ld − Lq)idiq

)
. (9)

2.3. Nonlinear Model

2.3.1. CM

In the presence of saturation, the flux–current relation becomes nonlinear. Nevertheless, we can
still write it in the form of Equation (4), provided that Ls(is) and ψR(is) alter to variables dependent
on the stator current

ψs = f (is) = Ls(is)is + ψR(is). (10)

In this way, the stator current remains a state-space variable. The rotor flux-linkage vector in
Equation (10)

ψR = [ψR(is) 0]T

preserves perfect field orientation ψR = ||ψR|| by definition. On the other hand, its amplitude is
influenced by the stator current, by both current components id and iq in general. The 2 × 2 matrix
Ls(is) has four nonzero elements:

Ls(is) =

[
Ldd(is) Ldq(is)

Lqd(is) Lqq(is).

]

Each element is defined as a ratio of appropriate flux linkage and the current component; therefore,
the following form is obtained [6]

Ls(is) =

[
Ldd(is) Ldq(is)

Lqd(is) Lqq(is)

]
=

⎡
⎣ψd−ψR

id
ψd−ψR

iq
ψq
id

ψq
iq

⎤
⎦ , (11)
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where explicit dependence of flux linkages on stator currents was dropped to avoid clutter. In a
nonlinear context, Ls is called an apparent inductance matrix. Elements of Ls are not constant as they
are all dependent on the stator current. In comparison with Equation (5), the matrix also has two
nondiagonal terms, a clear indication of the cross-saturation phenomena. It is interesting to notice that
coupling between direct and quadrature axes arises due to the effects of main-flux saturation.

Substituting Equation (10) in Equation (1), but leaving the derivative dψs/dis in its original
form yields

vs = (Rs + JωrLs)is + Li
dis

dt
+ JωrψR, (12)

where Li is the incremental inductance matrix, defined as

Li =
dψs
dis

=

⎡
⎣ ∂ψd

∂id
∂ψd
∂iq

∂ψq
∂id

∂ψq
∂iq

⎤
⎦ =

[
ldd(is) ldq(is)

lqd(is) ldd(is)

]
. (13)

In general, apparent and incremental inductance matrices are not equal (Ls �= Li) unless the
machine is linear, which can easily be verified by plugging Equation (4) in Equation (13). The full CM
set of equations is defined by Equations (2), (3), (10), and (12).

2.3.2. FLM

Because the model is nonlinear, there is no benefit in rewriting the inverse relation as in
Equation (8). Instead, we simply define current-flux relation

is = g(ψs) = Fs(ψs)ψs, (14)

where Fs is a generalized ”reluctance” matrix obtained in an analogous way to Equation (11)

Fs(ψs) =

⎡
⎣ id

ψd

id
ψq

iq
ψd

iq
ψq

⎤
⎦ =

[
Fdd(ψs) Fdq(ψs)

Fqd(ψs) Fqq(ψs)

]
. (15)

Matrix Fs is composed of elements that are strictly ratios of the stator-current and stator
flux-linkage components. Note, that rotor flux linkage is explicitly left out.

Inserting Equation (14) in Equation (1), the FLM voltage equation is obtained

vs = RsFsψs +
dψs
dt

+ Jωrψs, (16)

where stator flux linkage is preserved as state-variable. The full FLM set of equations is defined by
Equations (2), (3), (14), and (16).

2.4. Simulation Form

A digital simulation requires the state-space form of state equations ẋ = f (x). Even though rotor
speed ωr is state-variable in both models as well, only the state variables in voltage equations are of
interest. Voltage Equations (12) and (16) can be rearranged into

dis

dt
= L−1

i [vs − (Rs + JωrLs)is − JωrψR] (17)

dψs
dt

= vs − RsFsψs − Jωrψs. (18)

Figures 1 and 2 depict the block diagrams of the CM and FLM, respectively. It is worth noting
that CM diagram is clearly more complex. Comparison between the two diagrams shows that CM
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requires two matrices, Ls and L−1
i , whereas the FLM only matrix Fs. In addition, the simultaneous

presence of two inductance matrices, Ls and L−1
i , obscures the meaning of inductance.

–

–
+

2x2 matrix

2x2 matrix

Ls

J

Ls

Te

R

Li
–1

Li
–1

Figure 1. Block diagram of nonlinear current model (CM).

–

–
+

J
Te

R

Figure 2. Block diagram of nonlinear flux-linkage model (FLM).

3. Model Parameterization

3.1. Static FEA Batch Simulation

Parameterization of a nonlinear model can be established in two distinct ways, by means of FEA
or measurements [32,33]. FEA is preferred when reasonably accurate information about geometry and
magnetic characteristics of materials is close at hand, which is especially true for the predesign stage.
However, if reliable input data are not at one’s disposal, a systematic measurement procedure can
provide fairly accurate parameterization as well [33,34].

Once the designer specifies the magnetostatic finite-element method (FEM) model of IPM, a series
of simulations are performed in order to obtain the fundamental electromagnetic relations of the
machine. Firstly, the d- and q-axis stator-current vectors with N values over a reasonable range
are specified

Iorig
d = [Id1 . . . IdN ]

T Iorig
q =

[
Iq1 . . . IqN

]T . (19)
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Then, the batch process iterates over all possible combinations of the d- and q-axis stator currents
while performing FEA for each combination. Finally, the batch job returns three matrices Ψ

orig
d , Ψ

orig
q

and Te

Ψ
orig
d =

⎡
⎢⎣

Ψd11 . . . Ψd1N
...

. . .
...

ΨdN1 . . . ΨdNN

⎤
⎥⎦ Ψ

orig
q =

⎡
⎢⎣

Ψq11 . . . Ψq1N
...

. . .
...

ΨqN1 . . . ΨqNN

⎤
⎥⎦ (20)

Te =

⎡
⎢⎣

Te11 . . . Te1N
...

. . .
...

TeN1 . . . TeNN

⎤
⎥⎦ (21)

Matrices Ψ
orig
d and Ψ

orig
q are commonly known as flux-linkage maps, while Te is a torque map.

The matrices share the same form with straightforward interpretation: it is a table of numbers that
depend on two indices, i and j, which correspond to entries in vectors Iorig

d and Iorig
q , respectively.

For example, element Ψd24 gives the value of the d-axis stator flux linkage at specific stator current
values Iorig

d (2) and Iorig
q (4).

Figure 3 shows the original flux-linkage maps for an IPM with pronounced nonlinearity than
can be visually checked from figures. For example, in case of the d-axis flux linkage (Figure 3a) the
surface curvature along d-axis indicates the main saturation, whereas the curvature along the q-axis is
indicative of cross-saturation (Figure 3b). Figure 4 shows the electromagnetic torque of the same IPM
featuring a curved surface. As expected, the nonlinear effect is more pronounced with higher stator
currents in the respective axes.

In this paper, an IPM with data in Table 1 was used as a case study. There are two reasons that
all maps are defined for a full (symmetrical) range of currents. The short-circuit test (SCT), which
is an important application of the model, is a specific operating state where stator current are not
under control. Furthermore, our intention was to illustrate a complete treatment of flux-map inversion.
Readers should be aware that, in general, there is no need for a positive id current if only a normal
IPM operation is considered.

Flux and torque maps are built for current values Iorig
d = Iorig

q = [−1860 . . . 1860]T A in
33 equidistant steps, which results in 33 × 33 = 1089 data points. The appropriate range of
stator-current values used for flux- and torque-map calculation depends on the specific IPM. In the
authors’ experience, the limits should be at least 2.2 larger than IPM’s maximal current Imax = 778 A.
However, if it turns out that the range is insufficient, reiteration is needed. We also found that further
increase in grid density is not justified in light of increasing FE computational costs. An equidistant
grid was chosen for convenience.

(a) (b)
Figure 3. Original flux-linkage map for (a) d-axis and (b) q-axis flux linkage.
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Figure 4. Original torque map for electromagnetic torque.

3.2. CM Parameterization

Once Ψ
orig
d , Ψ

orig
q , and Te are known for a specific design, it is possible to define their respective

interpolation functions fd, fq, and fT :

ψd = fd(id, iq), ψq = fq(id, iq), Te = fT(id, iq). (22)

CM parameterization requires the calculation of matrices Ls and L−1
i . Because Li is completely

oblivious (see Equation (17)), L−1
i can be directly calculated using

L−1
i =

(
∂ψd
∂id

∂ψq

∂iq
− ∂ψd

∂iq

∂ψq

∂id

)−1
⎡
⎣ ∂ψq

∂iq
− ∂ψd

∂iq

− ∂ψq
∂id

∂ψd
∂id

⎤
⎦ , (23)

where an inversion formula for a 2 × 2 matrix was applied to Equation (13).
On the other hand, apparent inductance matrix Ls defined in Equation (11) suffers from major

drawback. For example, the first term in Ls

Ldd(id, iq) =
ψd(id, iq)− ψR(id, iq)

id

besides ψd(id, iq) also requires ψR = fR(id, iq), which is not available from the original set of simulation
results. A straightforward solution would be to define ψR as a constant ψR = fd(0, 0), but then
singularity at id = 0 is unavoidable. Namely, the cross-saturation effect of iq onto ψd results in a slight
reduction of ψd. In consequence, numerator ψd(0, iq)− ψR does not evaluate to 0, hence resulting
in a singularity. A similar reasoning can be adopted for second term Ldq(id, iq), where numerator
ψd(id, 0)− ψR �= 0 for iq = 0.

A practical solution is twofold: neglecting cross-saturation terms in (11)

Ls(is) =

[ψd−ψR
id

0

0 ψq
iq

]
=

[
Ldd(is) 0

0 Lqq(is)

]
, (24)

and defining ψR = fd(0, iq) as an explicit function of q-axis current. Then, Ldd can be calculated for all
current combinations without incurring a singularity

Ldd(id, iq) =
ψd(id, iq)− ψd(0, iq)

id
.

83



Energies 2019, 12, 783

It is clear from the above argument that parameterization with the original set of FEA data
requires CM simplification. Whether its impact is considerable or marginal depends on the grade
of nonlinearity of the particular machine. Machines with pronounced nonlinearity, as is the case
for IPMs, may therefore require a full inductance matrix. At this point, it should be mentioned
that approaches that can overcome the limits in calculating original Equation (11) were reported,
e.g., frozen-permeances method. However, this technique requires an additional FEA set, effectively
doubling the computational burden.

3.3. FLM Parameterization

In comparison to CM, FLM simulation form Equation (18) is simpler, as only matrix Fs has to be
parameterized. Even though the four terms in Fs are elementary ratios of the stator current and flux
linkage, e.g., a first term in Equation (15)

Fdd(ψd, ψq) =
id(ψd, ψq)

ψd
,

they cannot be readily calculated using previously defined functions fd and fq. The underlying
reason is that the simulation flow of FLM treats flux linkage as the independent variable as far as
current-flux relation is concerned. Therefore, an inverse relation between current and flux linkage must
be determined beforehand. Drawing an analogy between CM and FLM, we define corresponding
interpolating functions

id = gd(ψd, ψq), iq = gq(ψd, ψq). (25)

The relation between two sets of interpolating Functions (22) and (25) can be thought of as
a mathematical inverse of two variate functions

id = gd( fd(id, iq), fq(id, iq)) (26)

iq = gq( fd(id, iq), fq(id, iq)). (27)

An important question to be answered is whether inverse functions gd and gq actually exist.
Consider mapping f : R2 → R2, defined by

f (id, iq) =

[
fd(id, iq)

fq(id, iq)

]
. (28)

If the derivative of a mapping f is invertible at some point (id0, iq0), then mapping f is locally
invertible in some neighborhood of point f (id0, iq0) [35]. The derivative of f is just a Jacobian matrix

J f =

⎡
⎣ ∂ fd

∂id
∂ fd
∂iq

∂ fq
∂id

∂ fq
∂iq

⎤
⎦ , (29)

which is invertible exactly when its determinant is nonzero:

det(J f ) =
∂ fd
∂id

∂ fq

∂iq
− ∂ fd

∂iq

∂ fq

∂id
�= 0. (30)

Mapping f is invertible over the domain of current vectors Iorig
d and Iorig

q only if the corresponding
det(J f ) is strictly nonzero at every point in the domain. Figure 5 shows the Jacobian determinant for
the IPM in question (see Table 1). For this particular machine, it is clear that the determinant is strictly
positive; therefore, the IPM’s flux maps are invertible over the whole domain.
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It is interesting to inspect Equation (30) more closely in order to gain some insight in its
behavior for a general machine. The first term is always strictly positive, as fd and fq are both
monotone-increasing, which can easily be seen by inspection. This property is also physically
sound because increasing the current always results in increased flux linkage in the respective axis.
The inspection of the second term is more involved, but careful analysis shows that it is also strictly
positive, as can be seen in Figure 6. For this reason, the first term must always be bigger than the
second so as to maintain invertible mapping f . If we associate the two terms with main and cross
magnetization, respectively, we can see that this is an entirely reasonable expectation for a practical
machine. Typically, the level of main magnetization is about one order of magnitude higher than that
of cross-magnetization.

Figure 5. Jacobian determinant J f over the domain of current vectors Iorig
d and Iorig

q .

(a) (b)
Figure 6. (a) Main and (b) cross-magnetization term in equation for Jacobian determinant.
Note the different order of magnitude.

If interpolation functions gd and gq exist, they can be found in various ways. In accordance
to Equation (19), we generate d- and q-axis stator flux-linkage vectors with N-equidistant,
monotone-increasing entries

Ψnew
d = [Ψd1 . . . ΨdN ]

T Ψnew
q =

[
Ψq1 . . . ΨqN

]T ,

where their range is specified by the minimal and maximal value of original maps Ψ
orig
d and

Ψ
orig
d , respectively.
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3.3.1. Inversion via Minimization

One way to find inverse maps Inew
d and Inew

q is to minimize the residual between interpolation
points and the value of interpolating function over whole set i, j = 1 . . . N. This translates to
a multiobjective nonlinear least-squares problem with two objectives, one for each component

Jd,ij(id, iq) = ||Ψnew
d (i)− fd(id, iq)||2

Jq,ij(id, iq) = ||Ψnew
q (j)− fq(id, iq)||2.

For each iteration, a unique solution (isol
d , isol

q ) exists, which is interpreted as an entry in inverse
maps Inew

d (i, j) = isol
d and Inew

q (i, j) = isol
q . Formally, we can express the idea as

minimize ||rij(id, iq)||2, (31)

where the residual is defined as rij(id, iq) = Jd,ij(id, iq) + Jq,ij(id, iq). Once inverse maps Inew
d and Inew

q
are obtained, one can easily define interpolation functions gd and gd.

3.3.2. Inversion via Intersections

An equivalent solution for determining inverse maps Inew
d and Inew

q is via intersections. Original

maps Ψ
orig
d and Ψ

orig
q are first interpolated (functions fd and fq) and then sliced into predefined number

of contour isolines at flux-linkage levels Ψnew
d (i) or Ψnew

d (j). These lines can be interpreted as curves
in the current co-ordinates, where each of these curves encodes all possible combinations (id, iq) for
a particular flux-linkage level. Algorithm 1 then proceeds to find an intersection between curves at
Ψnew

d (i) and Ψnew
q (j) for all combinations of the stator flux-linkage. If Condition (30) holds, then a

unique intersection exists for each pair of Ψnew
d (i) and Ψnew

q (j). These solutions are not only more
intuitive due to a clear geometrical interpretation, but also significantly faster.

Algorithm 1 Inverse flux map via intersection.

1: Define number of flux isolines n (levels)
2: Slice flux map ψd = fd(id, iq) (3D) into n isolines (2D)
3: Slice flux map ψq = fq(id, iq) (3D) into n isolines (2D)
4: Obtain 2n isolines ψd,i and ψq,j

5: Initialize empty n × n matrices Ψnew
d , Ψnew

q , Inew
d , and Inew

q

6: for i ← 1 . . . n do

7: for j ← 1 . . . n do

8: Find intersection (xd, xq) between ψd,i and ψq,j

9: Update Ψnew
d (i, j) = ψd,i and Ψnew

q (i, j) = ψq,j

10: Update Inew
d (i, j) = xd and Inew

d (i, j) = xq

11: end for

12: end for

13: Extrapolate Inew
d and Inew

q at corners
14: return Ψnew

d , Ψnew
q , Inew

d , and Inew
q

Figure 7 shows the resulting inverse flux maps using the intersection algorithm. In order to
validate inversion accuracy, flux-linkage errors

Δd = fd(gd(ψd, ψq), gq(ψd, ψq))− ψd (32)

Δq = fq(gd(ψd, ψq), gq(ψd, ψq))− ψq (33)
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are checked for the whole range of flux-linkage values. For each flux-linkage pair (ψd, ψq), their
respective currents (id, iq) are calculated using interpolating functions gd and gq. Then, these currents
are plugged into fd and fq, resulting in a new flux-linkage pair that should be as close as possible to
the original. Figure 8 confirms that the maximum error did not exceed 0.1% in either axis.

(a) (b)
Figure 7. Inverse flux map for (a) d-axis and (b) q-axis current.

Figure 8. Flux-linkage error for (Left) d-axis and (Right) q-axis.

4. CM and FLM Performance Comparison

4.1. Model Verification

First, we compare the performance of CM and FLM in a dynamic simulation. A three-phase
short-circuit test (SCT), a well-established IPM test procedure in the industry [36], was chosen because
high transient currents were expected to push the IPM deep into saturation. In this way, both models
could conveniently be assessed in terms of nonlinearity. The chosen IPM (Table 1) is intended for small
urban electric vehicles. As the IPM nominal voltage level was low (Vdc = 48 V), the maximal current
was rather large Imax = 778 A. Both inductances were valid for a nominal operation point.
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Table 1. Motor data.

Nominal data

Power Pn 25 kW
Dc-link voltage Vdc 48 V
Maximal phase current Imax 778 A
Characteristic current Ich 550 A
Number of pole pairs pp 4
Moment of inertia Γ 0.003 kgm2

Parameters

Stator resistance Rs 3.3 mΩ
d-axis inductance Ld 0.013 mH
q-axis inductance Lq 0.029 mH
Rotor flux-linkage ψR 12.1 mWb

During the SCT, the IPM rotor is driven by an external machine at a constant speed, when stator
windings (at first open) are suddenly short-circuited. Figure 9 depicts the stator currents in dq
co-ordinates for CM and FLM. There was practically a perfect match between currents, the sole
difference being a slightly higher oscillation frequency for CM. One can conclude that CM and FLM
are equivalent in terms of performance.

Figure 9. Comparison of FLM and CM for a three-phase symmetric short circuit at (top) 3000 min−1

and (bottom) 15,000 min−1.

Then, FLM simulation results of a three-phase SCT were compared to measurements on a
prototype machine (Figure 10). The time-domain response of the phase currents to the sudden
short circuit depends on the starting position of the rotor. In order to compare measurements with
simulations, the time traces of phase currents must be synchronized. Unfortunately, the measurement
setup did not allow to choose the exact instant of the short-circuit maneuver. Therefore, the
measurement was performed first and the appropriate time instant of the short circuit in simulation
was determined afterwards. It is noteworthy to observe that FLM is capable or forecasting true
maximal phase current (in this case red signal at t = 0.013 s).

Nevertheless, a direct comparison of individual phase currents (Figure 11) reveals discrepancies
between measurement and simulation. All three measured phase currents had smaller peak-to-peak
values, which can be attributed to nonzero contact resistance. The DC component in measurements
died out slower than predicted by the simulations.
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Figure 10. Three-phase short circuit at 3000 min−1: (top) simulations and (bottom) measurements.

Figure 11. Three-phase short circuit at 3000 min−1: a direct comparison of simulated and measured
phase currents (top) ia, (middle) ib, and (bottom) ic.
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4.2. Parameterization Time

CM and FLM were implemented in Matlab/Simulink and run on a typical workstation with
3.40 GHz and 16 GB RAM. Even though both models were parameterized with the same input data,
the process itself differed. CM parameterization includes the calculation of interpolation functions for
the inverse of incremental inductance, apparent inductance, and rotor flux linkage. On the other hand,
the FLM requires an inversion of flux maps and subsequent determination of interpolation functions.
Parameterization time denotes the computational time required for full-model parameterization
before the simulation can be actually run. Table 2 shows that, in the case of FLM parameterization,
the proposed intersection method is superior to the minimization method by an order of magnitude.
The FLM parameterization time is thus comparable to CM, even though the latter still performs twice
faster. However, the said differences fade completely, as execution time of simulation is nearly always
significantly longer.

Table 2. Comparison of parameterization times.

Model Type Parameterization Time

CM 0.24 s
FLM via intersections 0.49 s
FLM via minimization 58.0 s

4.3. Execution Time

Next, we compared the performance of the CM and FLM in terms of their execution time.
Two rather basic simulation tasks were chosen as examples: three-phase short-circuit and full
acceleration from standstill to deep field weakening, where the motor model is part of the speed
control loop. The real-time time frame of the latter task was set at 10 s. The results in Table 3 clearly
show that the FLM was faster than CM in both cases. It is interesting to note that, in terms of the
control loop simulation, the FLM has a considerable margin of almost 20% over CM.

Table 3. Comparison of execution times.

Simulation Task FLM CM Improvement

Three-phase short circuit 12.5 s 13.8 s 9.4%
Control with field weakening 34.6 s 42.4 s 18.4%

Demagnetization risk assessment 375 min 414 min 9.4%
WLTC driving cycle 104 min 127 min 18.1%

As there are numerous possible situations for which dynamical simulations are typically
performed, we particularly focused on scenarios where significant computational effort is inevitable.
We were interested in the question of whether time-consuming tasks could be significantly reduced by
using the FLM instead of CM. Two computationally intensive simulation tasks with high practical value
were chosen as representative scenarios: (a) assessment of demagnetization risk during a three-phase
short circuit and (b) WLTC driving cycle. The computational effort of the former scenario stems from an
excessive number of iterations. In contrast, the latter scenario demands comparatively a long real-time
time frame of 30 min. It should be added that both scenarios require only one parameterization at
the beginning.

The assessment of demagnetization risk during a three-phase short circuit requires many iterations
of the basic three-phase short-circuit for different operating points (T, n) in the torque-speed diagram.
Every steady-state operating point (T, n) is associated with the specific value of Id (Figure 12) and Iq

(not shown). Here, the torque-speed diagram contains 30 × 60 = 1800 operating points. Each current
pair (Id, Iq) is fed as an initial value (Iinit

d , Iinit
q ) = (Id, Iq) into the space-state model, which calculates

respective transient short-circuit currents id(t) and iq(t). For example, Figure 13 depicts transient for 9
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operation point (56 Nm, 5000 min−1). The critical time instant tcrit, where d-axis current reaches its
global negative peak, is determined by

tcrit = arg min
t

id(t).

The negative peak value of d-axis current Icrit
d = id(tcrit) and the coincidental q-axis current

Itrans
q = iq(tcrit) are then identified and stored (Figure 13). In this way, a complete prediction of
(Icrit

d , Icrit
q ) for the whole torque-speed diagram is obtained.

The d-axis current Icrit
d is the worst-case instantaneous value for specific operating point (T, n)

and is directly associated with demagnetization risk. Figure 14 depicts the predicted Icrit
d for the

torque-speed diagram. We can observe that the highest negative values of Icrit
d are expected when the

IPM is delivering peak power (big iq). It is interesting to note that there is less of a demagnetization
risk when the machine operates in deep flux weakening. Moreover, the Icrit

d in generating mode is
larger than its counterpart in motoring mode.

Operating points, where values of Icrit
d are critically low, are identified as candidates for

demagnetization. Therefore, precise re-evaluation of this operating point with FEA was performed.
The corresponding current pair (Icrit

d , Icrit
q ) is fed into the magnetostatic simulation. Precise calculation

of the magnetic field inside magnets enables reliable demagnetization risk assessment.
As this particular scenario is a simple iteration of the basic simulation task described above,

we could estimate the execution time for both models. The FLM enabled 9.4% faster execution in
comparison to CM, which can be considered a significant improvement (Table 3).

The torque-speed diagram in Figures 12 and 14 requires comment. The envelope of the diagram
is not symmetrical for motoring (top) and generating (bottom), as the transition speed between a
constant torque operation and flux-weakening operation differs for motoring and generating mode,
which is mainly due to the 48 V car battery being used as a DC source. A significant relative difference
in bus voltage for motoring (48 V) and generating (52 V) mode is further aggravated by the effect of
losses and stator resistance, which explains the difference in the torque-speed envelope.

Figure 12. Initial current Iinit
d for a three-phase short circuit.

Analogously, the WLTC driving cycle scenario is very similar to another basic simulation task
described above, namely, control with field weakening. WLTC prescribes speed values for each second
in the 30 min time frame. Consequently, the time series of speed values is treated as a reference for the
control loop drive. As we can observe from Table 3, the FLM-based simulation model was 18.1% faster
than its counterpart.
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Figure 13. Three-phase short circuit for worst-case operation point (56 Nm, 5000 min−1), where
Iinit
d = −405 A and Iinit

q = −599 A.

Figure 14. Peak transient current Icrit
d for three-phase short circuit.

5. Conclusions

In this paper, an FEM-parameterized two-axis model of IPM was thoroughly analyzed, and
its two implementations (i.e., CM and FLM) were compared from the point of view of accuracy
and computational demand. Since parameterization of FLM involves the inversion of flux maps,
it is mathematically more complex than analog CM tasks, thus resulting in significantly higher
computational and, by extension, time demand. For this reason, a procedure for fast and reliable
parameterization FLM was presented. The proposed procedure is one order of magnitude faster
than the comparable methods, hence providing considerable improvement in terms of computational
time. In this way, the major drawback of using FLM were overcome. It was established that the error
of the inversion process was under 0.02%.

Additionally, we showed that the execution time of FLM was up to 20% shorter in comparison
to CM. As the parameterization time of FLM is now comparable to CM, we strongly advocate the
use of FLM in computationally intensive simulation scenarios, which include a significant number of
iterations or have an excessive time span. This is why FLM should be used in the Hardware-in-the-Loop
experiment platform as well, since the real-time computational burden should be as low as possible.
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FEA Finite-element analysis
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Abstract: This paper proposes a robust nonlinear predictive current control (RNPCC) method for
permanent magnet synchronous motor (PMSM) drives, which can optimize the current control
loop performance of the PMSM system with model parameter perturbation. First, the disturbance
caused by parameter perturbation was considered in the modeling of PMSM. Based on this model,
the influence of parameter perturbation on the conventional predictive current control (PCC) was
analyzed. The composite integral terminal sliding mode observer (SMO) was then designed to
estimate the disturbance caused by the parameter perturbation in real time. Finally, a RNPCC method
is developed without relying on the mathematical model of PMSM, which can effectively eliminate
the influence of parameter perturbation by injecting the estimated disturbance value. Simulations
and experiments verified that the proposed RNPCC method was able to remove the current error
caused by the parameter perturbation during steady state operation.

Keywords: permanent magnet synchronous motor (PMSM); sliding mode observer (SMO); parameter
perturbation; predictive current control (PCC)

1. Introduction

Field-oriented control (FOC) have been widely used in permanent magnet synchronous motor
(PMSM) drives due to the fast and fully decoupled control of torque and flux [1–4]. In a FOC-based
PMSM drive, the inner double-loop control is usually adopted. The internal current loop is designed
for current tracking, while the external speed loop regulates the rotor speed [5]. The dynamic response
and stability of the internal current loop are the key factors that determine the performance of the
whole drive system.

To achieve a high performance PMSM drive system, the predictive current control (PCC) method
has been adopted in a wide range of applications [6]. The PCC can calculate the required command
voltage based on the discrete mathematical model of PMSM, and achieves an accurate current
tracking [7]. Furthermore, the PCC improves the bandwidth of current control loops and the dynamic
performance of motors theoretically [8–10]. However, the performance of PCC is largely dependent
on the accuracy of the PMSM model, which means that the parameter perturbation will deteriorate
its performance.

Neglecting the parameter perturbation in the PCC design results in a significant steady-state
current error and oscillation. To overcome this shortage, a robust PCC technique is proposed in [11],
which can reduce the current error caused by motor parameter variation. In [12], an extension of the
PCC method is presented to improve the prediction accuracy, which can not only reduce the current
ripple, but also improve the robustness of the PCC against parameter perturbation. In [13], a real-time
predictive control scheme with a parallel integral loop is presented for Pulse Width Modulation
(PWM) nverter-fed PMSM drives, which can compensate for the variations in motor parameters.
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However, to achieve an acceptable transient response without overshooting, the integral gain needs to
be properly designed.

Some other robust PCC methods based on a disturbance observer have been investigated to
enhance the predictive control performance under parameter perturbations. The authors in [14]
propose a flux immunity robust PCC for PMSM drives which can operate without knowing the
rotor flux. In order to avoid the divergence caused by stator inductance mismatch, the proposed
robust PCC adopts an extended state observer to enhance inductance robustness. In [15], a composite
predictive control method based on stator current and a disturbance observer is developed, which
can achieve perfect current control performance of the PMSM with model parameter mismatch.
In [16], a simple disturbance observer is designed to increase the robustness of the proposed deadbeat
predictive control algorithm against parameter uncertainties of the Permanent Magnetic Synchronous
Generator (PMSG). In [17], a robust fault-tolerant predictive current control algorithm is proposed
based on a composite observer, which can enhance robustness against parameter perturbation and
permanent magnet demagnetization by adding compensation voltage. In [18], a continuous-time
offset-free model predictive control approach based on a disturbance observer is developed for
a general disturbed system, which can correct the errors caused by disturbances and uncertainties.
By designing a novel sliding surface based on the disturbance estimation, a disturbance observer
method was developed to counteract the mismatched disturbance in [19]. In [20], a generalized
nonlinear model predictive control augmented with a disturbance observer is proposed, which can
solve the disturbance problem of nonlinear systems. The disturbance observers in the aforementioned
methods are able to achieve precise disturbance compensation. Moreover, it is possible to enhance
robustness against parameter perturbation. In industrial applications, the flux linkage parameter
is often accompanied by a change of inductance parameter. However, it is difficult to use these
disturbance observers to simultaneously compensate for the resistance, inductance and flux linkage
parameter perturbation.

In order to eliminate motor parameter perturbation effects, with improved robustness against
inductance and flux linkage parameter mismatch, this paper proposes a robust nonlinear predictive
current control (RNPCC) algorithm, which has three main contributions. Firstly, the influence of
parameter perturbation on the PCC was analyzed. PCC is mostly sensitive to flux linkage and
inductance parameters, whereas the influence of the resistance parameter can be ignored. Secondly,
a composite integral terminal observer based on the Luenberger observer and sliding mode observer
(SMO) was designed, which can estimate the external disturbance caused by parameter perturbation.
Thirdly, the proposed RNPCC with online disturbance estimation can overcome the weakness
of the steady-state current error of the conventional PCC. Thus it can be readily applicable in
practical engineering.

This paper is organized as follows. A nonlinear PMSM model is developed in Section 2.
The influence of parameter perturbation on conventional PCC is analyzed in Section 3. The RNPCC
method is proposed in Section 4. The composite integral terminal SMO is designed in Section 5.
The simulations and experiments are set up in Sections 6 and 7, respectively. Section 8 concludes
this paper.

2. Nonlinear PMSM Model

Machine Model Description

The voltage equations of the PMSM in a synchronous rotating reference frame are written as
in [10,21]: ⎧⎨

⎩
did
dt = − R

Ld
id +

Lq
Ld

ωiq + 1
Ld

ud
diq
dt = − R

Lq
iq − Ld

Lq
ωid − ψrω

Lq
+ 1

Lq
uq

(1)
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where ud and uq denotes the d- and q-axis stator voltages, respectively; id and iq present the d- and
q-axis currents, respectively; R, Ld, and Lq denotes the nominal values of the stator resistance, the d-axis
inductance and the q-axis inductance, respectively; ω is the electrical rotor speed; and ψr is the flux
linkage established by the permanent magnet.

For surface-mounted PMSM (SPMSM), Ldo = Lqo = Lo. If we define ΔR = R − Ro, ΔL = L − Lo

and Δψr = ψr − ψro, the voltage equations of the SPMSM are expressed as follows, according to (1),
when parameter perturbations are considered.

[ .
id.
iq

]
=

[
− Ro

Lo
ω

−ω − Ro
Lo

][
id
iq

]
+

[
1
Lo

0
0 1

Lo

][
ud
uq

]
+

[
0

−ψro
Lo

ω

]
−
[

1
Lo

0
0 1

Lo

][
δd
δq

]
(2)

where Ro, Lo, and ψro are the nominal values and ΔR, ΔL, and Δψr are the perturbation values of
the corresponding model parameters; and δd and δq represent the disturbances caused by parameter
perturbations. The δd and δq can be expressed as:

δd = ΔL
(Lo+ΔL) (ud − Roid − ΔRid + Loωiq + ΔLωiq) + (ΔRid − ΔLωiq)

δq = ΔL
(Lo+ΔL) (uq − Roiq − ΔRiq − Loωid − ΔLωid − ωψro − ωΔψr) + (ΔRiq + ΔLωid + ωΔψr)

(3)

According to (2), the nonlinear mathematical model of SPMSM is established as:

{ .
x = Ax + Bu + Dfψ − Bδ

y = Ex
(4)

where x =

[
id
iq

]
, u =

[
ud
uq

]
, y =

[
id
iq

]
, and δ =

[
δd
δq

]
are state variables, system inputs, system

outputs, and disturbances, respectively.
The coefficient matrixes of the state equations are:

A =

[
− Ro

Lo
ω

−ω − Ro
Lo

]
, B =

[
1
Lo

0
0 1

Lo

]
, fψ =

[
0

ψro

]
, D =

[
0 0
0 − ω

Lo

]
, E =

[
1 0
0 1

]

3. Parameter Sensitivity Analysis of Conventional PCC

According to [15], the output voltage vectors of conventional PCC are expressed by:

u(k) = F−1[iref(k + 1)− H(k)i(k)− P(k)] (5)

where, Ts is the sampling period: iref(k + 1) =

[
ire f
d (k + 1)

ire f
q (k + 1)

]
, i(k) =

[
id(k)
iq(k)

]
, u(k) =

[
ud(k)
uq(k)

]
,

F =

[
Ts
Lo

0
0 Ts

Lo

]
, P(k) =

[
0

−ψro
Lo

Tsω(k)

]
, H(k) =

[
1 − Ro

Lo
Ts Tsω(k)

−Tsω(k) 1 − Ro
Lo

Ts

]
.

When the sampling period (Ts) is small enough, we can obtain
idq
dt =

idq(k+1)−idq(k)
Ts

. According to (2),
the discrete model of the SPMSM under parameter perturbations can be expressed by,

i(k + 1) = H(k) · i(k) + F · u(k) + P(k)− F · f(k) (6)

where: f(k) =

[
δd(k)
δq(k)

]
.

The conventional PCC method belongs to one beat delay control, and the voltage vector u(k) is
applied to the SPMSM at the (k + 1)Ts moment. Therefore, substituting (5) into (6) yields:
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Δi(k + 1) = ire f (k + 1)− i(k + 1) = F · f(k) (7)

with,

Δi(k + 1) = F · f(k) =

[
Δid
Δiq

]
=

Ts

Lo

[
δd(k)
δq(k)

]
(8)

where Δid and Δiq are the d- and q-axis current errors, respectively.
The stationary equations are given as follows [22]:

{
ud(k) = Roid(k)− Loωiq(k)
uq(k) = Roiq(k) + Loωid(k) + ωψro

(9)

In this paper, id is set to 0. Thus, the current on d-axis is neglected. Combining (3), (8) and (9),
the current errors on the d- and q-axis can be simplified as:

{
Δid = − ΔL

(Lo+ΔL)Tsωiq(k)

Δiq = ΔR
(Lo+ΔL)Tsiq(k) +

Δψr
(Lo+ΔL)Tsω

(10)

From (10), the d- and q-axis current errors can be deduced when there is a resistance parameter
error ΔR between actual value R and nominal value Ro:{

Δid= 0
Δiq = ΔR

Lo
Tsiq(k)

(11)

Similarly, the d- and q-axis current errors can be obtained by (12) under flux linkage parameter
error Δψrd: {

Δid= 0
Δiq = Δψr

Lo
Tsω

(12)

The d- and q-axis current errors can be obtained by (13) under inductance parameter error ΔL:

{
Δid = − ΔL

(Lo+ΔL)Tsωiq(k)
Δiq = 0

(13)

The motor parameters are provided in Table 1. According to (11), (12), and (13) the d- and q-axis
current errors are plotted, as in Figure 1. Figure 1a shows the q-axis current error under resistance
parameter mismatch. It can be observed from Figure 1a and Equation (11) that the resistance parameter
perturbation does not affect the d-axis current, and resistance parameter perturbation has little effect
on the q-axis current. Figure 1b shows the q-axis current error under flux linkage parameter mismatch.
From Figure 1b and Equation (12), it is known that the flux linkage parameter mismatch does not affect
the d-axis current, but the influence on the q-axis current is very strong. Figure 1c shows the d-axis
current error under inductance parameter mismatch. From Figure 1c and Equation (13), it is known
that the q-axis current error is zero, and the d-axis current error increases with the increase of the speed
and q-axis current. Through the above analysis, the inductance and flux linkage parameter mismatches
deteriorate the performance of the PCC, while the influence of the resistance parameter mismatch can
be ignored.
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Table 1. Main parameters of surface permanent magnet synchronous motor (SPMSM).

Parameters Value

Rated power 125 kW
Rated speed 2000 r/min
Rate torque 600 N·m

Stator phase resistance (Ro) 0.02 Ω
Number of pole pairs (np) 4

Inductance (Lo) 1 mH
Flux linkage of PM (Ψro) 0.892 Wb

Rotational inertia (J) 1.57 kg·m2

o oR R R− ≤ Δ ≤

o oR R R− ≤ Δ ≤

 
(a) 

ro r roψ ψ ψ− ≤ Δ ≤

ro r roψ ψ ψ− ≤ Δ ≤

 
(b) 

oL LΔ = −

oL LΔ = −

oL LΔ =

oL LΔ =

 
(c) 

Figure 1. d- and q-axis current errors under parameter mismatches. (a) q-axis current error under
resistance parameter mismatch; (b) q-axis current error under flux linkage parameter mismatch; (c)
d-axis current error under inductance parameter mismatch.
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4. Design of the RNPCC

4.1. Design of the Optimal Control Law

The reference value and predictive value of the output currents are respectively defined as:

yr(t + τ) =

[
ire f
d (t + τ)

ire f
q (t + τ)

]
, y(t + τ) =

[
id(t + τ)

iq(t + τ)

]
(14)

To simplify the calculations, these two values are expanded to 1th-order Taylor series:

yr(t + τ) =
[

E M
][ yr(t).

yr(t)

]
, y(t + τ) =

[
E M

][ y(t)
.
y(t)

]
(15)

where τ is the time constant: yr(t) =

[
ire f
d (t)

ire f
q (t)

]
, y(t) =

[
id(t)
iq(t)

]
, E =

[
1 0
0 1

]
, M =

[
τ 0
0 τ

]
.

In Figure 2, the control sequence logic diagram of the proposed RNPCC method is illustrated in
a discrete-time framework. The design of the cost function depends on the requirements of the control
system performance. The servo control system belongs to the tracking control system, and it is hoped
that the output can track the input reference accurately. Therefore, the cost function is defined as:

P =
1
2

∫ Ts

0
eT(t + τ)e(t + τ)dτ (16)

with

e(t + τ) = yr(t + τ)− y(t + τ) =
[

E M
][ e(t)

.
e(t)

]
(17)

where: e(t) = yr(t)− y(t) =

[
ed
eq

]
=

[
ire f
d (t)− id(t)

ire f
q (t)− iq(t)

]

Figure 2. Logic diagram of a beat delay compensation using robust nonlinear predictive current control
(RNPCC) method.

Substituting (17) into (16), the cost function is written as:

P = 1
2

∫ Ts
0

[
eT(t)

.
eT
(t)

][ ET

MT

][
E M

][ e(t)
.
e(t)

]
dτ

= eT(t)P1e(t) +
.
eT
(t)P2e(t) + eT(t)P3

.
e(t) +

.
eT
(t)P4

.
e(t)

(18)

where: P1 = 1
2

∫ Ts
0 ETEdτ, P2 = 1

2

∫ Ts
0 MTEdτ, P3 = 1

2

∫ Ts
0 ET Mdτ, P4 = 1

2

∫ Ts
0 MT Mdτ.

The constraint condition of the optimal control law is given by:

∂P
∂u(t)

= 0 (19)
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Substituting (18) into (19) yields:

− ∂
.
yT

(t)
∂u(t)

P2e(t)− eT(t)P3
∂

.
y(t)

∂u(t)
+

∂
.
yT

(t)
∂u(t)

P4
.
y(t) +

.
yT

(t)P4
∂

.
y(t)

∂u(t)
= 0 (20)

Thus, the optimal control law can be obtained according to (19), as given by:

u(t) = (B)−1
[

P2

P4
e(t)− Ax(t)− Dfψ + Bδ(t)

]
(21)

4.2. Design of the RNPCC

In order to improve the robustness against the parameter perturbation, a composite integral terminal
SMO is designed. Taking ure f

d and ure f
q as the references of ud and uq, respectively, the predictive current

controller is designed as:
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

ure f
d =

[
3Lo
2Ts

êd + Roîd − Loîqω
]
+ δ̂d

ure f
q =

[
3Lo
2Ts

êq + Loîdω + Roîq + ψroω
]
+ δ̂q

êd = ire f
d − îd

êq = ire f
q − îq

(22)

where δ̂d, δ̂q are the estimation values of δd, δq, respectively; îd, îq are the estimation values of id, iq,

respectively; and ure f
d and ure f

q are the output references of the RNPCC. The block diagram of RNPCC
method with a composite integral terminal SMO is shown in Figure 3.

Predictive Current 
Controller

PMSM

Composite Integral 
Terminal SMO 

PI

RNPCC

Figure 3. Block diagram of the RNPCC method with composite integral terminal sliding mode observer
(SMO) for permanent magnet synchronous motor (PMSM).

5. Design of the Composite Integral Terminal SMO

The key to realizing the RNPCC method is to estimate the disturbance caused by parameter
perturbation. Based on (4), the composite integral terminal SMO is designed as:

.
x̂ = A1x̂ + ωA2x̂ + Bu + Dfψ + Qω(x̂ − x)− Uo (23)
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where x̂ is the observed value of x, Q is the designed gain matrix of Luenberger observer,

Uo =
[

Uod Uoq

]T
is the sliding mode control function, A = A1 + ωA2, A1 =

[
− Ro

Lo
0

0 − Ro
Lo

]
,

and A2 =

[
0 1
−1 0

]
.

Consider the following integral terminal sliding surface vector:

so = eo + λ
∫ t

0
sgn(eo)dτ (24)

In industrial applications, chattering suppression is necessary when designing observers because
the chattering of the sign function easily causes the chattering of the system. Therefore, the hyperbolic
tangent function with smooth continuity is used instead of the sin function. The hyperbolic tangent
function is expressed as:

sgn(ν) = tanh(ν) =
e2ν − 1
e2ν + 1

(25)

where so =
[

sod soq

]T
, λ > 0; sgn( ) is the sign function; and eo is defined as:

eo = x̂ − x =

[
eod
eoq

]
=

[
îd − id
îq − iq

]
(26)

Taking the time derivative for (24), and combining it with (4) and (23), the error equation of the
composite integral terminal SMO can be obtained as:

.
so = A1eo + Bδ + (A2 + Q)ωeo + λsgn(eo)− Uo (27)

To prevent the influence of the motor speed on the error equation, the gain matrix of the
Luenberger observer must be designed as Q = −A2. Thus, Equation (27) can be simplified to:

.
so = A1eo + Bδ + λsgn(eo)− Uo (28)

Considering the integral terminal sliding surface Equation (24) and the error Equation (27),
to guarantee the convergence of error eo, the sliding mode control function is designed:

Uo = A1eo + λsgn(eo) + kso + kssgn(so) (29)

where k =

[
k1 0
0 k2

]
is a positive diagonal matrix, and ks =

[
ks1 0
0 ks2

]
is the observer sliding gain.

Consider the Lyapunov function candidate as follows:

V =
1
2

sT
o so (30)

Differentiating Equation (30) and combining with Equation (28) yields:

.
V = sT

o (A1eo + Bδ + λsgn(eo)− Uo) (31)
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Applying Equations (29)–(31) yields:

.
V = sT

o (Bδ − kso − kssgn(so))

= −k1s2
od − k2s2

oq + sT
o Bδ − sT

o kssgn(so)

≤ sT
o Bδ − ks1‖sod‖ − ks2‖soq‖

= ( δd
Lo

sod − ks1‖sod‖) + (
δq
Lo

soq − ks2‖soq‖)
(32)

In industrial applications, the disturbances δ should be bounded, that is, normal values exist,
satisfying |δd| ≤ N1,

∣∣δq
∣∣ ≤ N2. If the gain matrix of composite integral terminal SMO satisfies

ks1 ≥ N1 ≥
∣∣∣ δd

Lo

∣∣∣, ks2 ≥ N2 ≥
∣∣∣ δq

Lo

∣∣∣, then
.

V ≤ 0. Therefore, the stability and convergence of the
composite observer are guaranteed.

From (23), the composite integral terminal SMO can be represented by:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

.
îd = − Ro

Lo
îd + ωîq +

1
Lo

ud − ω(îq − iq)− Uod.
îq = − Ro

Lo
îq − ωîd +

1
Lo

uq − ω
Lo

ψro + ω(îd − id)− Uoq

Uod = − Ro
Lo
(îd − id) + λsgn(îd − id) + k1(îd − id) + k1λ

∫ t
0 sgn(îd − id)dτ

+ks1sgn(îd − id) + ks1sgnλ
∫ t

0 sgn(îd − id)dτ

Uoq = − Ro
Lo
(îq − iq) + λsgn(îq − iq) + k2(îq − iq) + k2λ

∫ t
0 sgn(îq − iq)dτ

+ks2sgn(îq − iq) + ks2sgnλ
∫ t

0 sgn(îq − iq)dτ

(33)

According to the sliding mode equivalent principle, when the system reaches the sliding mode
surface, that is,

.
eo = eo = 0, Equation (28) can be simplified to:

Bδ = Uo (34)

From (34), the estimated disturbances
^
δ can be represented by:

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

^
δ = B−1Uo =

[
Lo 0
0 Lo

][
Uod
Uoq

]
=

[
LoUod
LoUoq

]

^
δ =

[
δ̂d
δ̂q

] (35)

With: {
δ̂d = LoUod
δ̂q = LoUoq

(36)

6. Simulations

The parameters of SPMSM used in the simulation are given in Table 1. The sampling frequency
for current control loop was 10 kHz; the proposed composite integral terminal SMO parameters were
λ = 800, K1 = K2 = K3 = 5000, and Ks1 = Ks2 = Ks3 = 100, respectively. At 0 s, the speed reference
increased from 0 to 800 rad/s, and the load torque increased suddenly from no-load to rated load.

6.1. Performance Comparison of Conventional PCC and Proposed RNPCC under Inductance Parameter
Perturbation

In this simulation, the inductance parameter perturbation value ΔL was set to zero initially.
At 0.5 s, ΔL changed to ΔL = 50%Lo. The simulation results are shown in Figures 4 and 5.

When taking the conventional PCC method, the d-axis current response value cannot track the
current reference after 0.5 s, which is shown clearly in Figure 4a. The d-axis current response value
was 11 A, which was bigger than its current reference, that is, 0 A, and the steady error was −11 A.
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The reason for this was that the conventional PCC depends on the inductance parameter of the motor.
Figure 5c presents the simulation results of the disturbance estimation when using the RNPCC method.
The results reflect that the proposed composite integral terminal SMO can accurately estimate the
disturbance under inductance parameter perturbation. From Figure 5a, it can be seen that the current
response can track its reference accurately by using the proposed composite integral terminal SMO.
Figure 4b shows the three-dimension rotor flux trajectories of the conventional PCC method under
inductance parameter perturbation. Figure 5b shows the three-dimensional rotor flux trajectories of the
RNPCC method under inductance parameter perturbation. The influence of inductance perturbation
on the α- and β-axis flux linkage can be neglected because of the small d-axis current error, which can
be clearly seen in Figures 4b and 5b.

qi

ref
qi

di

ref
di

 

(a) (b) 

Figure 4. Simulation results of the conventional predictive current control (PCC) method under
inductance parameter perturbation. (a) d- and q-axis current responses and references; (b)
three-dimension rotor flux trajectories.

qi

ref
qi

di

ref
di

(a) 
Figure 5. Cont.
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(b) 

qi
ref
qi

di ref
di

(c) 
Figure 5. Simulation results of the RNPCC method under inductance parameter perturbation. (a) d-
and q-axis current responses and references; (b) three-dimensional rotor flux trajectories; (c) disturbance
estimation results.

6.2. Performance Comparison of Conventional PCC and Proposed RNPCC under Flux Linkage Parameter
Perturbation

In this simulation, the flux linkage parameter perturbation value Δψr was set initially to zero.
At 0.5 s, Δψr changed to Δψr = −50%ψro. The simulation results are shown in Figures 6 and 7.

From Figure 6a, it is known that the q-axis current response values cannot track current references
under flux linkage parameter perturbation when using the conventional PCC method. After 0.5 s,
the q-axis current response value and reference value were respectively 225 A and 185 A, and the
steady error was −40 A. When using the RNPCC method, the disturbance was accurately estimated
using the proposed composite integral terminal SMO, as can be seen in Figure 7. From Figure 7a, it can
be seen that the steady state current error can effectively be removed by injecting the estimated external
disturbance value. Figure 6b shows the three-dimensional rotor flux trajectories of the conventional
PCC method under flux linkage parameter perturbation. Figure 7b shows the three-dimensional rotor
flux trajectories of the RNPCC method under flux linkage parameter perturbation. Note that there are
large α- and β-axis flux linkage errors when the flux linkage parameter is changed suddenly at 0.5 s.
The reason for this is that the conventional PCC produces a large q-axis current steady error under flux
linkage parameter perturbation.
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qiref
qi

di

ref
di

  
(a) (b) 

Figure 6. Simulation results of the conventional PCC method under flux linkage parameter perturbation.
(a) d- and q-axis current responses and references; (b) three-dimensional rotor flux trajectories.

qiref
qi

di

ref
di

(a) 

 
(b) 

qδ

dδ dδ

qδ

(c) 

Figure 7. Simulation results of the RNPCC method under flux linkage parameter perturbation. (a) d-
and q-axis current responses and references; (b) three-dimension rotor flux trajectories; (c) disturbance
estimation results.
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6.3. Performance Comparison of Conventional PCC and Proposed RNPCC under Inductance and Flux Linkage
Parameter Perturbation

In this simulation, the inductance and flux-linkage parameter perturbation values were both set
to zero initially, and changed to ΔL = 50%Lo and Δψr = −50%ψro at 0.5 s, respectively. The simulation
results are shown in Figures 8 and 9.

From Figure 8a, it can be seen that the d- and q-axis current steady error were respectively 12 A and
−43 A after 0.5 s when using the conventional PCC, which were larger than those of simulations (a)
and (b). The disturbance caused by the inductance and flux linkage parameter perturbations was also
able to be accurately estimated when using the RNPCC, as can be seen in Figure 9. Furthermore, the d-axis
and q-axis current steady error was effectively removed using the proposed composite integral terminal
SMO. Figure 8b shows the three-dimensional rotor flux trajectories of the conventional PCC method
under inductance and flux linkage parameter perturbation. Figure 9b shows the three-dimensional
rotor flux trajectories of the RNPCC method under inductance and flux linkage parameter perturbation.
The errors of α- and β-axis flux linkage were more serious than those of simulation (b) under inductance
and flux linkage parameter perturbations, while still being nearly zero when using the RNPCC, as is
clearly shown in Figures 8b and 9b. The Comparison of the current tracking between the conventional
PPC and RNPCC are provided in Table 2.

qiref
qi

di

ref
di

 
(a) (b) 

Figure 8. Simulation results of the conventional PCC method under inductance and flux linkage
parameter perturbation. (a) d- and q-axis current responses and references; (b) three-dimensional rotor
flux trajectories.

qiref
qi

di

ref
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Figure 9. Cont.
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(b) 

qδ

dδ dδ

qδ

(c) 

Figure 9. Simulation results of the RNPCC method under inductance and flux linkage parameter
perturbations. The comparative performance of the current tracking between the conventional PCC
and RNPCC methods was provided as follows. (a) d- and q-axis current responses and references.;
(b) three-dimensional rotor flux trajectories; (c) disturbance estimation results.

Table 2. Comparison of the current tracking between the conventional PPC and RNPCC.

Steady State Current Errors Controller Type

Parameter Perturbation Conventional PCC Proposed RNPCC
Inductance ±(id ref − id) ±17 A ±0.8 A

Parameter Perturbation ±(iq ref − iq) ±1.4 A ±1.2 A
Flux Linkage ±(id ref − id) ±0.7 A ±0.4 A

Parameter Perturbation ±(iq ref − iq) ±55 A ±2 A
Inductance and Flux Linkage ±(id ref − id) ±18 A ±1.3 A

Parameter Perturbation ±(iq ref − iq) ±47 A ±0.7 A

id ref is the reference value of id.

7. Experimental Results

To further verify the proposed RNPCC method, experiments were conducted using a PMSM
laboratory platform, as is shown in Figure 10. It was composed of two motors (drive and load
machines). The per-unit (p.u.) values of 10kW PMSM parameters are consistent with the simulation
models. The current clamp was used to detect the current during the experiment. A torque sensor
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(Beijing Sanjing Creation Science & technology Group Co., LTD., Beijing, China) was used to detect
motor torque. Finally, the experimental results were obtained by Tek oscilloscope.

 
Figure 10. Experimental platform of the permanent magnet synchronous motor (PMSM)

The experimental results of the conventional PCC and proposed RNPCC under inductance
parameter perturbation are shown in Figures 11 and 12, respectively. From Figure 11, it can be seen
that the d-axis current value was greater than the reference value, but the inductance parameter
perturbation had little effect on the q-axis current when using the conventional PCC. Figure 12 shows
that the d-axis current steady state error could be removed by using the proposed RNPCC. Figures 13
and 14 show the control performance comparisons under flux linkage parameter mismatch. Figure 13
shows that the flux linkage parameter mismatch exerted an effect on the q-axis current response in the
conventional PCC method. The q-axis current response value was greater than the current reference
under flux linkage parameter mismatch. When using the RNPCC method, it can be observed from
Figure 14 that the q-axis current response could track the current reference accurately and quickly.
Figures 15 and 16 show the control performance comparisons under inductance and flux linkage
parameter mismatch. From Figure 15, it can be seen that neither the d-axis nor the q-axis current
response could track the current reference. The q-axis value of the current response was greater than
the current reference, whereas the d-axis current response value was less than the current reference
when using the conventional PCC. Figure 16 shows that the proposed RNPCC could remove the steady
state current error caused by the inductance and flux linkage parameter perturbations during steady
state operation.

Figure 11. Experimental results of the conventional PCC method under inductance parameter perturbation.
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Figure 12. Experimental results of the RNPCC method under inductance parameter perturbation.

Figure 13. Experimental results of the conventional PCC method under flux linkage parameter perturbation.

Figure 14. Experimental results of the RNPCC method under flux linkage parameter perturbation.
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Figure 15. Experimental results of the conventional PCC method under inductance and flux linkage
parameter perturbations.

Figure 16. Experimental results of the RNPCC method under inductance and flux linkage
parameter perturbations.

8. Conclusions

This paper proposed an RNPCC method based on a composite integral terminal SMO for current
loop of the PMSM control system, without relying on the mathematical mode. The steady state
current tracking errors caused by parameter perturbations were eliminated by the introduction of
the disturbance estimation into the proposed control law. Moreover, the proposed RNPCC was
able to effectively guarantee the control precision of the current loop regardless of the inductance
and flux linkage parameter perturbations. The simulation and experimental results validated the
performance of the proposed RNPCC. Compared with the traditional PCC, the proposed RNPCC
shows its superiority in control precision and disturbance rejection. Additionally, the proposed RNPCC
presents strong robustness and an excellent dynamic response in the case of parameter perturbations,
where the weakness of the conventional PCC was successfully overcome. However, the proposed
control method ignores the effect caused by rotor position detection error. The rotor position of the
PMSM may deviate from the true position due to the position detection device fault, which can provide
a mistaken response current to the proposed control method. As a result, the control performance of
the proposed method deteriorated. A further research direction is to propose a novel robust predictive
control algorithm to overcome the influence of inaccurate rotor position detection.
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Abstract: Sensorless brushless DC (BLDC) motor drive systems often suffer from inaccurate
commutation signals, which result in current fluctuation and high conduction loss. To improve
precision of commutation signals, this paper presents a novel commutation error compensation
strategy for BLDC motors. First, the relationship between the line voltage difference integral in
60 electrical degree conduction interval and the commutation error is analyzed. Then, in terms
of the relationship derived, a feedback compensation strategy based on the line voltage difference
integral is proposed to regulate commutation signals by making three-phase back electromotive
force (EMF) integral to zero, and the effect of the freewheeling process on the line voltage difference
integral is considered. Moreover, an incremental PI controller is designed to achieve closed-loop
compensation for the commutation error automatically. Finally, experiment results verify feasibility
and effectiveness of the proposed strategy.

Keywords: brushless DC (BLDC) motor; sensorless motor; commutation error compensation;
free-wheeling period

1. Introduction

Brushless DC (BLDC) motors are widely used in aerospace, electric vehicle, and household
applications due to their inherent advantages, which include high-power density, high efficiency, and
simple structure [1–3]. Position sensors, such as Hall-effect sensors, are often employed to acquire rotor
position signals for proper commutation, however, misalignment in the mechanical installation of the
sensors, extreme temperature conditions, or electromagnetic interference may induce errors in the rotor
position information, which severely limit the application scope of BLDC motors [4]. To overcome
these disadvantages, many sensorless BLDC motor techniques have been proposed in recent years.
The zero-crossing points (ZCPs) of the back electromotive force (EMF) are easily detected and widely
used in sensorless control. Among the various sensorless strategies currently available, these presented
ZCP detection techniques show satisfactory results in specific application scopes; unfortunately, these
strategies are still disturbed by various commutation errors [5–7]. The ZCPs of back-EMF are generally
abstracted from the terminal voltage, but the terminal voltage is vulnerable to the high-frequency
components due to the pulse-width modulation (PWM) switching. A low pass filter is usually applied
to filter high-frequency switching noise of the terminal voltage, whereas the filters will introduce
phase delay for ZCPs detection of back-EMF and the phase delay varies with the operating speed.
The lag angle will increase as the motor speed rises. The distorted terminal voltage caused by the
freewheeling process also will generate the commutation error. The disturbed terminal voltage
may make position detection signal phase ahead, deviating from the ideal commutation instants.
The inaccurate commutation signals will induce current pulsation and increase conduction loss.

In reference [8], a hysteresis comparator composed of discrete components is presented to
compensate phase delay from the low-pass filter. In reference [9], the authors analyze the errors
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caused by signal extraction circuits and machine parameters in the sensorless control technique based
on average line to line voltage. In reference [10], commutation errors due to the armature reaction
and low-pass filters are analyzed, and an error compensation circuit is proposed to achieve proper
commutation. In reference [11], the effects of the low-pass filter, noise, and nonideal properties
of the estimated back-EMF on the commutation instants are considered. To adjust commutation
instants for BLDC motors, a modified digital phase shifter is designed to implement compensation
of commutation errors. In the research mentioned previously [8–11], some specific error factors are
discussed and investigated, and the accuracy of the commutation signal is improved accordingly.
To achieve more precise commutation signals of sensorless BLDC motors, the commutation error
compensation strategies which consider more comprehensive error factors should be studied.

Many estimation and observer methods of commutation error compensation have been proposed
to achieve high-precision commutation [12–18]. In reference [12], the torque constant is employed as the
reference signal of the rotor position to obtain accurate commutation signals. In reference [13], the rotor
position is acquired from the back-EMF difference, which is estimated from the disturbance observer
structure. Discrete-time sliding mode observer [14] and iterative sliding mode observer [15] have been
introduced to obtain precise commutation signals for sensorless permanent magnet synchronous motor
control. Estimation strategies based on Kalman filters [16] and extended Kalman filters [17,18] have
also been presented to estimate information of rotor position accurately. However, these algorithms
are complicated and require a large amount of calculation.

Commutation error factors are reflected in the commutation signals, and thus voltages or currents
under inaccurate commutation will contain the commutation error information. Many compensation
strategies of commutation errors based on the phenomenon of voltages or currents produced under
inaccurate commutation have been proposed. In reference [19], an intelligent self-tuning strategy is
presented to finely adjust commutation instants, and regulation of the commutation instants is realized
by minimizing the stator current. In reference [20], a self-compensation strategy of the commutation
angle based on the DC-link current is proposed; in this technique, the commutation instants are
corrected by regulating the estimated commutation time error to zero. However, this method is based
on the linearized approximation between the DC-link current difference and commutation time error
in low-inductance motors. In reference [21], commutation errors are compensated by keeping the
freewheeling current of the unenergized phase symmetrical. However, when dealing with some PWM
strategies featuring suppression of the freewheeling current [22], such as PWM_ON_PWM mode,
the method is unsuitable. The research in [23] proposed a current index optimal approach to adjust
commutation errors. However, the back-EMF is assumed to be a trapezoidal waveform with less
than 120◦ flat-top width, which limits the applications of the proposed method. In reference [24],
the symmetrical characteristics of the unenergized phase terminal voltage are presented to regulate
commutation instants, but the effect of the freewheeling period is not considered.

This paper presents a novel compensation strategy for commutation errors of sensorless BLDC
motors. In this paper, the relationship between the commutation error and the line voltage difference
integral in 60 electrical degrees interval is analyzed, and a feedback compensation strategy based on
the line voltage difference integral is presented to regulate commutation instants and the effect
of the freewheeling period is considered. In addition, a PI controller is designed to achieve
closed-loop compensation for commutation errors. The remainder of the paper is organized as
follows. The proposed commutation error compensation strategy is proposed in Section 2. Section 3
provides experimental results to support the validity and effectiveness of the proposed method. The
conclusions are presented in Section 4.

2. Proposed Commutation Error Compensation Strategy

This paper presents a commutation error compensation strategy based on the line voltage
difference integral. In this section, the relationship between the line voltage difference integral and the
commutation error is theoretically analyzed. Then, a feedback compensation strategy with the line
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voltage difference integral is presented. Finally, an incremental PI controller is designed to regulate the
commutation error.

2.1. Mathematical Model of BLDC Motor

The equivalent circuit of the BLDC motor drive system is shown in Figure 1. Assuming that the
three-phase stator windings are symmetrical, the phase resistance and inductance are constant, and the
armature reaction is negligible. Then, the voltage equations are described as

⎡
⎢⎣ ua

ub
uc

⎤
⎥⎦ =

⎡
⎢⎣ R 0 0

0 R 0
0 0 R

⎤
⎥⎦
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⎤
⎥⎦+

⎡
⎢⎣ L 0 0
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⎤
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⎡
⎢⎣ ea

eb
ec

⎤
⎥⎦+

⎡
⎢⎣ uN

uN

uN

⎤
⎥⎦ (1)

where ua, ub, and uc are the three-phase voltages; ia, ib, and ic are the three-phase currents; ea, eb,
and ec are the phase back-EMFs; R is the stator resistance; L is the phase inductance; and uN is the
neutral voltage.

Figure 1. Equivalent circuit of a brushless DC (BLDC) motor drive system.

The line voltage equations are expressed as
⎧⎪⎪⎪⎨
⎪⎪⎪⎩

uab = ua − ub = R(ia − ib) + L d(ia−ib)
dt + ea − eb

ubc = ub − uc = R(ib − ic) + L d(ib−ic)
dt + eb − ec

uca = uc − ua = R(ic − ia) + L d(ic−ia)
dt + ec − ea

(2)

In general, the back-EMF of BLDC motors is between those of a trapezoidal wave and a sine
wave since it contains many high-order harmonics. Hence, the back-EMF of the BLDC motor can be
expressed as

⎧⎪⎪⎨
⎪⎪⎩

ea = ∑∞
n=0 E2n+1 sin((2n + 1)θ) = ea1 + e3 + ea5 + ea7 + e9 + . . .

eb = ∑∞
n=0 E2n+1 sin((2n + 1)(θ−2π/3)) = eb1 + e3 + eb5 + eb7 + e9 + . . .

ec = ∑∞
n=0 E2n+1 sin((2n + 1)(θ + 2π/3)) = ec1 + e3 + ec5 + ec7 + e9 + . . .

(3)

where E2n+1 is the back-EMF coefficient; (2n + 1) is the order of harmonics; θ is the rotor position;
eam, ebm, and ecm represent the mth harmonics of the three-phase back-EMF and the subscript m
denotes harmonic order; e3 and e9 represent the third harmonics of the back-EMF.

Figure 2 shows phase diagram between back-EMFs and phase current, where ea, eb, and ec

denote the back-EMFs, and ia, ib, and ic denote phase current. α represents the commutation error,
which is assumed α ∈ [−π/6, π/6]. The sign of the commutation error α reflects the commutation
information (i.e., delayed or advanced commutation). A negative commutation error α denotes
advanced commutation, whereas a positive error represents a delayed one.

117



Energies 2019, 12, 203

e

e

e

i

i

i

Figure 2. Phase diagram of the back electromotive forces (EMFs) and phase current.

2.2. Line Voltage Difference Integral without Consideration of Freewheeling Period

For a BLDC motor, there are six operation modes and every operation modes last 60 electrical
degrees. In the 60 electrical degree conduction interval, two periods are included: the freewheeling
period and the normal conduction period. In the freewheeling period tfw, the incoming phase current
begins to rise, the un-commutated current remains conducting, and the outgoing phase current
gradually decays due to the existence of phase inductance. When the outgoing phase current drops to
zero, the freewheeling period is over and the motor starts operating in the normal conduction period.

Assume at some step that VT1 and VT6 are conducting, while VT5 is floating. The line voltage
difference (ubc − uca) is expressed as

ubc − uca = R(ia + ib − 2ic) + Ld(ia + ib − 2ic)/dt + ea + eb − 2ec (4)

Considering a BLDC motor with a negligible freewheeling period tfw, the current equation
satisfies ia = −ib and ic = 0 during the entire 60-electrical degree period when t ∈ [π/6, π/2],
as shown in Figure 2. Substituting the current equation into (4), the line voltage difference (ubc − uca)

is simplified as
ubc − uca = ea + eb − 2ec (5)

By integrating (5), the line voltage difference integral d is achieved as follows:

d =
∫ tπ/2

tπ/6

(ubc − uca)dt =
∫ tπ/2

tπ/6

(ea + eb − 2ec)dt (6)

Figure 3 shows the three-phase back-EMF under accurate, delayed, and advanced commutation;
the shadowed areas in each subfigure represent the integral of each back-EMF. As seen in
Figure 3a, the integral of the back-EMFs ea and eb yields equal amplitudes but opposite signs,
i.e.,

∫ tπ/2
tπ/6

eadt = −∫ tπ/2
tπ/6

ebdt; hence, the sum of the integrated back-EMFs ea and eb is zero in the

interval. Similarly, the integral of the back-EMF ec is zero, i.e.,
∫ tπ/2

tπ/6
ecdt = 0, due to the AC symmetry

of the back-EMF ec. From this analysis, (6) satisfies the condition

d =
∫ tπ/2

tπ/6

(ubc − uca)dt =
∫ tπ/2

tπ/6

(ea + eb − 2ec)dt = 0 (7)
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The line voltage difference integral d under accurate commutation yields a value of zero. When
the commutation instants are delayed or advanced by α, the conduction period of VT1 and VT6 lasts
for the interval t ∈ [α/6 + α, α/2 + α], and the line voltage difference integral d is written as

d =
∫ tπ/2+α

tπ/6+α

(ubc − uca)dt =
∫ π/2+α

π/6+α
(ea + eb − 2ec)dθ = dtrp + doth (8)

where

dtrp =
∫ π/2+α

π/6+α

⎡
⎢⎢⎣∑ n = 1,

4, 7, . . .

E2n+1 sin((2n + 1)θ) + ∑ n = 1,
4, 7, . . .

E2n+1 sin((2n + 1)(θ − 2π/3))

−2∑ n = 1,
4, 7, . . .

E2n+1 sin((2n + 1)(θ + 2π/3))

⎤
⎥⎥⎦dθ

,

doth =
∫ π/2+α

π/6+α

⎡
⎢⎢⎣∑ n = 0,

2, 3, 5, . . .

E2n+1 sin((2n + 1)θ) + ∑ n = 0,
2, 3, 5, . . .

E2n+1 sin((2n + 1)(θ − 2π/3))

−2∑ n = 0,
2, 3, 5, . . .

E2n+1 sin((2n + 1)(θ + 2π/3))

⎤
⎥⎥⎦dθ

.

Since the third harmonics of the three three-phase back-EMFs are equal, dtrp = 0. Then, (8) is
simplified as ∫ π/2+α

π/6+α
(ea + eb − 2ec)dθ = doth (9)

Solving and simplifying the definite integral gives

∫ π/2+α
π/6+α (ea + eb − 2ec)dθ = 3

∫ π/2+α
π/6+α

⎡
⎢⎢⎣∑ n = 0, 2,

3, 5, . . .

E2n+1 sin((2n + 1)(θ − π/3))

⎤
⎥⎥⎦dθ

= −3∑ n = 0, 2,
3, 5, . . .

(E2n+1/(2n + 1)) cos((2n + 1)(α + π/6))

+3∑ n = 0, 2,
3, 5, . . .

(E2n+1/(2n + 1)) cos((2n + 1)(α − π/6))

(10)

As the back-EMF harmonic coefficients satisfy the condition E1/E7 � 1, the high-order terms of
the back-EMF in (10) are negligible, and (10) can be simplified as

∫ π/2+α
π/6+α (ea + eb − 2ec)dθ = −3E1[cos(α + π/6)− cos(α − π/6)]

− 3
5 E5[cos(5α + 5π/6)− cos(5α − 5π/6)]

(11)

As seen in (11), the three-phase back-EMF integral
∫ π/2+α

π/6+α (ea + eb − 2ec)dθ is a function of
the commutation error α. The relationship between the three-phase back-EMF integral and the
commutation error α will be discussed in the following section.
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(a) (b) 

 
(c) 

Figure 3. Three-phase back-EMF. (a) Accurate commutation; (b) Advanced commutation;
(c) Delayed commutation.

Accurate commutation: when the commutation error α = 0, the motor works under accurate
commutation, as shown in Figure 3a, and the back-EMF integral

∫ π/2
π/6 (ea + eb − 2ec)dθ = 0.

Advanced commutation: when the commutation error α ∈ [−π/6, 0), the motor works
under advanced commutation, as shown in Figure 3b, and the three-phase back-EMF integral∫ π/2+α

π/6+α (ea + eb − 2ec)dθ < 0.
Delayed commutation: when the commutation error α ∈ (0, π/6], the motor works under delayed

commutation, as shown in Figure 3c, and the three-phase back-EMF integral
∫ π/2+α

π/6+α (ea + eb − 2ec)dθ > 0.
Similarly, when VT3 and VT4 are in conduction state, the phase current flows in opposite direction

compared with the direction during the conduction period of VT1 and VT6. The three-phase back-EMF
integral

∫ 3π/2
7π/6 (ea + eb − 2ec)dθ = 0 under accurate commutation,

∫ 3π/2+α
7π/6+α (ea + eb − 2ec)dθ < 0 under

delayed commutation, and
∫ 3π/2+α

7π/6+α (ea + eb − 2ec)dθ > 0 under advanced commutation.
From previous research on three-phase back-EMF integral and the line voltage difference integral

expression in (7), when the freewheeling period tfw is negligible, the line voltage difference integral d
is proportional to the commutation error α and can be used as an indicator of commutation errors.
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The relationship between the conduction switch, the line voltage difference integral, and the
commutation information is shown in Table 1; here, ts and te are the lower and upper limits of
integral, respectively.

Table 1. Relationship between the integral d, conduction switch, and commutation error.

Conduction Switch d Sign of d Advanced/Delayed

VT1−VT6
∫ te

ts
(ubc − uca)dt

>0 Delayed

<0 Advanced

VT1−VT2
∫ te

ts
(uab − ubc)dt

<0 Delayed

>0 Advanced

VT3−VT2
∫ te

ts
(uba − uac)dt

>0 Delayed

<0 Advanced

VT3−VT4
∫ te

ts
(ubc − uca)dt

<0 Delayed

>0 Advanced

VT5−VT4
∫ te

ts
(uab − ubc)dt

>0 Delayed

<0 Advanced

VT5−VT6
∫ te

ts
(uba − uac)dt

<0 Delayed

>0 Advanced

When the motor is in no-load state, the effect of the freewheeling period tfw is negligible.
Figure 4 shows the diagram of the line voltage difference integral d in the 60-electrical degree interval
of A+B− and A−B+, where TA+B− and TA−B+ represents the conduction period of phase A+B−
and A−B+, respectively. The integral d in the A+B− conduction interval is zero under accurate
commutation (Figure 4a), negative under advanced commutation (Figure 4b), and positive under
delayed commutation (Figure 4c). In the A−B+ conduction interval, the integral d is opposite compared
with that in the A+B− conduction interval. These results agree with the theoretical analysis.
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Figure 4. Cont.
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Figure 4. Line voltage difference (ubc − uca) and integral d in the conduction period of phase A+B−
and A−B+. (a) Accurate commutation; (b) Advanced commutation; (c) Delayed commutation.

2.3. Line Voltage Difference Integral Considering Freewheeling Period

During the freewheeling period tfw, the line voltage difference is distorted by the DC-link
voltage and clamped at the level of the DC-link voltage udc. When line voltage difference integral is
performed, the distorted line voltage difference in the interval tfw is also integrated, which will cause
the line voltage difference integral to deviate from the accurate line voltage difference integral. In this
section, the line voltage difference integral of a BLDC motor considering the freewheeling period will
be discussed.

Assume that the commutation error is α and the conduction interval of VT1 and VT6 lasts for
the period when t ∈ [tπ/6+α, tπ/2+α], as shown in Figure 2. In the conduction period, the line voltage
difference integral d∗ can be expressed as

d∗ =
∫ tπ/2+α

tπ/6+α

(ubc − uca)dt =
∫ tπ/6+α+t f w

tπ/6+α

(ubc − uca)dt +
∫ tπ/2+α

tπ/6+α+t f w

(ubc − uca)dt (12)

Figure 5 shows the equivalent circuit when the commutation occurs from VT5 to VT1. In the
commutation period tfw, VT5 is turned off, VT1 is turned on, and VT6 continues conducting. The three
phase voltages are expressed as

⎧⎪⎪⎨
⎪⎪⎩

ua = Ria + L dia
dt + ea + uN = udc

ub = Rib + L dib
dt + eb + uN = 0

uc = Ric + L dic
dt + ec + uN = 0

(13)

The line voltage difference meets the condition ubc − uca = udc, and the line voltage difference
integral during the freewheeling period tfw is reformulated as

∫ tπ/6+α+t f w

tπ/6+α

(ubc − uca)dt =
∫ tπ/6+α+t f w

tπ/6+α

udcdt (14)

In (14), the line voltage difference (uab − ubc) is equal to the DC-link voltage udc in the
freewheeling period tfw; hence, the line voltage difference integral shows a trend of linear growth in
the freewheeling period tfw.
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Figure 5. Equivalent circuit when commutation occurs from VT5 to VT1.

Figure 6 shows the diagram of the line voltage difference (ubc − uca) and its integral d∗ in the
conduction period of phase A+B− and A−B+. The as seen in Figure 6, the line voltage difference
(ubc − uca) is equal to the DC-link voltage udc in the freewheeling period tfw and the corresponding
integral d∗ linearly increases in the interval. Compared with that in Figure 4, since the disturbed voltage
difference is integrated in the freewheeling period tfw, the integral d∗ under different commutation
produces an amplitude deviation. Especially under accurate commutation, for example, the integral d∗

deviates from zero, and becomes positive and negative in the conduction period of phase A+B− and
A−B+, respectively.
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Figure 6. The line voltage difference (ubc − uca) and corresponding integral d∗ in the conduction
period of phase A+B− and A−B+. (a) Accurate commutation; (b) Advanced commutation;
(c) Delayed commutation.
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The other voltage spikes in Figure 6 are analyzed as followed. When the commutation occurs, the
outgoing phase current continues conducting through the anti-parallel diode, so the terminal voltage is
clamped at the level of 0 V or udc. When the motor commutates between different phases, the clamped
voltage value of three-phase voltage changes, hence the line voltage difference (ubc − uca) will also
change accordingly. The cause of the voltage spikes is the same under delayed, advanced, and accurate
commutation. To facilitate the analysis, the voltage spike under the accurate commutation is taken as
an example.

(1) When commutation occurs from A+B− to A+C−, it meets ua = udc, ub = udc, and uc = 0
in the freewheeling period tfw. Therefore, ubc − uca = 2udc, and it corresponds to the positive spike
whose magnitude exceeds udc.

(2) When commutation occurs from B+A− to C+A−, it meets ua = 0, ub = 0, and uc = udc in the
freewheeling period tfw. Therefore, ubc − uca = −2udc, and it corresponds to the negative spike whose
magnitude exceeds −udc.

(3) When commutation occurs from A+C− to B+C−, it meets ua = 0, ub = udc, and uc = 0 in the
freewheeling period tfw. Therefore, ubc − uca = udc, and it corresponds to the positive spike whose
magnitude is equal to udc.

(4) When commutation occurs from C+A− to C+B−, it meets ua = udc, ub = 0, and uc = udc in
the freewheeling period tfw. Therefore, ubc − uca = −udc, and it corresponds to the negative spike
whose magnitude is equal to −udc.

The voltage spikes of the line voltage difference (ubc − uca) in 360-degree electrical angle are
listed in Table 2.

Table 2. Voltage spike values in 360-degree electrical angle.

Commutation Case ua ub uc ubc−uca

C+A− → C+B− udc 0 udc −udc
C+B− → A+B− udc 0 0 udc
A+B− → A+C− udc udc 0 2udc
A+C− → B+C− 0 udc 0 udc
B+C− → B+A− 0 udc udc −udc
B+A− → C+A− 0 0 udc −2udc

In the normal conduction period, when t ∈ [tπ/6+α + tfw, tπ/2+α], the phase currents ia and ib
conduct, while the outgoing phase current ic remains zero, i.e., ia = −ib and ic = 0. Substituting
the current equation and (2) into the second item of (12), the line voltage difference integral∫ tπ/2+α

tπ/6+α+t f w
(ubc − uca)dt is rewritten as

∫ tπ/2+α
tπ/6+α+t f w

(ubc − uca)dt =
∫ tπ/2+α

tπ/6+α+t f w
[R(ia + ib − 2ic) + Ld(ia + ib − 2ic)/dt + ea + eb − 2ec]dt

=
∫ tπ/2+α

tπ/6+α+t f w
(ea + eb − 2ec)dt

(15)

By decomposing (15) into a combination of two items, it is reformulated as

∫ tπ/2+α
tπ/6+α+t f w

(ubc − uca)dt =
∫ tπ/2+α

tπ/6+α+t f w
(ea + eb − 2ec)dt =

∫ tπ/2+α
tπ/6+α

(ea + eb − 2ec)dt − ∫ tπ/6+α+t f w
tπ/6+α

(ea + eb − 2ec)dt (16)

Substituting (14) and (16) into (12), and (12) is rewritten as

d∗ =
∫ tπ/2+α

tπ/6+α

(ubc − uca)dt =
∫ tπ/2+α

tπ/6+α

(ea + eb − 2ec)dt +
∫ tπ/6+α+t f w

tπ/6+α

(udc − ea − eb+2ec)dt (17)
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The phase current satisfies ia + ib + ic = 0 in the freewheeling period tfw. Substituting the phase
current relationship, (13) into the second item of (17), it is simplified as

∫ tπ/6+α+t f w
tπ/6+α

(udc − ea − eb+2ec)dt = −3
∫ tπ/6+α+t f w

tπ/6+α
[Ric + Ldic/dt]dt = −3R

∫ tπ/6+α+t f w
tπ/6+α

icdt + 3LIc (18)

where Ic is the final value of the outgoing phase current before commutation.
During the commutation period tfw, the outgoing phase current drops from the final value Ic to

zero, the integral item
∫ tπ/6+α+t f w

tπ/6+α
icdt can be approximated by −Ictfw/2, and (18) is rewritten as

∫ tπ/6+α+t f w

tπ/6+α

(udc − ea − eb+2ec)dt = 3RIctfw/2 + 3LIc (19)

From (13), the phase current ic in the freewheeling period tfw is solved as

ic(t) =
−
[

β − (RIc + β)e−Rt/L
]

R
(20)

where β = udc+2ec−ea−eb
3 .

From (20), the freewheeling period tfw for the outgoing phase current ic dropping from final value
Ic to zero is solved as

tfw = − L
R

ln
β

β + RIc
(21)

Substituting (21) into (19), and (19) is shown as

∫ tπ/6+α+t f w

tπ/6+α

(udc − ea − eb+2ec)dt = 3LIc

(
1 −

√
ln

β

β + RIc

)
(22)

In (22),
∫ tπ/6+α+t f w

tπ/6+α
(udc − ea − eb+2ec)dt is related to β. Next, the effect of β will be discussed.

In the freewheeling period when t ∈ [tπ/6+α, tπ/6+α + tfw], (2ec − ea − eb) is expressed as

2ec − ea − eb = 2∑∞
n=0 E2n+1 sin((2n + 1)(θ + 2π/3 + α))

−∑∞
n=0 E2n+1 sin((2n + 1)(θ−2π/3 + α))− ∑∞

n=0 E2n+1 sin((2n + 1)θ + α)
(23)

Considering E1 � E7, the high-order terms of the back-EMF in (23) are negligible, and (23) can be
simplified as

2ec − ea − eb = 2(ec1 + e3 + ec5)− (ea1 + e3 + ea5)− (eb1 + e3 + eb5)

= 2ec1 + 2ec5 − ea1 − ea5 − eb1 − eb5

= 2E1 sin(5π/6+α) + 2E5 sin(π/6+5α)− E1 sin(π/6+α)

−E5 sin(5π/6+5α)− E1 sin(α − π/2)− E5 sin(5α − π/2)

(24)

By calculating the trigonometric functions, (24) is simplified as

2ec − ea − eb =
3
2

E1 cos α − 3
√

3
2

E1 sin α − 3
2

E5 cos(5α)− 3
√

3
2

E5 sin(5α) (25)

Both sides of (25) are multiplied by 1/E5, and refined as

f (α) =
2ec − ea − eb

E5
=

3
2
·E1

E5
· cos α − 3

√
3

2
·E1

E5
· sin α − 3

2
cos(5α)− 3

√
3

2
sin(5α) (26)
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In general, the EMF harmonic coefficients of a BLDC motor with a trapezoidal back EMF [25]
E1/E5 ∈ [5, 125]. The relationship between f (α), E1/E5, and the commutation error α during the
freewheeling period tfw can be obtained in (26). When E5 > 0, E1/E5 ∈ [5, 125], and the corresponding
3-D graph is shown in Figure 7a. It is observed that with respect to E1/E5 ∈ [5, 125], f (α) is greater
than zero when the commutation error α ∈ [−π/6, π/6], so 2ec − ea − eb = f (α)·E5 > 0. When
E5 < 0, E1/E5 ∈ [−125,−5], and the corresponding 3-D graph is shown in Figure 7b. f (α) is less than
zero when the commutation error α ∈ [−π/6, π/6], and 2ec − ea − eb = f (α)·E5 > 0. Based on the
relationship, it is derived that β = udc+2ec−ea−eb

3 > udc
3 and RIc

β < 3RIc
udc

. Both sides of 3RIc
udc

are multiplied

by Ic, and the item 3RIc
udc

is represented as 3RI2
c

udc Ic
= 1.5Pcu

Pin
, where Pcu denotes copper loss and Pcu = 2I2

c R.
Pin denotes the input power of the motor and Pin = udc Ic. In general, the copper loss Pcu is negligible,

hence it satisfies 3RIc
udc

= 3RI2
c

udc Ic
= 1.5Pcu

Pin
� 1, which implies ln

√
β

β+RIc
= ln

√
1

1+RIc/β ≈ 0 Therefore,
(19) is simplified as ∫ tπ/6+α+t f w

tπ/6+α

(udc − ea − eb+2ec)dt ≈ 3LIc (27)

Combining (27) and (17), the latter is reformulated as

d∗ =
∫ tπ/2+α

tπ/6+α

(ubc − uca)dt =
∫ tπ/2+α

tπ/6+α

(ea + eb − 2ec)dt + 3LIc (28)

According to the previous analysis, the general function of the line voltage difference integral d∗

is given as

d∗ =
∫ te

ts

(
uxz − uzy

)
dt =

∫ te

ts

(
ex + ey − 2ez

)
dt + 3LIz (29)

where the subscripts x and y represent the active phase, and z represents the inactive phase. ts and te

are the lower and upper limits of integral, respectively.
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Figure 7. Cont.
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(b)

E E

f

Figure 7. Relationships between f (α), E1/E5, and the commutation error α during the freewheeling
period tfw. (a) E5 > 0; (b) E5 < 0.

2.4. Commutation Error Compensation Strategy

In Sections 2.2 and 2.3, the respective line voltage difference integrals d and d∗ without and with
consideration of the freewheeling period tfw are discussed. Next, the commutation error compensation
strategy is described based on the analysis of the line voltage difference integral.

From (29), the three-phase back-EMF integral is rewritten as

∫ te

ts

(
ex + ey − 2ez

)
dt = d∗ − 3LIz (30)

According to the research in Section 2.2, three-phase back-EMF integral can reflect commutation
errors. In (30), three-phase back-EMF integral can be obtained from the combination of the integral d∗

and −3LIz to determine commutation errors when the freewheeling period tfw is considered.
In general, the commutation instants are obtained by delaying ZCPs by 30 electrical degrees in the

sensorless technique and reactivating the motor windings according to the predefined commutation
sequence. The predefined commutation sequences are shown in Table 3; here, Hva, Hvb, and Hvc are
virtual hall signals.

Table 3. Predefined commutation sequence.

Hva, Hvb, Hvc 001 101 100 110 010 011

Direction Clockwise

Conduction switch VT3−VT2 VT3−VT4 VT5−VT4 VT5−VT6 VT1−VT6 VT1−VT2

Direction Anti-clockwise

Conduction switch VT5−VT6 VT1−VT6 VT1−VT2 VT3−VT2 VT3−VT4 VT5−VT4

In Table 1, the sign of the three-phase back-EMF integral changes according to the direction of the
phase current. The three-phase back-EMF integral dc can be updated as

dc = (−1)(Hva+Hvb+Hvc+ρ)·
∫ te

ts

(
ex + ey − 2ez

)
dt (31)

where ρ denotes the rotation direction of the motor rotor. When ρ = 0, the motor runs in the
anti-clockwise rotation, and when ρ = 1, the motor rotates in the opposite one. When the sensorless
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BLDC motor runs, the windings are excited in according with the predefined commutation sequence
listed in Table 3, and the conduction switches are obtained. Then the line voltage difference integral d∗

is calculated with Table 1, and the outgoing phase current Iz before commutation is sampled. By using
(30), the three-phase back-EMF integral

∫ te
ts

(
ex + ey − 2ez

)
dt can be given. Considering the rotation

direction ρ of the motor rotor is known, the three-phase back-EMF integral dc is converted to a positive
value under delayed commutation and to a negative one under advanced commutation with (31),
which also makes PI controller available.

Here, a PI regulator is also designed to compensate commutation errors, and the PI regulator is
defined as

u(k) = kp(e(k)− e(k − 1)) + kiTie(k) + u(k − 1) (32)

where three-phase back-EMF integral error e(k) = dref − dc(k), and the reference value dref = 0. kp is
the proportional coefficient, and ki is the integral coefficient. Ti is the integral period and Ti = 0.0001 s.
u(k) is the kth output value of the PI regulator, u(k − 1) is the (k − 1)th output value of the PI regulator.
Here, k represents the number of iterations.

For the sensorless BLDC motor based on ZCP detection of the back-EMF, the accurate
commutation instants are obtained by 30 electrical degrees delayed shift of ZCPs. Therefore, after the
commutation error is determined, the commutation shift is updated as

θ(k) = θ(k − 1)− u(k) (33)

where θ(0) = π/6.
Figure 8 shows the block diagram of a sensorless BLDC motor drive system and the proposed

commutation error compensation strategy is shown in the shadowed area. The system contains a
speed-loop controller, a current-loop controller, and a commutation error compensation link. In the
commutation error compensation link, when commutation signals are detected, the outgoing phase
current final value Iz is sampled and the line voltage difference is integrated until the commutation
occurs again. Then, the line voltage difference integral d∗ is recorded, and the three-phase back-EMF
integral dc is calculated from the sampled current value Iz and the line voltage difference integral d∗.
The entire compensation process is then resumed. A flowchart of the proposed method is shown in
Figure 9.

 

Figure 8. Sensorless BLDC motor drive system with the proposed strategy.
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Figure 9. Flowchart of the commutation error compensation procedure.

Figure 10 shows the back-EMF waveforms by the constant speed test of 1200 rpm.

Figure 10. Measured back-EMF waveforms of the BLDC motor at 1200 rpm.

3. Experiment Results

An experimental prototype is set up to verify the feasibility and effectiveness of the proposed
strategy. The experimental platform, which consists of the control system and the experimental motor,
is shown in Figure 11. The BLDC motor is connected to the generator by a flexible coupling, and its
rated parameters are shown in Table 4. The core processor is DSP (TMS320F28335) with a 150 MHz
clock frequency, and the three-phase inverter is IPM PM50RL1A060 (Mitsubishi). The line voltage and
phase current are sampled by three voltage sensors (LV25-P) and three current sensors (LTS15-NP),
respectively. To remove the effect of switching noise, a low-pass FIR filter with the Hamming window
function was designed. The cutoff frequency and the order of the filter were selected as 3 kHz and
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50, respectively. The filter provides 65 dB of signal attenuation at the switching frequency. Many
experiments were conducted to obtain the proportional coefficient kp and the integral coefficient ki

of the PI regulator. Based on the test results, the proportional coefficient and integral coefficient are
designed as kp = 8.16 and ki = 0.023, respectively. The modulation method of the three-phase inverter
is PWM-ON, and the switching frequency of three-phase inverter and the sampling frequency of the
line voltage are 10 and 200 kHz, respectively. The experimental results were monitored and recorded
by a digital oscilloscope DL750 (YOKOGAWA), and the line voltage difference integral was observed
through a DAC.

Figure 11. Experimental setup of the BLDC motor drive system.

Table 4. Motor parameters.

Motor Parameter Value Unit

Rated voltage 200 V
Rated power 3.15 kW
Rated speed 1500 rpm
Rated torque 20 Nm

Pole pairs 4
Phase inductance 1.234 mH
Phase resistance 0.0654 Ω

Back-EMF coefficient 0.528 V/(rad/s)

Figure 12 shows the phase current ic and the line voltage difference integral d∗ under advanced,
delayed, and accurate commutation. In the experiment, the motor runs at a speed of 500 rpm,
the load torque is 7.5 Nm, and the commutation instants are set to be advanced and delayed by 10◦.
The conduction periods of A+B− and A−B+ are taken as examples, and the outgoing phase current
final value Ic before commutation and the line voltage difference integral

∫ te
ts
(uca − uab)dt are marked

in solid circles. In Figure 12a,b, there is an obvious current ripple in phase current ic and the line voltage
difference integral d∗ is different. Figure 12c shows that the current ripple is attenuated obviously and
the integral d∗ also changes correspondingly when the commutation instants are accurate. In addition,
as shown in the dashed circle, the line voltage difference integral d∗ takes on an approximately linear
variation trend during the freewheeling period tfw.The experimental results are consistent with the
theoretical analysis.
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(a) (b)

(c)

Figure 12. Phase current and the line voltage difference integral. (a) Advanced commutation;
(b) Delayed commutation; (c) Exact commutation.

The performance of the proposed strategy is tested in the steady and transient states. In the
steady-state experiment, the motor runs at a fixed speed and load. In the transient experiment, the
motor works at varying speeds and a fixed load. Figure 13 shows the phase currents and integral d∗

before and after compensation under different test conditions. It is observed that the phase current ic
and the integral d∗ fluctuates obviously under delayed and advanced commutation, yet the current
ripple is effectively reduced after the proposed compensation strategy is used, and the integral d∗ also
changes correspondingly when the commutation instants are accurate. The experimental results show
that the proposed strategy can accurately compensate commutation errors at different speeds and
load torques.

(a)

Figure 13. Cont.
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(b)

(c)

(d)

Figure 13. Current waveform of phase C before and after compensation. (a) Commutation instants are
delayed by 10◦ at a speed of 1000 rpm and load torque of 12 Nm; (b) Commutation instants are delayed
by 12◦ at a speed of 1500 rpm and load torque of 16 Nm; (c) Commutation instants are advanced by
12◦ at a speed of 850 rpm and load torque of 10 Nm; (d) Commutation instants are advanced by 14◦ at
a speed of 1200 rpm and load torque of 14 Nm.

Subsequently, the performance of the proposed strategy during the transient process is tested.
In the experiment, the commutation instants are delayed by about 10◦, and the motor is accelerated
from 300 rpm to 1500 rpm at a load torque of 12 Nm. Figure 14 shows the phase current, the line
voltage difference integral, and their enlarged vision with the proposed strategy. When the motor speed
ramps up, the compensation strategy is initiated at the points S1 and S2, and the commutation error is
almost removed at the points T1 and T2, respectively. It is seen that, after the compensation strategy is
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activated, the current fluctuation is effectively reduced. Therefore, the proposed compensation strategy
exhibits satisfactory dynamic performance during variable-speed operation.

Figure 14. Transient performance and enlarged view with the proposed strategy when the motor
accelerates from 300 to 1500 rpm.

To test the convergence rate of the proposed strategy under the steady speed operation,
the commutation error is set to about 10◦, and the motor runs at a speed of 800 rpm and load
torque of 12 Nm. Figure 15 shows the phase current, the line voltage difference integral d∗, and their
enlarged vision with PI controller. It is found that, before the point of Sa, the phase current ic curls up
and the integral d∗ is high, while the compensation strategy with PI controller is activated at the point
Sa, the current ripple and the integral d∗ gradually decreases. After 1.05 s, the current fluctuation is
effectively suppressed, and the commutation error is almost eliminated. In addition, the convergence
rate of the proposed method is tested at different speeds, and the test results are shown in Table 5,
and the results show the proposed strategy converges quickly in a wide speed range.

Figure 15. Comparative results of the phase current, the integral of the line voltage difference, and
their enlarged view at a speed of 800 rpm and load torque of 12 Nm.

Table 5. Convergence rate of proposed strategy.

Speed (rpm) 300 500 800 1200 1500

Convergence rate (s) 2.52 1.59 1.05 0.713 0.565

Moreover, the power consumption is reduced after the commutation instants are compensated
with the proposed strategy. In these power consumption tests, the commutation instants are set to
be delayed and advanced by 10◦and 12◦, respectively, the speed range is 300–1500 rpm and the load
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torques TL are about 11, 12, 13 and 15 Nm. Figure 16 shows the power consumption of the BLDC
motor before and after compensation after steady operation for 40 min. The experimental results in
Figure 16 show that the proposed strategy can reduce power consumption over wide speed ranges,
especially in the high-speed ranges.

(a)

(b)

Figure 16. Power consumption comparison before and after compensation. (a) Under delayed
commutation; (b) Under advanced commutation.

4. Conclusions

This paper presents a novel compensation strategy for commutation error of sensorless BLDC
motors. The method is suitable in both the steady-speed and variable-speed range. The relationship
between the line voltage difference integral in 60 electrical degrees interval and the commutation
error is established. A commutation error commutation strategy with respect of the line voltage
difference integral is proposed to correct the inaccurate commutation instants by regulating the
three-phase back-EMF integral to zero. In this method, the influence of the voltage pulses caused by
the diode-freewheeling conduction on the line voltage difference integral is analyzed, making the
proposed strategy applicable to BLDC motors considering the freewheeling period. Furthermore,
a PI controller is also designed to realize closed-loop compensation for commutation errors. Finally,

134



Energies 2019, 12, 203

experimental results show the effectiveness and feasibility of the proposed strategy under different
test conditions.

Author Contributions: This paper is the result of the hard work of all of the authors. X.Y. and J.Z. conceived and
designed the proposed method. X.Y. and J.Z. conceived and analyzed the data. X.Y. provided funding support.
J.Z. and G.L. conducted the experiment and verified the proposed method. J.Z., G.L., and H.L. wrote the paper,
and H.L. and J.W. contributed to the review of the document. All authors gave advice for the manuscript.

Funding: This work was supported by the High-tech Ship Project of China under Grant No. GJYF-043/6.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Capolino, G.A.; Cavagnino, A. New trends in electrical machines technology—Part I. IEEE Trans. Ind. Electron.
2014, 61, 4281–4285. [CrossRef]

2. Acarnley, P.P.; Watson, J.F. Review of position-sensorless operation of brushless permanent-magnet machines.
IEEE Trans. Ind. Electron. 2006, 53, 352–362. [CrossRef]

3. Samoylenko, N.; Han, Q.; Jatskevich, J. Dynamic performance of brushless DC motors with unbalanced hall
sensors. IEEE Trans. Energy Convers. 2008, 23, 752–763. [CrossRef]

4. Hwang, C.; Li, P.; Chuang, F.; Liu, C.; Huang, K. Optimization for reduction of torque ripple in an axial flux
permanent magnet machine. IEEE Trans. Magn. 2009, 45, 1760–1763. [CrossRef]

5. Yang, Y.; Ting, Y. Improved angular displacement estimation based on Hall-effect sensors for driving a
brushless permanent-magnet motor. IEEE Trans. Ind. Electron. 2014, 61, 504–511. [CrossRef]

6. Cheng, C.; Cheng, M. Implementation of a highly reliable hybrid electric scooter drive. IEEE Trans.
Ind. Electron. 2007, 54, 2462–2473. [CrossRef]

7. Huang, X.; Goodman, A.; Gerada, C.; Fang, Y.; Lu, Q. A single sided matrix converter drive for a brushless
DC motor in aerospace applications. IEEE Trans. Ind. Electron. 2012, 59, 3542–3552. [CrossRef]

8. Chun, T.; Tran, Q.; Lee, H.; Kim, H. Sensorless control of BLDC motor drive for an automotive fuel pump
using a hysteresis comparator. IEEE Trans. Power Electron. 2014, 29, 1382–1391. [CrossRef]

9. Bhogineni, S.; Rajagopal, K.R. Position error in sensorless control of brushless dc motor based on average
line to line voltages. In Proceedings of the IEEE International Conference on Power Electronics, Drives and
Energy Systems (PEDES), Karnataka, India, 16–19 December 2012; pp. 1–6.

10. Shen, J.; Tseng, K. Analyses and compensation of rotor position detection error in sensorless PM brushless
DC motor drives. IEEE Trans. Energy Convers. 2003, 18, 87–93. [CrossRef]

11. Cheng, K.; Tzou, Y. Design of a sensorless commutation IC for BLDC motors. IEEE Trans. Power Electron.
2003, 18, 1365–1375. [CrossRef]

12. Park, J.; Hwang, S.; Kim, J. Sensorless control of brushless DC motors with torque constant estimation for
home appliances. IEEE Trans. Ind. Appl. 2012, 48, 677–683. [CrossRef]

13. Wang, S.; Lee, A. A 12-step sensorless drive for brushless DC motors based on back-EMF differences.
IEEE Trans. Energy Convers. 2015, 30, 646–654. [CrossRef]

14. Bernardes, T.; Montagner, V.F.; Grundling, H.A.; Pinheiro, H. Discrete-time sliding mode observer for
sensorless vector control of permanent magnet synchronous machine. IEEE Trans. Ind. Electron. 2014, 61,
1679–1691. [CrossRef]

15. Lee, H.; Lee, J. Design of iterative sliding mode observer for sensorless PMSM control. IEEE Trans. Control.
Syst. Technol. 2013, 21, 1394–1399. [CrossRef]

16. Alonge, F.; D’Ippolito, F.; Sferlazza, A. Sensorless control of induction-motor drive based on robust Kalman
filter and adaptive speed estimation. IEEE Trans. Ind. Electron. 2014, 61, 1444–1453. [CrossRef]

17. Quang, N.K.; Hieu, N.T.; Ha, Q.P. FPGA-based sensorless PMSM speed control using reduced-order extended
kalman filters. IEEE Trans. Ind. Electron. 2014, 61, 4574–4582. [CrossRef]

18. Idkhajine, L.; Monmasson, E.; Maalouf, A. Fully FPGA-based sensorless control for synchronous AC drive
using an extended Kalman filter. IEEE Trans. Ind. Electron. 2012, 59, 3908–3918. [CrossRef]

19. Chen, H.C.; Liaw, C.M. Sensorless control via intelligent commutation tuning for brushless dc motor.
Inst. Electron. Eng. Electron. Power Appl. 2002, 46, 678–684. [CrossRef]

135



Energies 2019, 12, 203

20. Fang, J.; Li, W.; Li, H. Self-compensation of the commutation angle based on dc-link current for high-speed
brushless DC motors with low inductance. IEEE Trans. Power Electron. 2014, 29, 428–439. [CrossRef]

21. Wu, X.; Zhou, B.; Song, F.; Chen, F.; Wei, J. A closed loop control method to correct position phase for
sensorless Brushless DC motor. In Proceedings of the International Conference on Electrical Machines and
Systems, Wuhan, China, 17–20 October 2008; pp. 1460–1464.

22. Krishnan, G.; Ajmal, K.T. A neoteric method based on PWM ON PWM scheme with buck converter for
torque ripple minimization in BLDC drive. In Proceedings of the Annual International Conference on
Emerging Research Areas: Magnetics, Machines and Drives (AICERA/iCMMD), Kottayam, India, 24–26
July 2014; pp. 1–6.

23. Lee, A.; Wang, S.; Fan, C. A current index approach to compensate commutation phase error for sensorless
brushless dc motor with non-ideal back EMF. IEEE Trans. Power Electron. 2016, 31, 4389–4399. [CrossRef]

24. Jang, G.; Kim, M. Optimal commutation of a BLDC motor by utilizing the symmetric terminal voltage.
IEEE Trans. Magn. 2006, 42, 3473–3475. [CrossRef]

25. Zhou, X.; Chen, X.; Lu, M.; Zeng, F. Rapid self-compensation method of commutation phase error for low
inductance BLDC motor. IEEE Trans. Ind. Inform. 2017, 13, 1833–1842. [CrossRef]

© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

136



energies

Article

On Speed Control of a Permanent Magnet
Synchronous Motor with Current
Predictive Compensation

Meiling Tang 1,2,* and Shengxian Zhuang 1

1 School of Electrical Engineering, Southwest Jiaotong University, Chendu 610031, Sichuan, China;
sxzhuang@home.swjtu.edu.cn

2 Department of Manufacturing and Transportation, Hangzhou Wanxiang Polytechnic College,
Hangzhou 310023, Zhejiang, China

* Correspondence: Ips2032@sina.com; Tel.: +86-15868871989

Received: 4 November 2018; Accepted: 10 December 2018; Published: 26 December 2018

Abstract: In this study, a current model predictive controller (MPC) is designed for a permanent
magnet synchronous motor (PMSM) where the speed of the motor can be regulated precisely.
First, the mathematical model, the specifications, and the drive topology of the PMSM are introduced,
followed by an elaboration of the design of the MPC. The MPC is then used to predict the current in a
discrete-time calculation. The phase current at the next sampling step can be estimated to compensate
the current errors, thereby modifying the three-phase currents of the motor. Next, Simulink modeling
of the MPC algorithm is given, with three-phase current waveforms compared when the motor is
operated under the designed MPC and a traditional vector control for PMSM. Finally, the speed
responses are measured when the motor is controlled by traditional control methods and the MPC
approach under varied speed references and loads. In comparison with traditional controllers, both
the simulation and the experimental results suggest that the MPC for the PMSM can improve the
speed-tracking performance of the motor and that this motor has a fast speed response and small
steady-state errors under the rated load.

Keywords: MPC; PMSM; vector control; speed tracking

1. Introduction

Permanent magnet synchronous motor (PMSM) technology is widely explored and employed
in industrial equipment, aerospace aircraft, domestic appliances, and electric vehicles. The motor
takes advantage of high working efficiency, high power density, highly accurate position tracking,
and low power factor, as compared to induction motors [1]. One popular application of PMSM is the
surface-mounted permanent magnet (PM) motor, with embedded PM motors already widely used in
industry. The direct-axis inductance Ld and quadrature-axis inductance Lq of the surface-mounted PM
motor are equal because this motor has identical air gaps around the stator [2]. The identical inductance
values enhance the performance of the power converter for the motor as a load. Consequently, control
of the motor becomes easier, since the motor is at a constant load. As of now, field-oriented control
(FOC) is widely employed for PMSM [3]. After sampling the phase currents of the motor, the controller
of the motor converts three-phase current signals to two orthogonal values via Clark and Parker
transformations. The alternating-current motor can be controlled like a direct-current motor because
the amplitude of phase voltage or current can be directly regulated to control the motor, thus improving
its performance and simplifying the control [4]. Generally, the current loop regulation for PMSM
includes hysteresis control and pulse width modulation (PWM) [5]. Vector control further simplifies
the control by using seven voltage vectors to directly drive the motor without current modulation,
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improving its dynamic response [6]. Space vector pulse width modulation (SVPWM) is becoming
increasingly popular for the motor. Moreover, the mechanical performance of the motor can be
enhanced by SVPWM in combination with flux-weakening modulation when the motor is operated in
high-speed applications. Also, some papers have investigated direct torque control (DTC) to improve
the performance of the motor. DTC can directly govern the torque of the motor by observing flux
linkage and speed. As reported in the literature [7], DTC is employed to reduce the torque ripples of
the motor by an optimized duty cycle. This control method has also been investigated to address the
fault tolerance, maximum torque outputs, and evaluation of power factors for PMSM [8–10]. In one
study in particular, a predictive DTC has been developed to propose a fault-tolerance function for
PMSM [10]. The performance and dynamic responses of the motor can be further modified.

Recently, model predictive control (MPC) as an advanced control method has become more
attractive for the control of PMSM and has been strongly developed in the last three decades. For power
electronics development, MPC can merge cascaded control loops into one loop for power converters in
the initial exploration algorithm, especially for multivariable systems, to tackle parameter varieties [11].
An MPC consists mainly of three parts: a cost function, a predictive model, and a model of the load.
By minimizing the cost function, the motor will reach the desired behavior defined by the function that
compares the output of the predictive model with a reference [5]. Weighting factors play an important
role for fast responses and the stability of the control system [12]. Two main branches of MPC are
finite control set MPC (FCS-MPC) and continuous control set MPC (CCS-MPC) [13,14]; CCS-MPC
calculates a continuous control solution and outputs a desired voltage in the power converter through
a modulator with a fixed switching frequency. In addition, modified generalized predictive control
(GPC) and explicit MPC (EMPC) are popular and increase some scholars’ interest [15,16]; FCS-MPC
discretizes the signal to formulate the MPC algorithm without external modulation and can be sorted
in two types, namely, optimal switching vector MPC (OSV-MPC) and optimal switching sequence
MPC (OSS-MPC) [17,18]. OSV-MPC computes predictive values for the power converter only via an
enumerated searching algorithm, making this MPC very intuitive. Only one voltage vector is employed
in the entire switching period. This drawback of this MPC is avoided by OSS-MPC, which produces a
limited number of possible switching sequences in a working period. In general, all MPC methods
heretofore mentioned are time-consuming for microprocessors. CCS-MPC outweighs FCS-MPC in
the aspect of computational cost, as the former predicts the output value and optimizes it offline.
Under this condition, CCS-MPC can be used on a long predictive horizon, which can stabilize the
whole system because more steps need to be predicted by the controller [19]. By contrast, FCS-MPC
methods are usually adopted in short predictive horizons. Therefore, the key factors of MPC are the
selection of a cost function, the design of the weighting factor, the reduction of the computational cost,
and the predictive horizon extension. In recent studies, some practical MPCs of PMSM have been
developed to simplify the control, to save computing time, to eliminate harmonic currents, and to
reduce torque ripples [20–23]. Designing a practical, stable MPC quickly and applying the controller
on a PMSM to replace traditional methods is meaningful for industrial applications.

In this study, an MPC is introduced and designed for a PMSM, with phase currents regulated
by a simple predictive control, and a computation period reduced for microchips. Speed control of
the motor by using the MPC is carried out under varied loads. The performance of MPC is compared
with those of FOC, SVPWM, and DTC. In Section 2 of this paper, the mathematical model of the
PMSM is elaborated. In Section 3, a Simulink model is built. Experiments are carried out in Section 4.
Conclusions are presented in Section 5. First, the model of a surface-mounted PMSM is introduced
as well as the basic control method mentioned, particularly the influence of the calculation step time
for three-phase bridge topology. Then, the principles of MPC are given, followed by a predictive
model of the inverter and the model of the PMSM. Finally, an MPC for the PMSM is designed,
built, and programmed, with simulations and experimental results showing the improvement of the
performance of the motor. Phase currents of the motor can be regulated accurately under limited
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calculation steps. The whole performance of the motor is improved by MPC with a fast response and
smaller response errors.

2. Mathematical Model of the PMSM

2.1. PMSM Model

The voltage equation for the PMSM under Cartesian coordinates can be expressed by Equation (1),
neglecting local magnetic circuit saturation, eddy losses, and hysteresis losses.

u3s = R3si3s +
dλ3s

dt
(1)

The equation for flux linkage of the motor can be expressed by

λ3s = L3si3s + ϕ f · F3s(θ) (2)

where λ3s is the flux linkage of the three windings. u3s, R3s and i3s are voltages, resistances,
and currents of the motor, respectively. L3s is the three-phase inductance, and F3s(θ) is the
three-phase angle.

i3s =

⎡
⎢⎣ iA

iB
iC

⎤
⎥⎦ (3)

R3s =

⎡
⎢⎣ R

R
R

⎤
⎥⎦ (4)

λ3s =

⎡
⎢⎣ λA

λB
λC

⎤
⎥⎦ (5)

u3s =

⎡
⎢⎣ uA

uB
uC

⎤
⎥⎦ (6)

F3s(θ) =

⎡
⎢⎣ sinθ

sin(θ − 2π/3)
sin(θ + 2π/3)

⎤
⎥⎦ (7)

L3s = Lm3

⎡
⎢⎣ 1 cos(2π/3) cos(4π/3)

cos(2π/3) 1 cos(2π/3)
cos(4π/3) cos(2π/3) 1

⎤
⎥⎦+ Ll3

⎡
⎢⎣ 1

1
1

⎤
⎥⎦ (8)

where Lm3 are mutual inductances, and Ll3 are inductance leakages. The torque of the motor can be
calculated as

Te =
1
2

pn
∂

∂θm

(
iT
3s·λ3s

)
(9)

pn are pole pairs of the motor. The dynamic behavior of the motor can be expressed by

J
dωm

dt
= Te − TL − Bωm (10)

where J is the rotating inertia of the motor, B is the damping coefficient, and TL is the loading torque.
ωm is the angular speed of the motor. Two classical current regulations, hysteresis comparator and
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PWM regulation, are popular for the current loop of PMSM and they are able to regulate the phase
current of PMSMs. The main specifications of the motor are listed in Table 1.

Table 1. Main specifications of the motor.

Specifications Quantity (SI)

Rated power 500 W
Rated current 8 A

Pole number (p) 8
Length of the stator (l) 350 mm

Number of turns of each coil 60
Width of the mover plate (w) 16 mm
Height of the mover plate (h) 16 mm

Width of the coil area (c) 10 mm

2.2. Drive Topology

The three-phase inverter topology for PMSM is shown in Figure 1. Six metal-oxide semiconductor
field-effect transistors (MOSFETs) and their states are given and indicated as S1–S6. For one bridge,
S1 and S4 cannot switch on simultaneously in case of a short circuit between Vdc and the ground.
Therefore, when S1 switches on, S4 will switch off and vice versa. For three-phase alternative current
motors, six MOSFETs construct eight switching modes, i.e., V1–V6, as shown in Figure 2. The eight
vectors divide the vector plane into six sections for the motor.

 
Figure 1. Inverter topology for the permanent magnet synchronous motor (PMSM).
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Figure 2. Voltage vectors for the PMSM.

2.3. Model Predictive Control

An MPC consists mainly of three parts: (1) a cost function, (2) a predictive model of the inverter,
and (3) a model of the load. For the control of the PMSM, the load is the PMSM. The entire control
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scheme is shown in Figure 3. A predictive current is obtained by a predictive model that includes
parts 2 and 3. The predictive current and the current reference are the inputs of part 1. If a static
power converter can be controlled by a set of switching states within a finite number, these states can
be predicted by an MPC according to criteria that can estimate the predictive values. This criterion
is called the cost function. This function is used to predict the future variables for the system or the
switching states of the inverter. The state that minimizes the cost function is usually the criterion.

Figure 3. Scheme of current model predictive controller (MPC) for the PMSM.

In this study, a current MPC is employed to control a PMSM. As a load, the model of the PMSM
has been given. However, the discrete-time model of the motor is needed, and this model will be an
important part of the predictive model. In addition, this predictive model should take the model of the
inverter into consideration as well. The states of the switches can be expressed by Equation (11):

s =
2
3

(
sa + asb + a2sc

)
(11)

where a = ej2π/3 and the voltage vector generated by the inverter is formulated as Equation (12).

s =
2
3

(
vaN + avaN + a2vaN

)
(12)

Consequently, the load voltage vector can be calculated by the switching states.

v = VdcS (13)

According to the voltage vector of Equation (12), the current vectors for the PMSM can be
expressed as Equation (14), and the back electromagnetic force s Equation (15).

i =
2
3

(
ia + aib + a2ic

)
(14)

e =
2
3

(
ea + aeb + a2ec

)
(15)

The load current dynamic is calculated in Equation (16):

v = Ri + L
di
dt

+ e. (16)

This function can be expressed by two equations after Clark and Parker transformation:

vq = Riq + L
diq
dt

+ Lωid + λmω (17)
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vd = Rid + L
did
dt

− Lωiq (18)

The discretized dynamic functions of the predictive model from Equations (17) and (18) can be
expressed as

vq(k) = Riq(k) +
L
Ts

[
iq(k + 1)− iq(k)

]
+ Lωid(k) + λmω (19)

vd(k) = Rid(k) +
L
Ts

[id(k + 1)− id(k)]− Lωiq(k) (20)

The discrete currents derived from Equations (19) and (20) according to the dynamic functions are

iq(k + 1) = iq(k) +
Ts

L
[
vq(k)− Riq(k)− Lωid(k)− λmω

]
(21)

id(k + 1) = id(k) +
Ts

L
[
vd(k)− Rid(k) + Lωiq(k)

]
. (22)

The cost function is used to select the voltage vector for the PMSM. The voltage vectors will
be applied to the inverter so that the phase currents of the PMSM will reach the expected current
references in the next sampling time after minimizing the cost function. The consequence is that the
predictive current will be applied to the motor, and it will be operated according to the references.
For current prediction of the PMSM, the cost function is given as Equation (23). The flow chart of the
current predictive control is shown in Figure 4. Assuming that the initial value of the cost function
is infinite, when the temporary variable j changes from 0 to 7, the states of the MOSFETs will be
determined. First, the voltage vector can be obtained according to Equation (13). Then, the predicted
current in the d-q axis can be calculated from Equations (22) and (23), respectively. Finally, according to
the cost function, as given in Equation (23), the states of the MOSFETs will be obtained if the temporary
variable j = 7. Otherwise, the program will jump to Equation (13). The corresponding control algorithm
code is shown in the Appendix A.

g =
∣∣∣iqre f − iq(k + 1)

∣∣∣+ ∣∣∣idre f
− id(k + 1)

∣∣∣ (23)

 

Apply 
S(j)

For j=0:7

g=

(13)

(21,22)

If (g(j)<g)
g=g(j)

jp=j

j= =7?

(23)

yes

no

Figure 4. Main flow chart of the controller for the MPC.

3. Simulink Modeling of the MPC Algorithm

Simulations for an MPC of a PMSM are designed as shown in Figure 5. The whole operation time
is 0.1 s. The reference speed changes from 500 rpm to 1000 rpm at 0.03 s, and the load varies from
5 Nm to 8 Nm at 0.07 s.
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Figure 5. MPC blocks for the PMSM.

Three-phase currents are shown in Figure 6. Also, simulations are carried out when the motor
is controlled by an SVPWM controller. Three-phase currents are obtained in Figure 7. Id and Iq are
also obtained. Compared with the three-phase currents under the two controllers, the inverter outputs
nonsinusoidal currents for the MPC but totally sinusoidal waves for the SVPWM. The amplitudes of
the currents from the SVPWM method change dramatically when the speed reference changes and the
load varies.

  
(a) (b) 

Figure 6. Three-phase currents of the motor. (a) The currents under MPC, (b) the currents under
vector control.

  

(a) (b) 

Figure 7. The currents of the motor after coordination transformation from three phases to the d-q axis.
(a) Id of the motor and (b) Iq of the motor.
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4. Experimental Verification

Experimental Setup

The experimental setup is established by employing a dSPACE DS1104 card, which can be regarded
as a microprocessor. The microprocessor is the controller of the whole system after the proposed algorithm
is programmed and downloaded. The experimental hardware is shown in Figure 8, including power
suppliers, a computer, a dSPACE control card, three highly accurate current sensors, a driver of the
three-phase PMSM, and the motor. The entire control part of the PMSM is built using MATLAB/Simulink
software, and the designed program can be debugged into the dSPACE card. An encoder interface of the
card is employed to obtain the angles and the speeds of the rotor, and six analog-to-digital converters are
used to sample the phase currents and voltages of the motor for the controller.

 

Figure 8. Experimental setup of the PMSM control system.

Three-phase currents of the motor under steady state with no load and in loaded state at the
speed of 500 rpm are shown in Figure 9a,b. When the motor works with no load, the amplitude of
the three-phase current is 0.3 A, and the currents are nearly sinusoidal. When a rated load of 8 Nm
is produced for the motor at this speed, it can be seen from Figure 9b that the three-phase currents
of the motor with the MPC controller are increased accordingly, with slight current deformation.
This deformation begins mainly at the interchange section between the top half of the current and the
bottom half; the dead time of MOSFETs could be the cause. In Figure 10, the reference speed increases
to 1000 rpm, the initial currents are shown when the motor starts, and the load of 5 Nm is carried on at
0.05 s. The motor performs well at the beginning and in the loaded states.
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(a) 

(b) 

Figure 9. Three-phase currents of the motor. (a) The currents when the motor is operated with a rated
load and (b) with no load.

Figure 10. Sstart of three-phase currents and the currents with load of 5 Nm.

The speed control of the motor with the current MPC is shown in Figure 11, compared with classic
control methods. The speed reference is 500 rpm under the load of 5 Nm, increasing to 1000 rpm at 0.03 s.
The load increases from 5 Nm to 8 Nm at 0.07 s. There is no overshoot if the motor is governed by the
MPC. The speed cannot fully reach the reference when the motor enters a steady state via the controllers
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of FOC, SVPWM, and DTC. Three details are shown in Figure 12, including the motor start (zoom 1),
the loading variation (zoom 2), and the steady-state errors (zoom 3). The three-phase measured currents of
the motor are shown in Figure 13. These details show that the dynamic responses under MPC outweigh
those of other controllers, with fewer overshoots and small steady-state errors. The MPC system is not
vulnerable to varied loads or to the parameter change of the control system. In addition to the MPC, other
controllers cannot avoid overshoot and vibration when the motor starts. Although the DTC has less rising
time, the steady-state error from this controller is obvious. In Figure 12b, the controllers of both the FOC
and the MPC are stable, with the loading torque varying from 1 Nm to 2 Nm. The steady-state errors are
shown in Figure 12c. The FOC can curb the steady error at the lowest scope. However, this method has an
obvious overshoot. The steady errors can be limited at 5 rpm by using MPC and other control methods,
suggesting higher steady errors that exceed 5 rpm. This shows that the performance of the designed MPC
outweighs that of other controllers under identical conditions.

Figure 11. Speed responses of the motor under different controllers. FOC: field-oriented control,
SVPWM: space vector pulse width modulation, DTC: direct torque control.

(a) 

Figure 12. Cont.
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(b) 

 
(c) 

Figure 12. Details of the speed responses with zoomed parts: (a) zoom 1, (b) zoom 2, and (c) zoom 3.

Figure 13. Three-phase measured currents of the motor.

Figure 14 shows the speed response of the motor under different speed references. The speed
reference starts at 100 rpm in the beginning and increases to 500 rpm at 0.02 s and 1000 rpm at 0.05 s.
The entire speed response is shown in Figure 14a. The details of the speed variations at each step are
shown in Figure 14b–d. There are a few overshoots within 1% at the stepping times. Speed steady-state
errors could be on the rise with the increase of the speed reference. However, the speed steady-state
errors can be limited to 0.5 rpm according to the experimental results.
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(a) 

(b) 

(c) 

Figure 14. Cont.
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(d) 

Figure 14. Speed responses under different speed references. (a) Complete graph of the speeds
changing from 100 rpm to 500 rpm and finally to 1000 rpm. (b) Speed changes from 0 rpm to 100 rpm.
(c) Speed changes from 100 rpm to 500 rpm. (d) Speed changes from 500 rpm to 1000 rpm.

5. Conclusions

In this study, a current MPC of a PMSM was investigated. The mathematical model of the motor
and the Simulink modeling of the MPC method are given. Both the simulation and experimental results
suggest that the designed MPC is feasible. For practical application, the main programmed algorithm
is also given. The speed responses show that the MPC performs better than traditional controllers,
as supported by the simulation and experimental results. MPC is shown to possess fast-tracking
capability and small steady errors in speed regulation, and the speed reference has a lower overshoot
under varied loads. The speed responses could be limited to 0.5 rpm, with experimental results
validated under different speed references. The experimental results proved the feasibility and
effectiveness of the designed MPC. This control method could be a promising candidate to control the
PMSM in the future.
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Appendix A

The main function of the code is to determine the states of MOSFET according to the cost function
g. According to the topology in Figure 1, the entire states of all MOSFETs can be determined if states
S1, S2, and S3 are obtained. States S4, S5, and S6 are correspondingly opposite to the three former
states. The control program corresponding to Figure 4 is shown below.
function Smin = MPC[wr,id,iq,theta]
s = [0 0 0; 0 0 1; 0 1 0; 0 1 1;1 0 0; 1 0 1; 1 1 0; 1 1 1]
gm = zeros(8,1);
s1 = s2 = s3 = s4 = s5 = s6 = s6 = s7 = 0;
for i = 1:8
sa = s(i,1); sb = s(i,2); sc = s(i,3);
Vinva = (Vdc*(2*Sa − b − Sc))/3;
Vinvb = (Vdc*(2*Sb − Sa − Sc))/3;
Vinvc = (Vdc*(2*Sc − Sb − Sa))/3;
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vsq = (2/3)*((Vinva*cos((Wr*t + theta))) + (Vinvb*cos((Wr*t) + theta + (4*pi/3))) + (Vinvc*cos((Wr*t) +
theta + (2*pi/3))));
vsd = (2/3)*((Vinva*sin((Wr*t + teta))) + (Vinvb*sin((Wr*t) + theta + (4*pi/3))) + (Vinvc*sin((Wr*t) +
theta + (2*pi/3))));
iq1 = iq + Ts*[vsq − R*iq − L*wr*id − phi*wr]/L;
id1 = id + Ts*[vsd − R*id + L*wr*Iq]/L
g = abs(idr − id1) + abs(iqr − iq1);
if(g < gm)
i_min = i;
g_min = g;
end
end
v = v(i_min);
iq = iq1;
id = id1;
s = s(:,i_min);
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Abstract: The purpose of this paper is the performance investigation of a Permanent Magnet
Synchronous Generator (PMSG) system, suitable for wind power applications and the comparison of
the machine electromagnetic characteristics under open and closed control loop implementations.
The copper and iron losses are estimated and compared for the above control systems with the use of
the Steinmetz-Bertotti loss separation equation. In addition, the effect of the rotating magnetic field
on the total losses is studied. The generator is simulated using Finite Element Analysis (FEA), while
the rest of the components are connected to the machine model using a drawing window of the FEA
software and suitable command files. The close loop control used in the present study results to less
losses and greater machine efficiency. The main novelty of the paper is the simulation of the PMSG
coupled with a converter and control schemes using FEA, which ensures more accurate results of the
whole system and allows the detailed machine electromagnetic study, while the majority of existing
papers on this topic uses simulation tools that usually simulate in detail the electric circuits but not
the machine. The FEM model is validated by experimental results.

Keywords: finite element analysis; pulse width modulation; permanent magnet synchronous generator;
wind generator

1. Introduction

The utilization of wind energy for electrical energy production is becoming more and more
attractive nowadays. In [1,2], various wind turbine concepts have been studied in order to achieve the
most efficient system. As the cost of rare-earth materials has come down, PMSGs have become more
and more popular due to their tolerable air-gap depth, high efficiency, high power factors, stability
and the absence of any additional DC supply and slip rings.

The majority of existing papers referring to the analysis of wind energy systems [3–8],
use simulation tools that are more focused on the detailed simulation of the control system rather
than the machine. Consequently, in most of the cases Matlab/Simulink is used as a simulation tool.
In [3], a wind generator system, simulated in a general-purpose circuit simulator, is presented. For the
simulation, a magnetic circuit model of a permanent magnet reluctance generator (PMRG) is introduced
and the simulation results are compared with experimental data. In [4,5], a multi-physics system for
wind turbines with permanent magnets and full conversion power electronics is presented. The study
uses two models, an analytical model and a FEA model, in order to simulate the generator while both
the power electronics and the DC link voltage control are simulated by Simplorer. However, as stated
in [5], although this co-simulation enables the researchers to investigate the full wind system, there is
a waste of simulation speed due to the communication and synchronization subroutines, additional
effort required to couple the simulation tools that come from different vendors and additional effort
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needed to develop models for different simulation and user interface environments. In [6], a variable
speed wind generator system using a PI controller has been investigated too. The system is simulated
in Matlab software which gives no opportunity for a detailed analysis of the system. In [7], a variable
speed wind energy conversion system, which uses a PMRG is investigated. The whole system is
simulated via a Simplorer-Simulink interface. In [8], a SRG coupled with an OULTON converter for a
WECS is studied, using experimental results and Matlab/Simulink. In [9] a DC-bus grid connected
hybrid wind/photovoltaic/fuel cell for supplying power to a low voltage distribution system is
presented and simulated using PSIM software. In [10] a PMSG that feeds a diode rectifier load is
simulated using FEM and the influence of gap consideration on load identification under various
Halbach-array-based topologies is investigated.

In this study the performance and the loss estimation of a PMSG system [11,12], suitable for
wind power applications, consisting of a PMSG, a three-phase single switch boost rectifier and the
controller are investigated. The generator is simulated using FEA, while the rest of the components are
connected to the machine model using a drawing window (circuit editor) of the FEA software and
suitable command files. The FEA approach uses a RM analysis solver. A time-stepping solution to the
transient electromagnetic equation is obtained allowing the rotor to rotate by the appropriate angle
at each time-step. In the present study, the non-linear BH characteristic of ferromagnetic material is
taken into account, which is time consuming, but it can provide more accurate results. Furthermore,
the machine and the winding configuration can be captured with more detail using FEA. Therefore,
the detailed simulation adopted to the present paper ensures better accuracy and reliability of the
results concerning all the system components and the ability to study the machine electromagnetic
behavior. In other words, a more detailed analysis has been conducted, which enables to obtain more
accurate waveforms and more precise information about the harmonic components that stress the
machine and distort the output voltage and current waveforms producing overheating. To the authors
knowledge, the existence of similar system studies, in which a detailed simulation of all components
is conducted, using modern simulation software tools, like in the present paper, is very limited in
the international literature and this fact can be considered as the originality of this particular article.
In addition, the FEM model is validated by experimental results which ensure its accuracy.

The simulated system is investigated for three different cases. At first, the generator feeds a
resistive load without a converter connection. Two generator models are used and compared. The first
one has magnets mounted on the rotor in an asymmetrical way, while the second has a symmetric
magnet topology. The real machine used in the present study has an asymmetrical topology, but the
symmetrical topology is simulated too, because the authors want to emphasize the accuracy of FEM
which gives the opportunity to simulate the machines in detail. A comparison in the cogging torque
and the stator current harmonic components of the two models has been made, that could not be
achieved using machine models from a Simulink software library. Secondly the generator, with the
asymmetric magnet topology, coupled with the converter and an open loop control, where the duty
cycle remains constant, has been investigated. Comparisons of the electromagnetic characteristics and
generator losses for various duty cycles and rotor speeds have been made. Then a close loop control,
that varies the duty cycle with the use of a PI controller, has been applied and the simulation results
are compared with those of the previous case. Finally, the losses due to the rotating magnetic field
have been investigated and estimated also.

2. The Wind Power System

Generally, wind power generation systems consist of a generator, a rectifier, a boost DC-DC
converter and an inverter. The terminal voltage of the machine is rectified and then boosted by the
DC-DC converter. The inverter converts the DC voltage to the appropriate voltage for the AC grid
connection [3–8]. The simulated system consists of the PMSG, the three-phase single switch boost
rectifier and the control system. Figure 1 depicts the schematic diagram of the system. In other words,
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this paper focuses mainly on the first stage of the conversion, i.e., in the AC-DC converter, while the
connection of the inverter, as well as the synchronization to the grid will be studied in the future.

Figure 1. The complete interconnected close loop system.

The investigated generator, that is a real commercial machine [11,12] with 12 slots, four pole
pairs, 200 Hz nominal frequency, 660 W rated power, 48 V nominal voltage and 3000 rpm nominal
speed, has been simulated. The stator winding is star connected, single layer, concentrated and
non-overlapping, while the magnets are mounted on the rotor in an asymmetrical way, that is different
distances between the magnets, in order a more sinusoidal voltage waveform to be induced [13].
For comparison purposes both the asymmetric and the symmetric model were simulated. Figure 2
presents the meshed cross sections of the FEM machine models and a photo of the rotor of the machine
with the asymmetrically placed magnets with three different distances (a, b, c) between them. The
machine has been modeled using Opera mesher and the model consists of approximately 45,000 linear
elements. On a modern PC (Intel i7-4770 with 8 GB RAM) the finite element analysis required 4 min in
order to reach the steady state condition when the generator feeds a resistive load without a converter
connection, 48 min when the generator is coupled with a rectifier and an open loop voltage control is
implemented, while 140 min for the close loop system.

Figure 2. (a) The meshed cross section of the PMSG with asymmetrically placed rotor magnets, (b) the
meshed cross section of the PMSG with symmetrically placed rotor magnets, (c) a photo of the rotor of
the machine with the asymmetrically placed magnets (a > b > c).

The three-phase single switch boost rectifier, whose principle of operation is analyzed in [14,15],
has been chosen to be connected to the generator terminals. By using the circuit editor of the FEA
software the model of the converter was connected to the FEA model of the PMSG. However, in this
particular study, we have omitted the boost inductors, in order to investigate the system dynamic
behavior exclusively due to the inductances of the machine [16]. The machine inductances act as the
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boost inductors for the voltage source rectifier. Consequently, the FEA model of the PMSG can provide
not only an electromagnetic insight of the machine but also a more precise sizing of the boost inductors,
if there are essential for the operation of the converter.

Open and close loop control systems are implemented (Figure 1) by inserting suitable command
files. The simulation results correspond to a specific operation at 3000 rpm, with the output load (R0)
10 Ω and the DC-link capacitor (C1) 2 mF. In the open loop control the duty cycle remains invariable,
while in the close loop control the duty cycle changes, with the use a PI controller. The PI compensator
input is the difference of the DC reference voltage and the output voltage Vdc, Figure 1.

3. Loss Terms

3.1. Copper Losses

The investigated machine is a PMSM and therefore only the stator has copper losses. It is known
that the stator copper losses consist of two components: a DC and an AC owing to skin and proximity
effects. In this study, for the copper losses per phase calculation, only the DC component is taken into
consideration, as the main interest is on the iron losses:

Pcu = I2R, (1)

where I is the stator current rms value and R the stator winding resistance that is considered constant.

3.2. Iron Losses

The iron losses have an important effect on the machine efficiency and performance and could
provoke machine overheating, reduction of the rated torque and the efficiency. One of the most
widespread of the literature methods for iron loss estimation is based on the Steinmetz-Bertotti
equation. According to this equation the total iron losses can be separated into hysteresis and eddy
current losses. The generator eddy-current losses are created due to three main reasons. The first
reason is the MMF distribution, especially when the machine has fractional slot concentrated windings.
In this case the amount of magneto-motive force (MMF) harmonics is large, which results in increased
eddy-current losses. Secondly the eddy current losses could be created due to the permeance variation,
while the third reason is the existence of PWM harmonics. The converter provokes time harmonics
in the stator current waveform and consequently losses are created on the generator [14,15,17–21].
Moreover, the eddy current losses are separated into classical losses, that are the eddy currents induced
in materials by an external alternating magnetic field, and excess losses that are result of the internal
movement of domain walls between different magnetic domains [22–25]. Taking into account the
above consideration, the total iron losses are the sum of hysteresis, classical eddy current and excess
losses [22,26,27]:

Pfe= Ph+ Pe+ Pa = �fekhfBα + �fekef2B2 + �fekaf1.5B1.5, (2)

where �fe is the iron density in Kg/m3, α is the constant of Steinmetz, kh is the hysteresis loss coefficient,
ke is the eddy current loss coefficient, ka is the excess loss coefficient, f is the electrical frequency in
Hz and B is the peak value of the magnetic flux density in T. The coefficients α, kh, ke, and ka, are
determined by fitting based on Epstein frame measurements and for the specific analysis they have
the values α = 2, kh = 0.0061 W/kg/Hz/Tα, ke = 0.00013334 W/kg/Hz2/T2, and ka = 0.00027221
W/kg/Hz1.5/T1.5. For the FEM simulations, the right choice of the material parameters and the power
supply conditions is the most critical factor.

Equation (2) is sufficiently accurate to predict the iron losses for an alternating magnetic field.
Nevertheless, for a rotating magnetic field, Equation (2) is not appropriate for the iron losses estimation.
In that case the magnetic field vector, except from the space rotation, creates rotating magnetic fields in
some regions of the electrical machine core which results in differentiated losses. The above losses due
to the rotating magnetic field are calculated in Section 6.
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4. FEM Model Validation

In order to validate the FEM model of the machine, essential experiments have been conducted in
the laboratory and the experimental results are compared with the corresponding simulation results.
The experiments were performed for the no load condition and when the generator is feeding a 10 ohm
resistive load through a three-phase diode bridge rectifier. The experimental system is depicted in
Figure 3. It consists of the PMSG coupled with a permanent magnet DC motor, the DC power supply
that feeds the permanent magnet DC motor, the three-phase diode bridge and a variable resistive load.
The current, voltage probes and the oscilloscope are used for the experimental procedure.

 

Figure 3. The experimental system in the Electromechanical Energy Conversion Laboratory.

At first experiments were conducted for the no load condition at 2000 rpm and the results are
compared with the corresponding FEA simulation results. In Figure 4a the line voltage waveform
is depicted, while in Figure 4b it can be seen the line voltage waveform that was exported for the
simulation. The rms value of the line voltage waveform resulted from experiment is 18.8 V, while the
same rms value resulted from simulation is 18.6 V. The difference is approximately 1%.

Figure 4. The waveforms of line voltage for the no load condition and 2000 rpm: (a) experimental
results, (b) FEA simulation results.

Experimental results are also exported when the generator is coupled with a three-phase diode
bridge rectifier and a resistive load. In Figure 5 the experimental and simulation results for 1500 rpm are
presented, while in Figure 6 the same results are depicted for 2000 rpm. The experimental results agree
very well qualitative as well as quantitative with the simulation results. When the generator speed
is 1500 rpm, the experimental rms line voltage is 13.5 V and the rms phase current 1.49 A, while the
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corresponding simulation values are 13.9 V and 1.32 A, respectively. For 2000 rpm, the rms line voltage
is 18.9 V and 18.6 V considering the experimental and simulation results, respectively, while the rms
phase current is 2.11 A for the experimental and 1.80 A for the simulation case. The differences between
the experimental and simulation results are very small and thus the FEM model is considered valid.

Figure 5. The waveforms of line voltage and phase current when the generator is coupled with a
three-phase diode bridge and a resistive load of 10 ohm for 1500 rpm: (a) experimental results, (b) FEA
simulation results.

Figure 6. The waveforms of line voltage and phase current when the generator is coupled with a
three-phase diode bridge and a resistive load of 10 ohm for 2000 rpm: (a) experimental results, (b) FEA
simulation results.
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5. Simulation Results

5.1. Symmetric and Asymmetric Model of the Generator with a Resistive Load

At first, the generator feeding directly a resistive load of 10 Ω, without the power electronic
converter, is investigated. In Figure 7a the phase current spectra for the two models, the asymmetric
and the symmetric, are compared. In both cases, the stator current contains higher harmonics caused by
the configuration of the stator winding and the rotor topology. In other words, the stator current does
not form a pure sinusoidal waveform, due to higher harmonics caused by the spatial non-sinusoidal
magnetic field distribution of the machine. The configuration of the stator winding and the rotor
topology strongly influences the harmonic content of the air gap magnetic field and thus the voltage
and the stator current. From the simulation, it can be verified that the generator with the asymmetric
configuration induces a more sinusoidal current. Indeed, the amplitude of the higher harmonic
components of the current is lower when magnets are placed asymmetrically, Figure 7a. According
to [13,28,29], when the magnets are placed asymmetrically on the rotor there is a reduction in the
cogging torque and also an EMF with lower harmonic distortion is induced. The cogging torque is the
result of the interaction between the stator slot openings with the PMs on the rotor, so the period of the
cogging torque is linked with the number of slots, Q, and poles, 2p. The period of the cogging torque,
Tc, can be expressed by the following relationship [29]:

Tc =
2π

LCM{Q, 2p} , (3)

where the LCM is the least common multiple. As far as the studied generator concerned, the period
of the cogging torque is Tc = π/12 s which can be verified by Figure 7b where the cogging torque
appearing in the two models is compared. From the same Figure it can be seen also that the amplitude
of the cogging toque is almost doubled in the case of the symmetric model of the machine.

Figure 7. (a) The phase current spectrum for the model for 3000 rpm rotor speed and a resistive load
10 Ω, (b) The machine’s cogging torque versus angle. (asymmetric model: blue line, symmetric model:
red line).

As the machine used for the experiment has asymmetrically placed magnets, the simulated
machine should have also the same rotor topology in order the results to be accurate. Therefore, in all
the simulations bellow the FEM model of the machine with asymmetrically placed magnets is used.

5.2. Open Loop Control of the System

The three-phase single switch boost rectifier is connected to the generator terminals and an open
loop PWM control is applied to the switch. In Figure 8a the output open loop DC voltages for three
different duty cycles when the machine supplies a resistive load of 10 Ω, are depicted and compared.
When the duty cycle increases, the output open loop DC voltage increases too. In Figure 8b the
distribution of the absolute value of the magnetic flux density (Bmod) is depicted for the case of the
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open loop control with 50% duty cycle. The switching period is equal to Ts = 10−4 s. The duty cycle does
not change and the conducting time interval of the switch is equal to ton = 5 × 10−5 s. In Figure 9a the
waveforms of the phase current for three different duty cycles are presented, while in Figure 9b the FFT
analysis in the machine phase current is shown. The ripples appearing in the waveforms of Figure 9a
result from the machine inductances and the switching frequency of the PWM technique [30,31]. As
the machine operates at 200 Hz and the switching frequency equals to 10 kHz, it can be seen 50 ripples
in the current waveform for one electrical period, Figure 9a. The aforementioned analysis reveals that,
this converter increases the amplitude of already existing harmonic components with order numbers μ
= 5, 7, 11, 13, . . . in the machine phase currents. Especially the fifth and the seventh harmonic of the
stator current are increased, Figures 7a and 9b [14,15,19,20]. The relation between the boost rectifier
duty cycle and the voltage ratio is given by the equation below:

Vi
Vo

= 1 − d, (4)

where, Vi is the input voltage, Vdc is the DC output voltage and d the duty cycle. By (4), it is revealed
that the voltage ratio and the duty cycle are inversely proportional variables. Thus, when the voltage
ratio presents a reduction, the duty cycle presents increment. As is it referred in [21], when the
ratio of Vi/Vdc is small, the stator current waveform has a shape closer to sinusoidal which means
smaller harmonic content. Figure 9b depicts that the PWM current harmonics amplitude raises with
the decrease of PWM duty cycle [32]. The increased harmonic amplitudes increase the stress of the
machine and the deformation of the output voltage and current waveforms. So, a precise estimation,
using proper simulation tools, is needed.

Figure 8. Waveforms of: (a) the output open loop DC voltage for a resistive load equal to 10 Ω and
various duty cycles: (green line—70%, blue line—50%, red line—30%), (b) The distribution of Bmod for
the nominal speed and 50% duty cycle.

Figure 9. Waveforms for various duty cycles of: (a) the stator current of phase A versus time for
the open loop system, (b) the phase current spectrum of the phase currents of the machine. (green
line—70%, blue line—50%, red line—30%).

As it is seen above, when a PMSG supplies a rectifier, like in wind generation systems,
the generator operation is influenced by the induced in the stator windings voltage and current
harmonics [19]. The time harmonics, which are introduced, not only distort the current
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waveform [14,15,19–21], but also lead to the increment of the losses [19,33,34]. The losses of the
machine due to the converter operation overheat the PMSM and affect its operation degrading the
generator reliability and efficiency. In Table 1 the copper losses, the iron losses and the generator
efficiency are quantified when the duty cycle changes. In all cases both the rotor speed and the
switching frequency, fs, remain invariable with values 3000 rpm and 10 kHz respectively. Observing
the Table 1 values, it emerges that the increment of the duty cycle provokes the increment of the copper
losses. On the contrary the iron losses present decrement [11,32]. If a comparison between the iron
losses reduction and the corresponding increment of the copper losses is made, it will be observed that
the first variation is much smaller. Actually the change of the duty cycle has greater influence on the
copper losses. Finally, it can be observed that the generator has the best efficiency for duty cycle equal
to 50%.

Table 1. Copper, Iron Losses and Efficiency for the Open Loop System for Different Duty Cycles and
Constant Rotor Speed.

Duty Cycle (%) Copper Losses (W) Iron Losses (W) η (%)

70 143.77 4.90 70.14
50 23.73 5.17 86.23
30 8.89 5.23 77.42

Figure 10a presents the iron losses versus harmonic order for the three selected duty cycles, while
in Figure 10b the basic harmonic is omitted in order to focus on the behavior of the higher harmonic
components when the duty cycle changes. It can be observed that the basic harmonic reduces when
the duty cycle increases, while the higher order harmonics increase.

Figure 10. Total iron losses versus harmonic order for different duty cycles (green line—70%, blue
line—50%, red line—30%): (a) the full spectrum from the first to the tenth harmonic, (b) the spectrum
without the basic harmonic for better clarity, focusing on higher order harmonics.

Figure 11 depicts the values of the three iron loss components resulting by using the loss separation
equation of Steinmetz-Bertotti. The implementation of the above theorem in the FEM software is made
by inserting the essential command files. All the iron loss components present reduction with the
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increment of the duty cycle. If the three iron loss components are compared, it can be observed that
the eddy current losses have the greatest value, while the excess losses have the minimum value.

Figure 11. Total iron losses versus duty cycle for 3000 rpm rotor speed (blue line—hysteresis losses,
red line—eddy current losses, green line—excess losses).

In Table 2 the copper losses, the iron losses and the efficiency are presented for three different
rotor speeds when the duty cycle is 50% and the output load is invariable. The increment of the rotor
speed leads to increment on both loss terms [35]. The best efficiency is achieved when the rotor rotates
with the nominal speed.

Table 2. Copper, Iron Losses and Efficiency for the Open Loop System for Different Rotor Speeds and
Constant Duty Cycle.

n (rpm) Copper Losses (W) Iron Losses (W) η (%)

2000 10.27 2.57 83.25
2500 15.58 3.77 85.70
3000 23.73 5.17 86.23

Figure 12a presents the iron losses versus harmonic order for the three above rotor speeds, while
in Figure 12b the basic harmonic is omitted in order to focus on the behavior of the higher harmonic
components when the rotor speed changes. It can be seen that when the speed increases all the
harmonic iron loss components increase also.

Observing Figure 13 it can be seen that the eddy current losses have the greatest contribution to
the total iron losses, while the excess losses have the minimum contribution. When the speed rises, the
eddy current losses present greatest variation compared to the hysteresis losses. This is logical because
according to Equation (2) the hysteresis losses have proportional relationship with the frequency, while
the eddy current losses have proportional relationship with the frequency square. Consequently, when
the operating frequency increases, the eddy current losses increase more than the hysteresis losses [36].
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Figure 12. Total iron losses versus harmonic order for different rotor speeds (blue line—3000 rpm,
red line—2500 rpm, green line—2000 rpm): (a) the full spectrum from the first to the tenth harmonic;
(b) the spectrum without the basic harmonic for better clarity, focusing on higher order harmonics.

Figure 13. Total iron losses versus rotor speed for 50% duty cycle (blue line—hysteresis losses, red
line—eddy current losses, green line—excess losses).

5.3. Close Loop Control of the System

In this section a close loop control has been applied, as it is seen in Figure 1. In this control
scheme the duty cycle is not constant, but it is modulated by the PI controller, as described previously.
The switching period Ts remains constant, while the conducting time interval of the switch, ton, changes
as it is determined by the close loop control. The electromagnetic variables of the machine in the steady
state of the close loop operation and the waveform of the output close loop DC voltage, when the load
varies, are studied. In order to study the operation of the control scheme a variation of the load was
imposed. At time t1 the load decreases from 10 Ω to 5 Ω and at time t2 the load is reestablished in 10 Ω.
Using the aforementioned close loop control, the DC output voltage of 50 V with small fluctuations,
independent from the load changes, is achieved as Figure 14a presents. The rise time is small enough,
so that the system is driven fairly quickly in steady state. Figure 14b presents the distribution of the
absolute value of the magnetic flux density (Bmod) for the close loop system. The comparison between
Figures 8b and 14b, reveals that in the case of the open loop control the machine is more saturated.
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Figure 14. Waveforms of: (a) the output closed loop voltage for a resistive load equal to 10 Ω and
nominal speed where there is a change in load from 10 Ω to 5 Ω during the time period 0.1–0.18 s,
(b) The distribution of Bmod for the close loop system.

In Figure 15a the machine phase current is depicted, while in Figure 15b the corresponding phase
current spectrum is shown. Both stator current waveform and spectrum for the close loop system
compared with the ones of open loop system with 50% duty cycle. In both simulations the speed
is constant at 3000 rpm. The rectifier input current exhibits a large fifth-order harmonic, although
the seventh-order harmonic presents a slight reduction compared with the open loop control system,
as shown in Figure 15b. Additionally, the second order harmonic component is missing when open
loop voltage control is used, while it is significantly increased in the case of the close loop control.
Table 3 compares the efficiency for the different output resistive loads when an open and a close loop is
implemented respectively. From the simulation results it emerges that the efficiency is increased with
the close loop control. This is an advantage of the close loop control implementation, as the losses that
cause fatigue and overheating to the machine reducing its lifetime are reduced. For all the resistive
load values, the increment of efficiency, in close loop control, is in the range of 3 to 5% comparing with
the corresponding ones in the open loop control.

Figure 15. Waveforms of: (a) the stator current of phase A versus time for the close loop system, (b) the
phase current spectrum (blue line—open loop system, red line—close loop system).

Table 3. Efficiency Comparison for Open and Close Loop System for Different Loads.

R0 (Ω) ηOL (%) ηCL (%)

4 80.33 83.24
6 83.61 86.45
8 85.61 87.98

10 86.23 90.94

In Figure 16a the waveforms of the radial component of the magnetic field flux density in the
middle of the airgap for both open and close loop control schemes are compared. In Figure 16b the
corresponding harmonic spectra are depicted. The first harmonic is neglected in Figure 16b for clarity
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purposes. Comparing the spectra one concludes that the amplitude of most magnetic field harmonics
is minimally reduced when the close loop control is applied.

Figure 16. Comparison of the open and close loop system: (blue line—open loop system, red line—close
loop system) (a) The radial component of the magnetic field flux density in the middle of the airgap,
(b) The corresponding harmonic spectrums.

The copper, iron losses and the efficiency are presented in Table 4 for the close loop system.
These values compared with the ones of the open loop system (Table 2—3000 rpm), reveal that in the
case of closed loop the copper losses are reduced significantly, the iron losses seem to remain almost
invariable, while the generator efficiency increases.

Table 4. Copper, Iron Losses and Efficiency for Close Loop System.

Copper Losses (W) Iron Losses (W) η (%)

8.75 5.24 90.94

Figure 17 compares the iron losses harmonic spectra for the cases of open loop system with 50%
duty cycle and the close loop system. In both simulations the speed is constant at 3000 rpm. The first
harmonic is missed out in Figure 17 for better clarity. It can be observed that although the iron losses
are almost invariable when the close loop control is implemented, in comparison with the open loop
control, the amplitude of some harmonic components changes. More specifically, the variation is
evident in odd harmonics (3th, 5th, 7th) that present reduction on the case of the close loop control.

Figure 17. Total iron losses versus harmonic order (blue line—open loop, red line—close loop).

In Figure 18 the total iron losses divided into the three components are presented. Likewise with
the results in the open loop control section, the eddy current losses have the major contribution on the
total losses, the excess losses have the smallest part and the hysteresis losses are located in the middle.
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Figure 18. The three losses terms that create the total iron losses for the close loop system.

6. Losses Due to the Rotating Magnetic Field

In order the issue of the rotating magnetic field to be addressed, two alternating fields have to be
considered. One field with maximum value the maximum value of the rotational field (Bmax) and a
second field with maximum value the minimum value (Bmin) of the rotational field. Figure 19 depicts
the expected form of the geometrical locus in the machine. In this section, two regions of the stator
core are selected, as it can be seen from Figure 20 and both the magnetic induction waveforms and the
geometrical locus of the vector Bt versus Br are investigated for these regions. The rotating magnetic
field appears as the geometrical locus of the Bt versus Br and it will have the shape of a circle or
an ellipsis.

Figure 19. Elliptical locus in the rotating machine [25].

 

Figure 20. The two regions (1, 2) of the stator in which the magnetic induction and the geometrical
locus are computed.

When the Bmin has zero value, it means that in this region the magnetic field is not rotating but
only alternating and the geometrical locus is a straight line. The locus becomes a circle, in the case that
the two fields are equal. The changes of the shape of the geometrical locus are quite important, since
additional core losses are created by the rotational magnetic field which cannot be estimated using
Equation (2). Indeed, keeping Bmax unchanged, Bmin can vary on the range [0, Bmax], the locus changes
from a line to a circle, and the iron losses increase in relation with the change of Bmin [25].

165



Energies 2018, 11, 3404

In Figure 21 the absolute value of the magnetic induction versus time is depicted for the two
different regions, while in Figure 22 the corresponding variation of Bt versus Br over one electrical
period is presented. The study is referred to open loop system with 50% duty cycle and nominal rotor
speed 3000 rpm. By Figure 22, it can be observed that the rotational vector of the magnetic induction
creates extra iron losses in the generator. Indeed, the losses in the machine region where the machine
induction value falls to zero periodically are not the same with the ones of a region where the machine
induction has the same maximum value but it doesn’t fall to zero. Consequently in the region 1 the
geometrical locus is an ellipsis and the magnetic induction presents space rotation. In the case of the
region 2 the ellipsis increases and the locus shape looks like to a circle. Obviously, in both cases the
vector of the magnetic induction has no zero value, while concurrently it presents space rotation.

Therefore, in order to compute the total iron losses, one major direction in the geometrical locus
that will be the dominant should be taken into account and one minor direction also. The total iron
losses are the sum of the iron losses in the major and the minor direction. Thus, the classical equation
of Steinmetz-Bertotti should be rewritten by taking into account the two fields:

Pfe= Ph+ Pe+ Pa= �fekhfBmax
α+�fekhfBmin

α+�fekef2Bmax
2+�fekef2Bmin

2+�fekaf1.5Bmax
1.5+ �fekaf1.5Bmin

1.5, (5)

The total iron losses resulting from the addition of the rotating magnetic field losses are presented
in Table 5. The results of Table 5 have been exported using Equation (5) in which the existence of one
major and one minor field is considered. The losses resulting from the rotating magnetic field are
small, as it was expected.

Figure 21. The absolute value of the magnetic induction versus time for an open loop control with 50%
duty cycle and rotor speed 3000 rpm: (a) Region 1, (b) Region 2.

Table 5. Total Iron Losses When the Losses Due to Rotating Magnetic Field Taken into Account.

Hysteresis Losses (W) Eddy Current Losses (W) Excess Losses (W)

Without Rotating Magnetic Field 1.18 3.45 0.54

Rotating Magnetic Field 0.09 0.40 0.06
Total Losses 1.27 3.85 0.60
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Figure 22. Magnetic induction geometrical locus for an open loop control with 50% duty cycle and
rotor speed 3000 rpm: (a) Region 1, (b) Region 2.

7. Conclusions

In this paper, the performance of a PMSG system, appropriate for wind power applications is
studied. Furthermore, the copper and iron losses are estimated. The iron losses are estimated with
the use of the Steimetz-Bertotti loss separation equation. Moreover, the iron losses due to the rotating
magnetic field are also taken in to account. The PMSG is simulated using FEA, thus the results are
more accurate and an electromagnetic insight of the machine can be determined. The validation of this
FEM model has been done by setting up in the laboratory an experimental system and comparing the
simulation with experimental results. Firstly, the PMSG without a converter connection is investigated.
Two models, with asymmetric and symmetric magnets mounted on rotor, are compared. The emphasis
is given on the ability of the FEM analysis to obtain qualitatively and quantitatively more accurate
results. These results cannot be obtained using Simulink machine models, because this kind of
software cannot simulate the machine in detail. From the comparison between the asymmetric and
the symmetric model of the generator it is shown that the asymmetric model has more sinusoidal
input currents with smaller harmonic component and smaller cogging torque. Secondly, the PMSG
coupled with the three-phase single switch boost rectifier is investigated. An open loop control has
been implemented to the converter switch which keeps the duty cycle constant. The rectifier increases
the harmonics in the machine phase currents which have been estimated and discussed. Especially
the fifth and the seventh harmonic are increased when the generator is connected to the rectifier and
an open loop control scheme is applied. Moreover, the reduction of the PWM duty cycle leads to
current harmonics increment and copper losses reduction. In opposition the iron losses are increased
when the duty cycle reduces, but the increment is small compared to the copper losses reduction.
Regarding the generator efficiency the greatest value is achieved for 50% duty cycle and rotor speed
at its nominal value. The increment of the speed leads to both copper and iron losses increment.
Then, a close loop control has been applied to the converter switch. The close loop control scheme
leads to a slight reduction of the seventh-order harmonic, although the fifth harmonic of the machine
phase current remains high. Furthermore, the efficiency presents increment in the case of close loop
control. The waveforms of the radial component of the magnetic field flux density in the middle of
the airgap and the corresponding harmonic spectrums for both open and close loop control schemes
are compared. The comparison shows that the amplitude of most magnetic field harmonics is slightly
reduced when the close loop control is applied. The copper losses present remarkably reduction.
The iron losses maintained almost invariable, but the amplitude of the iron losses associated with
odd harmonics (3th, 5th, 7th) present reduction in the case of the close loop control. Moreover, the
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existence of the rotating magnetic fields leads to extra machine losses. To conclude, in both open and
close control simulations, the eddy current losses have the major contribution on the total iron losses,
and the excess losses have the minor contribution.

The significance of this work lies in the fact that by using a detailed analysis of the machine, using
FEM, at the design stage, the electromagnetic results can be accurately obtained in order to choose the
most essential configuration for the whole system. An important outcome is that by using the close
loop control it is possible to achieve less losses and greater efficiency of the machine, while the research
in the field of control techniques can be expanded. In a next step the losses on the magnets can be
added in order to have the full impact of the losses in machines efficiency, as the early estimation of the
losses can prevent generator overheating and damaging. In addition, this study can be expanded using
the full grid connection system. Other future investigation can be the optimization of the control of the
boost rectifier in order to increase further the efficiency or the application of other control methods
and the comparison of these methods and their influence on the machine electromagnetic behavior.
The full grid system will be investigated exclusively using the FEM software for the machine, unlike
most papers on this topic which use simulation tools that simulate in detail the electric circuits but not
the machine.
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Abstract: Cogging torque is a pulsating, parasitic, and undesired torque ripple intrinsic of the design
of a permanent magnet synchronous generator (PMSG), which should be minimized due to its
adverse effects: vibration and noise. In addition, as aerodynamic power is low during start-up at
low wind speeds in small wind energy systems, the cogging torque must be as low as possible to
achieve a low cut-in speed. A novel mitigation technique using compound pre-slotting, based on a
combination of magnetic and non-magnetic materials, is investigated. The finite element technique
is used to calculate the cogging torque of a real PMSG design for a small wind turbine, with and
without using compound pre-slotting. The results show that cogging torque can be reduced by a
factor of 48% with this technique, while avoiding the main drawback of the conventional closed slot
technique: the reduction of induced voltage due to leakage flux between stator teeth. Furthermore,
through a combination of pre-slotting and other cogging torque optimization techniques, cogging
torque can be reduced by 84% for a given design.

Keywords: cogging torque; permanent magnet synchronous generator; small wind turbines; finite
element method; renewable energy; energy conversion

1. Introduction

Increasing interest in the efficiency of electric machinery and reducing maintenance costs is making
the use of permanent magnet synchronous generators (PMSGs) more common. PMSGs combine high
efficiency with low maintenance and a high power density [1], factors that make them extremely
attractive for use in renewable energy applications are, such as wind [2], wave power [3], and tidal
power [4], or electrical mobility applications [5] and, in general, in uses where they must act as a motor
or generator. Furthermore, in renewable energy applications, PMSGs allow direct-drive configurations,
making the use of a gearbox unnecessary or reducing the number of gearbox stages, which decreases
the overall generator volume and improves its efficiency [6].

However, machines based on permanent magnets (PMs) also have some drawbacks, and the
cogging torque is one of the main ones. The magnetic interaction between the flux generated by
the rotor PMs and the stator geometry results in a pulsating torque called cogging torque, which,
depending on the PM machine design, can cause an undesired ripple in both the machine’s induced
voltage (EMF) and its mechanical torque [7,8]. Other problems with PMSGs are the vibrations and
noise they make. Since this type of machine has high magnetic flux density values in the air gap,
the electromagnetic forces between the PMs and the stator teeth are high [9]. These electromagnetic
forces are divided into two components, one radial and the other tangential. The tangential component
of the electromagnetic force contributes to the torque in the stator teeth, while the radial component
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causes vibrations and even deformations in the machine [10]. These radial forces act on the stator
producing vibrations and noise, especially when their frequency coincides with the natural frequency
of the machine’s mechanical structure [11].

The cogging torque is especially important in wind energy applications as it establishes in which
conditions the system will begin generating. The mechanical torque captured by the generation system
must be larger than the cogging torque starting the rotation, which is why achieving a reduced cogging
torque is one of the objectives for this type of machine.

There are several methods to reduce cogging torque in the PMSG design phase. The most used
is skewing, which consists of preventing the stator teeth and the magnets from becoming aligned by
either turning the stator teeth [6,12] or the rotor’s permanent magnets [1,2,13]. The required skew
angle to largely cancel out the effect of the interactions between the PMs and the slots depends on how
many slots and poles the machine has. Other methods study the use of notches in stator teeth [7,14].
These notches produce the same effect in the magnetic interaction as the slots and increase the effective
number of slots, which impacts on the cogging torque as it depends on how many poles and slots the
machine has. Therefore, this method’s effectiveness is conditioned by the number of poles and slots
selected in the design.

A study is presented in [15,16] in which slot openings in one half of the stator, shift in one direction
with respect to the tooth and in the other half, shift in the other direction. This means the cogging
torque waveform moves in opposite directions in each machine half and the cogging caused by each
machine half may be cancelled out depending on the shifted angle. Other studies focus on the shape
of PM edges, concluding that their size can be reduced on the magnet sides to lessen air gap reluctance
variation, which reduces the magnetic energy variation in the machine and, therefore, mitigates the
cogging torque [17,18].

Several authors have conducted studies of PMSG with closed slots and their effects. Leakage fluxes
caused as a result of closing stator slots are analyzed in [4], concluding that the size of PMs should be
increased to compensate flux loss through closed slots. The increase in iron losses caused by tooth-tip
saturation, distortion in the induced voltage this saturation causes and how the use of closed slots
influences this, are studied in [19,20]. The study by [21] focuses on average torque and its ripple in
machines with closed slots for several stator types. The work by [22] analyzes the use of magnetic
composite wedges to close stator slots in terms of stator flux linkage, average and ripple torque,
and magnetic losses.

Unlike the above-mentioned methods, which focus on minimizing the cogging torque in the
machine design stage, this article proposes a cogging torque reduction method that is easy to implement
without the need for any changes to the original design of the machine, a 6.3-kW generator for a
small wind turbine. The suggested solution comprises sliding a metal part (a pre-slot wedge) into the
slots after completing the machine winding. This technique minimizes slot openings so that induced
voltage remains unaltered and the mounting of machine windings is not hampered. The results of
the proposed method are analyzed using FEMM 2D (Finite Element Method Magnetics) software
on an original PMSG design and compared with the results obtained experimentally. Additionally,
constructive improvements are suggested to reduce cogging torque. Finally, the article shows how the
proposed technique can also be combined with the skewing technique, thus significantly reducing the
cogging torque to 0.03 Nm in the ideal case and 0.51 Nm when imperfections in the manufacturing
process are considered.

2. Machine Type and Main Parameters

The machine involved in this study is a double layer fractional winding PMSG with an interior
rotor and surface-mounted magnets comprising 36 slots and 20 poles. Figure 1a is a cross section of the
generator showing the slots forming the stator, the rotor in the internal part, and the surface-mounted
magnets above it in the central part. The details of the millimeter measurements of the machine’s
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slots and PMs are shown in Figure 2. The characteristic parameters of the studied PMSG are shown in
Table 1.

  
(a) (b) 

Figure 1. Cross section area of the permanent magnet synchronous generator (PMSG): (a) Original
model; (b) Model with centered holes.

Figure 2. Slot and magnet dimensions (mm).

Table 1. Parameters of the permanent magnet synchronous generator (PMSG) machine.

Parameter Value

Phase 3
Pole number 20
Slot number 36
Rated speed 232 rpm
Rated power 6300 W
Rated voltage 256.4 V
Rated torque 102 Nm

Air gap 1 mm
Thickness of PM 3 mm
Rotor diameter 180 mm
Material of steel M330-50A
Material of PM NdFeB
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The analysis of the PMSG and the cogging torque reduction methods proposed in this study was
performed using FEMM 2D finite element software. To validate the FEMM model used in the cogging
torque reduction analysis a comparison is made with the experimental values of the original machine.

3. Cogging Torque

Cogging torque is a parasitic torque resulting from interactions between the rotor’s permanent
magnets and the stator slots. Air gap reluctance differs depending on the rotor’s angular position
to the slots. Rotor magnets tend to align with the stator in the position in which air gap permeance
is larger [23], so when they are shifted from this position during rotation, they generate a torque,
the cogging torque.

Electromagnetic torque can be obtained from the variation in the total energy of the magnetic
field compared with the angular position of the rotor θ when excitation current is constant [14]

T = −∂Wc

∂θ
(1)

The total energy stored in the magnetic field or coenergy Wc in a PMSG is given by [7]

Wc =
1
2

L i2 +
1
2
(R + Rm) ∅

2
m + N i ∅m (2)

where L is the inductance of the windings, i the excitation current, R and Rm are, respectively,
the reluctances viewed by the magnetomotive force and by the magnetic field, ∅m the flux due
to the magnets crossing the air gap, and N the number of winding turns.

Therefore, substituting in Equation (2) results in

T =
1
2

i2
dL
dθ

− 1
2
∅

2
m

dR
dθ

+ N i
d∅m

dθ
(3)

The second term of Equation (3) corresponds to magnet reluctance torque and it is known as
cogging torque [17], Tcog

Tcog = −1
2
∅m

2 dR
dθ

(4)

As observed in Equation (4), cogging torque is independent of the current and corresponds to
the result of analyzing Equation (3). when the machine is in open circuit. Cogging torque depends on
magnetic flux and on the rate of change of air-gap reluctance. From Equation (4), to minimize Tcog,
reluctance R should be independent of the rotor position. Therefore, a very low cogging torque design
requires an almost constant value of R for any rotor position.

4. Cogging Torque Measurement

Cogging torque is calculated in FEMM for every angular rotor position, making the machine
operate off-load. The torque is calculated by integrating the Maxwell stress tensor throughout the
air gap

Tcog =
L

g uo

∫
S

r Bn Bt dS (5)

where μo is the air gap permeability, L is the rotor depth, g is the air gap length, Bn the normal flux
density, Bt the tangential flux density and r the radius from the center of the rotor to the center of the
air gap [7].

Compared with the results obtained when the calculation is based on the magnetic energy
variation with respect to the angular rotor position given by Equation (1), in [18] it is shown that both
methods obtain almost identical results.
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The simulation in FEMM of the PMSG in Figure 1a obtained the cogging torque shown in Figure 3
(“original” curve), whose maximum value is 2.32 Nm, while the experimental results of the machine
show maximum values of 3.70 Nm. The main reason for this deviation from experimental values is
due to component manufacturing tolerance. Consequently, if a tolerance of ±0.1 mm is included in the
20 PMs of the PMSG model and this error is distributed randomly at the height of the PMs, the result
shown in Figure 3 (curve “with manufacturing errors”) is obtained. Having magnets that are not the
same, impacts the cogging torque significantly, mainly because differently sized PMs cause higher
magnetic flux variations in the air gap. The maximum cogging torque value obtained in the simulation
is 3.90 Nm (Figure 3). This value is slightly higher than the experimental PMSG results, making it
possible to validate the developed FEMM model with respect to the cogging torque analysis.

Figure 3. Simulation results of cogging torque of the original model considering manufacturing errors.

5. Cogging Torque Reduction Methods

5.1. Pre-Slot Method

The main objective is to reduce the cogging torque without affecting the machine’s construction
characteristics and, therefore, without making any changes in the generator’s geometry.

A closed-slot stator topology reduces reluctance variation in the air gap and, therefore,
the machine’s maximum cogging torque value. Furthermore, the minimum dimensions of PMSG slot
openings are conditioned by winding mounting factors. Their minimum size depends on the cross
section of the winding conductors so that they can be inserted in the slot.

Furthermore, the slot closing method has the drawback of generating a leakage flux through the
slots due to the high permeability of the magnetic core connecting the teeth, Figure 4a. These leakages
reduce the flux linked by the machine windings, thus producing a drop in induced voltage. This drop
in induced voltage can be seen in Figure 5, showing the induced voltage of the PMSG with open slots
(the “original” curve) and with closed slots. The effective induced voltage value is 256.4 V in the
original generator model with open slots, and it decreases to 221.6 V when the slots are closed.

To avoid the above-mentioned drawbacks, the proposed cogging torque reduction method consists
of closing the slots by sliding in a pre-slot part made of the same ferromagnetic material as the stator,
as observed in Figure 6. The pre-slot is placed between the teeth longitudinally after machine winding;
this does not alter the winding or the slot fill factor. Figure 6a provides details of the space between
two of the machine’s stator teeth showing where the ferromagnetic part is slid into the start of each

175



Energies 2018, 11, 3219

slot. The pre-slot considered in this study is 1.5 mm high; its dimensions are adjusted to the available
space to render changing the machine winding unnecessary.

  
(a) (b) 

Figure 4. Magnetic field lines (θ = 0◦): (a) Model with closed slots; (b) Model with pre-slots.

Figure 5. Effect of closed slots in back electromotive force (EMF).

 
(a) (b) 

Figure 6. Proposed cogging-torque reduction method: (a) Pre-slot with separator; (b) Pre-slot with
triangular separator.
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A material separator with low magnetic permeability (aluminum or similar) and a width of 1 mm,
the same distance as the machine’s air gap, is in the central part of the pre-slot. The purpose of the
central separator is to prevent the above-mentioned flux leakage linked by the windings. As this is a
non-magnetic separator, it prevents the pre-slot from closing the magnetic field lines and, therefore,
preventing flux from circulating between two consecutive PMs.

In accordance with the developed FEMM model, inserting pre-slots with a separator manages to
reduce the maximum cogging torque value by 37.9% compared with the original PMSG, as observed
in the results shown in the graph in Figure 7, but it does not decrease induced voltage as using the
separator reduces leakages.

Figure 7. Comparison of cogging torque reduction with pre-slot method.

This cogging torque reduction can be improved by considering other alternative geometrical
pre-slot configurations. A triangular separator, as shown in Figure 6b, can lessen the magnetic energy
variation caused in the original teeth edges or in pre-slot separators, which decreases the machine’s
cogging torque.

Pre-slot geometry with a triangular separator prevents leakage flux through it, as occurs with the
central separator model, thus preventing the undesired decrease in induced voltage and in linked flux
through the machine windings. Similarly, it produces a higher reduction in maximum cogging torque,
as shown in the graph in Figure 8, decreasing the cogging torque generated by over 47.8%.

An analysis of induced voltage harmonics was conducted to confirm that the installation of
the proposed pre-slot system to reduce cogging torque does not affect the machine’s technical
characteristics. The PMSG is designed for small wind-power applications and, therefore, if an
uncontrolled rectifier is used, the harmonics level is of no importance. However, if the connection
is via a full converter, the opposite is the case. Figure 9 shows the frequency spectrum of the first
20 harmonics of each of the waves and the harmonic distortion rate (THD) for each model; therefore,
the analysis was conducted from the fundamental frequency of 38.67 Hz to the twentieth harmonic of
773.4 Hz.

Table 2 shows how the THD values obtained remain low and similar across all cases and
never exceed 2%. The pre-slot solution with a triangular separator presents the least harmonic
distortion of the considered models; it is very similar to the closed-slot model and improves the
original configuration.
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Figure 8. Comparison of cogging torque reduction with the triangular pre-slot method.

 

Figure 9. Harmonic spectrum for the proposed reduction method.

Table 2. Harmonic distortion rate (THD) of the different models.

Model THD (%)

Original design 1.54
Design with closed slot 1.39

Design with pre-slot 1.88
Design with triangular pre-slot 1.33

5.2. Manufacturing Aspects to Reduce the Cogging Torque

Any change in the magnetic circuit alters its reluctance and, therefore, in accordance with
Equation (4), it affects the cogging torque and must be considered to reduce it. Consequently, it was
found that the holes for correctly aligning the rotor sheet metal with screws in the original design
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significantly influence the machine’s cogging torque, depending on their position with respect to the
PMs, Figure 1b.

The impact of these holes on the cogging torque was analyzed for their different positions with
respect to the PMs. The conclusion is that the optimal position, which minimizes cogging torque, is a
centered position with respect to the magnets. Figure 10b shows the case in which the rotor hole is
centered with respect to the PMs. In this situation, the holes have virtually no influence on magnetic
field lines linking one magnet with another. In contrast, when the hole is decentered, Figure 10a,
the effect is a smaller effective area in the rotor through which the field lines circulate. Therefore,
reluctance increases with respect to the case shown in Figure 10b (centered hole) and the magnetic
energy in the rotor decreases as observed in Figure 11.

  
(a) (b) 

Figure 10. Magnetic field distribution (θ = 0◦): (a) Original model, without centered holes; (b) Model
with centered holes.

Figure 11. Magnetic energy in the rotor.

Figure 12 shows the magnetic energy stored in the machine with respect to the rotor during
electrical 360◦ (mechanical 36◦) for both PMSG models. If the hole is decentered, energy minimums
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occur when the hole is aligned with a stator tooth. In this position, the flux between two adjacent
magnets would be the maximum if there was no hole. Consequently, as observed in Figure 12,
and given that the teeth are distributed every mechanical 10◦ along the stator, the energy minimum
occurs with this frequency.

Figure 12. Total magnetic energy.

Figure 13 compares the cogging torque for both PMSGs, resulting in a higher value when the hole
is decentered given that more magnetic energy variations occur, as presented in Figure 12. The cogging
torque of the model with decentered holes is 2.32 Nm, while this value does not exceed 0.86 Nm when
the holes are centered. Figure 13 also shows that the presence of decentered holes even produces a
change in the cogging torque wave period.

Figure 13. Cogging torque of the original PMSG and model with centered holes.
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5.3. Comparative Results

Table 3 compares the maximum cogging torque values obtained with the original design with the
two proposed pre-slot configurations and shows the reduction percentage with respect to the original
design. The results of the different models are shown in the ideal case (with no manufacturing errors)
and considering manufacturing errors in the magnets. Considering centered holes and the original
design, the cogging torque is low (0.86 Nm), however in the real case when considering manufacturing
errors this value is still too high in line with experimental measurements (3.31 Nm) with respect to the
nominal torque (102 Nm) and needs to be reduced.

Table 3. Comparison of the maximum cogging torque values obtained for the prototype and the
different models considered in the study.

Model Without Manufacturing Errors Considering Manufacturing Errors

Nm Reduction (%) Nm Reduction (%)
Original Design (without Centered Holes)

Prototype 3.70 - - -
Original design 2.32 - 3.92 -

Pre-slot with separation 1.44 37.9 2.03 48.2
Triangular pre-slot 1.21 47.8 1.90 51.5

Design with all Holes Centered
Original design 0.86 - 3.31 -

Pre-slot with separation 0.61 29.1 1.80 45.6
Triangular pre-slot 0.59 31.4 1.76 46.8

Finally, the proposed pre-slot method was compared with the skewing technique and the
combination of both is considered. The technique of fractional skewing in the rotor [24] comprises
dividing the rotor and turning one division away from another for half the cogging torque period.
Four divisions were considered in this analysis, as observed in Figure 14. Therefore, considering that
the cogging torque period is mechanical 2◦, the shift of one division with respect to another is half
of this period, which equals 1◦. As observed in Table 4, concerning the model with centered holes
and in the ideal case of having no manufacturing errors, applying this combined technique manages
to reduce the cogging torque to a peak value of 0.03 Nm or to 0.51 Nm if manufacturing errors are
considered. In either of the two cases, the cogging torque reduction is very significant.

Table 4. Comparison of the maximum cogging torque values of PMSG with centered holes and the
different models considering skewing.

Model
Without

Manufacturing Errors
Considering

Manufacturing Errors

Nm Reduction (%) Nm Reduction (%)
Design with centered holes 0.86 - 3.31 -

Design with centered holes + Triangular pre-slot 0.59 31.4 1.76 46.8
Design with centered holes + Skewing 0.31 64.0 1.34 59.5

Design with centered holes + Triangular pre-slot + Skewing 0.03 96.5 0.51 84.6

Figure 15 shows the cogging torque waveform obtained for the PMSG with centered holes.
Because of the reluctance periodicity, the cogging torque is a periodic waveform with a frequency
given by:

fTcog =
ω·LCM

(
Nslots, Npoles

)
360◦ = 696 Hz (6)

where ω is the mechanical speed (1392◦/s), LCM the least common multiple of the number of slots
(Nslots = 36) and the number of poles (Npoles = 20). The results in Figure 15 show the decrease in the
cogging torque with the pre-slot triangular method and that this improvement is even better when
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combining this pre-slot installation technique with fractional skewing in the rotor, up to 84% less in
the most realistic case of considering errors in manufacturing processes.

 

Figure 14. Fractional skewing in the rotor.

Figure 15. Cogging torque of the centered holes PMSG model, triangular pre-slot model and triangular
pre-slot model with skewing (with manufacturing errors).

In addition, Figure 16 compares the air gap magnetic flux density in the proposed pre-slot method
with the skewing technique, and the combination of both.

Finally, Table 5 shows how the cogging torque reduction affects the machine’s induced voltage:
the triangular pre-slot method proposed increases EMF due to the magnet flux canalization to the
teeth, while skewing decreases it. When combining this pre-slot technique with fractional skewing in
the rotor, again a decrease in EMF is observed but in a softer way. As a result, the skew of the rotor
reduces the generator efficiency, but combined with the pre-slot technique this reduction will be lower.
The cogging torque reduction techniques, as pre-slot technique or skewing, help reducing undesired
ripple and allow achieving low cut-in speed in small wind systems; however they add complexity to
the manufacturing process and thus may increase the product cost.

Table 5. Comparison of the electromotive force (EMF) and cogging torque values of PMSG with
centered holes and the different models considering skewing.

Model EMF (V) (p.u.) Cogging Torque (Nm)

Design with centered holes 241.52 1.000 3.31
Design with centered holes + Skewing 229.47 0.950 1.34

Design with centered holes + Triangular pre-slot 247.73 1.026 1.76
Design with centered holes + Triangular pre-slot + Skewing 233.04 0.965 0.51
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Figure 16. Air gap magnetic flux of the centered holes PMSG model, triangular pre-slot model,
and triangular pre-slot model with skewing (with manufacturing errors).

6. Conclusions

This article presents a new cogging torque reduction technique that does not require changes
to the machine’s main geometry. It proposes placing pre-slots in the initial part of the stator slots.
These pre-slots are made of the same ferromagnetic material as the stator, with a non-magnetic central
separator (in two halves). The pre-slots are slid longitudinally between the slots after completing
machine winding and, therefore, without altering the PMSG’s fill factor.

Introducing a central part of non-magnetic material prevents leakage flux between the machine’s
teeth and also stops its induced voltage from reducing significantly with respect to the configuration
without pre-slots.

The proposed method manages to reduce cogging torque in PMSGs with surface-mounted
magnets by up to 47.8%. Additionally, the article analyzes how changing the magnetic circuits for
construction reasons can affect the cogging torque, which can easily be optimized. The pre-slot
technique is also compatible with other cogging torque reduction techniques, such as skewing.
When the above-mentioned methods are combined, cogging torque is reduced by 84.6% considering
manufacturing errors.
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Abstract: Due to their high efficiency and low cost of maintenance, brushless DC motors (BLDCMs)
with trapezoidal electromotive forces (back-EMFs), have become widely used in various applications
such as aerospace, electric vehicles, industrial uses, and robotics. However, they suffer from large
current ripples and current spikes. In this paper, a new method for minimizing current spikes
appearing during BLDCM start-up or sudden set point changes is proposed. The method is based
on controlling the MOSFET gates of the motor driver using R-C filters. These filters are placed
between the PWM control signal generator and the MOSFET gates to smooth these control signals.
The analysis of the proposed method showed that the R-C filter usage affects the BLDCM steady-state
performances. To overcome this limitation, the R-C filter circuit was activated only during current
spikes detection. The effectiveness of the proposed method was analytically analyzed and then
validated through simulation and experimental tests. The obtained results allowed a reduction of
13% in current spikes amplitude.

Keywords: Brushless DC motors; current ripples; current spikes; modeling; back electromotive force;
R-C filter

1. Introduction

Nowadays, brushless DC motors (BLDCMs) have become a preferable choice due to several
advantages such as a high power to weight ratio, a high torque to current ratio, fast response, and above
all high efficiency and less maintenance [1]. They are widely used and recommended in areas such as
clean and explosive environments (where control induced sparks can cause undesirable damages),
food and chemical industries, electric vehicles, and photovoltaic pumping systems [2]. Unlike DC
motors, BLDCMs have no brushes, which provides for a long lifetime.

Generally, the BLDCM with trapezoidal electromotive forces (back-EMFs) is the most prevalent
type [3], since it does not require complex control, expensive sensors, or high-resolution sensors when
compared to brushless AC motors. The latter need a sinusoidal current waveform while BLDCMs
require a square current waveform for proper operation [4]. The BLDCM drive control is based on a
three-phase half-bridge structure that can be composed of six or four switches [4–6].

Torque ripples are considered one of the main drawbacks of the BLDCM. They are generated due
to several reasons such as non-ideal form of the back-EMF, cogging, and reluctance torques [7], which
have led researchers to investigate and propose several torque ripples reduction methods [3,4,7–10].
For instance, the analysis of torque ripples caused by the noncommutated phase is addressed in
References [3,4], where the PWM_ON_PWM control strategy was implemented. An auxiliary DC
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voltage source, connected in series with the inverters’ DC bus, was employed for torque ripple
reduction in Reference [7]. A novel PWM method was established in Reference [8], where current
spikes and current ripples, generated by the unipolar PWM control signals in the braking phases,
were respectively source-illustrated and minimized. Optimal duty ratio calculation, to be applied to
the incoming and outgoing phases during commutation intervals, was presented in References [9,10].
A current optimizing control method was investigated in Reference [11], where the three-phase current
trajectories were set according to the torque reference.

Adding a DC-DC converter in with the three-phase inverter for torque ripple reduction was
studied in References [12–20]. For instance, a buck converter was the implemented topology in
References [12,13], with power factor correction based on PID fuzzy controller in Reference [14]. Other
converter topologies were also used, such as a Z-source inverter in Reference [15], an integrated dual
output DC-DC converter in Reference [16], and a CUK converter in Reference [17]. A SEPIC (Single
Ended Primary Inductor Converter) DC-DC converter was implemented in Reference [18] with a
three-level neutral-point-clamped (NPC) inverter. The output voltage of the SEPIC converter was
regulated to be equal to four times the back-EMF voltage during the commutation period and was
integrated using a switches selection circuit. This study [18] was improved in Reference [19] with
a modified SEPIC converter to reduce the number of needed DC-DC converters with the usage of
the same selection circuit. This selection circuit was eliminated in Reference [20] to minimize the
implemented components. Other works were focused on studying the torque ripple induced from the
motor itself, such as in References [21,22], where the torque ripples caused by non-ideal back-EMF
were mitigated with pulses time calculation used for switches control.

Another issue regarding the BLDCM control is the current spikes. These spikes may lead to
damage to the controller or the motor itself. The traditional all-turn-off current limit logic is the most
used method for current limitation. However, the approach may damage the minimized DC link
capacitor-based drive systems. In Reference [23], a detailed presentation of this logic with a novel
current limitation strategy was presented to eliminate the oversize pumping-up voltage damage.

Based on these motivations, this paper adds further contributions by proposing a method to
reduce the current spikes in the start-up and sudden set point changes. With this intention, an R-C
filter was placed before the MOSFET gates, and its impact on transient and steady state regimes
was analyzed. The proposed method is based on creating a delay in the MOSFET control signals
before reaching the threshold voltage (progressive reaching to the threshold voltage). This induces
a smooth current flow from the source to the MOSFET’s drain compared to the all-turn-off current
limitation technique, where the command of the gate MOSFETs does not change from discrete states.
The proposed approach allows lower input power supply use without energy flow interruptions, since
the high current demand is reduced. Moreover, complicated or bulky components and sophisticated
platforms are not needed for practical implementation. The effectiveness of the proposed method was
analytically analyzed and validated through simulation and experimental tests.

The rest of the paper is organized as follows. Section 2 gives details on the brushless DC motor
operation, its model equations, and its torque ripple sources. In Section 3, the proposed method to
minimize the current spikes is described along with its advantages and motors’ behavior. Finally,
simulation and experimental results are presented in Section 4 with and without implementing the
proposed technique, followed by conclusions and perspectives in Section 5.

2. BLDC Motor Model Equation

The BLDCM is a synchronous motor with a three-phase winding stator and a permanent magnet
rotor. Two motor phases are simultaneously conducting, which means that the gate drive signals
are applied to two of the inverters’ MOSFETs at the same time. Knowing which MOSFETs must be
conducting is determined using Hall effect sensor signals denoted by Ha, Hb, and Hc. These signal
combinations give an image of the rotor position.
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Different simulation models of the BLDCM were proposed in References [24–27]. Some authors
presented a global modeling using inverter mathematical equations [28], whereas others were based
on motor equations [29,30].

The BLDCM phase can be modeled as a resistance in series with an inductor and a back-EMF,
as shown in Figure 1. Figure 2 depicts the phase current waveforms, Hall effect sensor combinations
(numbered as sectors), and the inverters’ conducting MOSFETs.

 

Figure 1. Brushless DC motor equivalent circuit with its inverter driver.

 

Figure 2. Trapezoidal electromotive forces (back-EMFs), phase currents, Hall effect sensor signals,
and MOSFET states.

The model equations of the BLDC motor are presented as follows [24–30]:

⎡
⎢⎣ Van

Vbn
Vcn

⎤
⎥⎦ =

⎡
⎢⎣ ra 0 0

0 rb 0
0 0 rc

⎤
⎥⎦
⎡
⎢⎣ ia

ib
ic

⎤
⎥⎦+

⎡
⎢⎣ La 0 0

0 Lb 0
0 0 Lc

⎤
⎥⎦ d

dt

⎡
⎢⎣ ia

ib
ic

⎤
⎥⎦+

⎡
⎢⎣ ea

eb
ec

⎤
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where Van, Vbn, and Vcn are the stator winding phase voltages; ra, rb, and rc are the stator winding
resistances; La, Lb, and Lc are the phase inductances; ia, ib, and ic are the phase currents; and ea, eb,
and ec are the back-EMFs.

The electromagnetic torque and the motor motion are given respectively by Equations (2) and (3):

Te =
Eaia + Ebib + Ecic

W
, (2)

dW
dt

=
1
J
(Te − TL − BW), (3)

where W is the rotor angular velocity, B is the viscous friction coefficient, J is the moment of inertia,
and TL is the load torque.

In Figure 2, the transition from sector 2 to sector 3 induced an electromagnetic torque expressed
by the following Equation (4) [11,14]:

Te =
2 ∗ E ∗ ic

W
, (4)

188



Energies 2018, 11, 3206

where E is the flap-top value of the back-EMF.
Based on Equation (4), it could be understood that the electromagnetic torque was proportional

to the noncommutated phase current during the commutation period. However, in practice, current
shapes are not like those presented in Figure 2. There is a “dead time” between each commutation
from one sector to another. This is due to the difference between the MOSFET rise and fall times.
More details about such differences can be found in Reference [10].

3. Analysis of R-C Filter Implementation

Depending on the MOSFET features, the current flow from the drain to the source depends on the
gate voltage Vgs.

For the BLDCM, the PWM mode is generally preferred for speed variation where the duty ratio is
an image of an analogue signal. Using digital-to-analogue conversions, the duty ratio is calculated,
and the appropriate PWM signal is delivered to the MOSFET gate to control the input voltage Vdc,
which refers also to input current control.

The PWM signal is a succession of discrete states for well-chosen times. In the proposed control
method, the discrete states transitions were avoided by adding an R-C filter between the PWM
generator and the gate of the MOSFETs, which allowed smooth transients in the changing parts. This
changing mode is explained in Figure 3a.

The encountered problem in this mode of control was the delay time added in the passage portions
toward zero (t′2). For the normal BLDCM control, this time equaled the fall MOSFET’s time that can be
achieved by adding a diode in parallel with the resistance, as shown in Figure 3b. The diode allowed
the ability to discharge the capacitor quickly through the creation of a connection with the ground
delivered by the PWM block.

 

Figure 3. PWM signal with R-C filter: (a) R-C filter effect on the PWM signal, and (b) R-C filter with
the added diode effect on the PWM signal.

In order to present the detailed impacts of the proposed control method on the motor performance,
two current commutation cases must be distinguished, the upper-bridge current commutation and the
lower-bridge current commutation. Detailed equations with the equivalent inverter schematic in both
cases are presented as follows.

3.1. Lower-Bridge Current Commutation

At the lower-bridge current commutation, the analysis was done when switching off the MOSFET
T6 and switching on the MOSFET T4. Figure 4 shows the MOSFET states before, during, and after the
commutation interval for this case. A 100% duty ratio was chosen for simplification purposes.

The voltage equations can be written as:
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In this case, Ec = −Eb = KeW, and Ea = 6
π KeW2t − 12KeW [30].

The motor phase currents were calculated and are presented as follows:
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Figure 4. MOSFET states for lower-bridge current commutation: (a) Before the commutation interval,
(b) during the commutation interval, and (c) after the commutation interval.

Using Equation (11), the inverse Laplace transform, and the initial value of the phase currents
ia(0) = −ic(0) = i0 and ib(0) = 0, the resulting phase currents equations are expressed as Equations
(12)–(14):

ia + ib + ic = 0, (11)

ia(t) =
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3r

(
1 − e−( r

L )t
)
+

Li0
r

e−( r
L t) − 4KeW2

πr

(
t − L

r
+

L
r

e−( r
L t)
)

, (12)
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ic(t) =
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L
r

e−( r
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. (14)

In this case, when using the R-C filter, the equations of the motor phase currents remained
the same.
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3.2. Upper-Bridge Current Commutation

During the upper-bridge current commutation, the analysis was done when switching off the
MOSFET T1 and switching on the MOSFET T3. Figure 5 presents the MOSFET states before, during,
and after the commutation interval for the upper-bridge current commutation.

The voltage equations can be written as:
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In this case, Eb = −Ec = KeW and Ea = − 6
π KeW2t + 6KeW [30]. The motor phase currents

are:
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Figure 5. MOSFET states for upper-bridge current commutation: (a) Before the commutation interval,
(b) during the commutation interval, and (c) after the commutation interval.
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Using the inverse Laplace transform and the initial value of the phase currents,
ic(0) = −ia(0) = i0 and ib(0) = 0, the calculated phase currents are expressed as Equations
(21)–(23):
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The motor phase currents, when using the R-C filter, are:
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From the reported equations, the difference between upper-bridge and lower-bridge current
commutation cases was observed at the incoming connected terminal voltage: When the lower-bridge
commutation was activated, the terminal voltage of the incoming commutated phase (phase b) was
equal to zero (connected to the ground). The R-C filter on the gate of the MOSFET T4 did not present
any difference because the incoming commutated phase voltage still equaled zero until the total
conduction of the MOSFET T4. In this case, the outgoing commutated phase was connected to the DC
link voltage through the freewheeling diode D1, as shown in Figure 5b, and was not controlled by
the gate of the MOSFET T1. This means that any difference from the normal controlling mode would
not appear when the gate of the lower MOSFET T4 was commutated using the R-C filter. Unlike the
upper-bridge current commutation, the terminal voltage of the incoming commutated phase was the
DC link voltage. Controlling the gate of the MOSFET T3 using the R-C filter was the reason for the
impact of this on the absorbed current. This was due to the delay added before the total conduction
of the MOSFET T3. This fact proved that the R-C filter impact was more important when it was
implemented on the upper-bridge gate’s MOSFETs.

It is worth mentioning that the phase currents equations, when adding the R-C filter, had higher
values than without using an R-C filter. This can be seen in the additional “exponential” term added
from controlling the gate of the MOSFET T3 by the R-C filter (Equations (24)–(26)). It should be also
emphasized that the R-C filter frequency should be well-chosen. It must be higher than the PWM
control signal frequency to allow the motor to work without disturbances.

4. Simulation and Experiment Results

The simulation results are presented in Figures 6–13. Figure 6 shows the phases and absorbed
currents during motor operation with a 100% duty ratio. The MOSFET control signals are presented in
Figure 7. Theses curves corresponded to the case without using the R-C filter and where the R-C filter
was activated for C = 0.6 μF and C = 1.5 μF.

Based on the obtained results, one can see that the current spike in the start-up phase without
using the R-C filter (27 A) (Figure 6a) had a higher value than the one absorbed when using the R-C
filter (19 A) (Figure 6c). This reduction in current spike value was obtained with an R-C filter frequency
of 2.6 kHz. Changing the latter to 1 kHz, the current spike was reduced to 9.5 A (Figure 6e). Despite
these decreases in current spikes, more current ripples appeared. The noncommutated phase induced a
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higher current ripple value during the commutation period in a steady state. Compared to the normal
control strategy that induced 4.8 A, a 2.6 kHz R-C filter frequency induced a 9.5 A current ripple value,
whereas the use of a 1 kHz R-C filter frequency decreased this current ripple to 8.5 A. The obtained
results were in accordance with those of the absorbed current shown in Figure 6b,d,f. This confirms
the obtained analytical results presented in the previous section, in terms of a higher current value
during the commutation interval, when compared to the normal BLDCM control.

The corresponding MOSFET gate signals are illustrated in Figure 7 without using the R-C filter
and when implementing the latter with a capacitor value of 0.6 μF and 1.5 μF. The difference is
illustrated in the delay time added before the total MOSFET conduction. This R-C filter effect was
applied only during front edges. During failing edges, the same signal waveform was applied for
normal and R-C filter control methods.

In order to avoid the higher steady state current ripples caused by R-C filter usage, a combination
of the two controlling modes, with and without R-C filter, was used. A relays-based selection circuit
that allowed for activating or canceling the connection between the PWM block and the R-C filter was
utilized. It must be taken into consideration that the proposed schematic must be able to discharge
the R-C filter capacitor in nonconduction phases to allow reactivation of the R-C filter effect when
renewing. The global schematic is presented in Figure 8.

Relays r1 and r3 were controlled by the same signal, which was the complement to that which
ordered the relays r2 and r4. When the relays r1 and r3 were in conduction, the R-C filter effect was
activated and connected to the gate of the MOSFET. During the R-C filter deactivation, relays r2 and r4
were in conduction. This combination connected the PWM signal, after the resistance, directly to the
gate of the MOSFET and allowed the capacity to discharge by connecting it to the ground.

What followed was the activation of the R-C filter in the starting and sudden set point changes.
This is explained by what this control method could cause in permanent regimes in terms of current
ripple. Sudden changes in the set point were detected by the derivative of the latter and the comparison
of it to a certain limit that must not be exceeded, after which the engine would see a significant current
spike. Simulation results, using the programmed set point changes profile shown in Figure 9, are
illustrated in Figure 10 without using an R-C filter and in Figure 11 with combined “with and without
an R-C filter” controls. Figure 12 depicts the gate voltage signal of the R-C filter-controlled MOSFETs.
The chosen set point variations, representing the PWM control signal duty ratio, were utilized to test
the activation and deactivation of the R-C filter effect. The related simulation signal is presented in
Figure 13.

From the reported results, without using an R-C filter control, the peak values of the phase current,
and thus the input current, reached 26 A during the start-up phase and 13 A during sudden set point
change, as illustrated in Figure 10a,b. However, when implementing the R-C filter with a 0.6 μF
capacitor, the current values were reduced to reach 15 A and 11 A during the start-up and sudden
set point change, respectively (Figure 11a,b). After changing the capacitor to 1.5 μF, the start-up and
sudden set point changes currents were reduced to 11 A and 10 A, respectively (Figure 11c,d).

During gradual set point change, the current waveform did not show any spike, which did not
necessitate R-C filter effect activation.

From these results, using relays on the six MOSFETs of the inverter seemed to be a satisfactory way
to eliminate current ripples in the permanent regimes. The previous calculations, which explained that
the R-C filter impact was important when the latter was implemented on the upper-bridge MOSFETs,
may have reduced the number of relays and R-C filters from six to three.

The effectiveness of the proposed method was experimentally proven using the laboratory test
rig illustrated in Figure 14. It was made up of an outrunner BLDCM structure with a neodymium
magnet rotor, an inverter composed of IRFP260 MOSFETs, IR2110 gate drivers, a potentiometer, and an
Arduino Mega2560 board used to generate BLDCM PWM control signals. The relays-based circuit
contained three hfd2/003-m-l2-d relays, in addition to the basic components needed for their control
(e.g., transistors, diodes). Based on the potentiometer value and Hall effect sensor signals, PWM control
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signals were provided to the IR2110 gate drivers through the proposed RC-filters and relays-based
circuits for the high-bridge-controlled MOSFETs, and directly from the Arduino to the lower-bridge
MOSFETs drivers. The potentiometer derivative was calculated and used for R-C filter activation
or deactivation as illustrated previously in Figure 8. The IR2110 drivers were chosen due to their
capability of isolating the high-power side from the low-power side, which ensured programming
and interfacing cards security. The PWM frequency was set to 32 kHz, and a National Instrument
card, NI USB-6259, was used to acquire input current waveforms with and without using an R-C filter
through an LA 25-NP current sensor.

 

 

 

Figure 6. Current waveforms: (a) Phase currents without R-C filter, (b) absorbed current without R-C
filter, (c) phase currents with R-C filter for C = 0.6 μF, (d) absorbed current with R-C filter for C = 0.6 μF,
(e) phase currents with R-C filter for C = 1.5 μF, (f) absorbed current with R-C filter for C = 1.5 μF.

Figure 7. Gate control signal without R-C filter, with R-C filter for C = 0.6 μF, and with R-C filter for
C = 1.5 μF.
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Figure 8. Global schematic of the proposed control method: (a) r1, r2, r3, and r4 relays are on; (b) r1
and r3 relays are on to activate the R-C filter effect; (c) r2 and r4 relays are on to deactivate the R-C
filter effect.

Figure 9. Set point changes.

  

Figure 10. Current waveforms without R-C filter: (a) Phase currents, and (b) absorbed current.

  

  

Figure 11. Phase and absorbed current waveforms for combined “with and without an R-C filter”: (a,b)
C = 0.6 μF, and (c,d) C = 1.5 μF.
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Figure 12. Gate control signal for combined “with and without an R-C filter” methods: (a) During
start-up phases. (b) During set point change occurrence.

Figure 13. Activated switch signal.

Figure 14. Experimental test rig for BLDC motor control: (a) Global test-rig, (b) BLDCM inverter, (c)
motor load.

Figure 15 illustrates the experimental results with and without using an R-C filter during the
start-up phase. It can be noticed that current spikes in normal BLDCM control (using the discrete
PWM signal only) reached 16.5 A. In contrast, with the proposed method, the absorbed current
spikes decreased to 14.3 A due to the induced delay in the MOSFET command before reaching the
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threshold voltage. These results confirm those illustrated through the first dashed line ellipsis in
Figure 11a–d in terms of current spike reduction. It should be mentioned that the experimental results
were obtained using a 15 kHz R-C filter frequency, which explains the current spike values difference
from those in the simulation. In permanent regimes, the current waveforms are the same for both cases
(with and without an R-C filter). The 15 kHz R-C filter frequency was selected to cope with some test
rig limitations (such as program execution frequency and acquisition memory saturation), which were
also the reason for presenting only start-up phase results. Improving the test rig performance should
result in more of a decrease in the current spikes.

As a conclusion, one can see that these experimental results support the simulation and analytical
analyses and also prove the effectiveness of the proposed current spikes minimization method.

Figure 15. Current waveforms with and without an RC filter (R = 100 Ω, C = 0.1 μF): (a) Absorbed
current, and (b) phase current.

5. Conclusions and Future Work

In this paper, BLDCM current spike limitations during start-up and set point sudden changes were
presented by modifying the MOSFET gate control signals. An R-C filter was placed between the PWM
signal generator and the MOSFET gate in order to smooth the discrete PWM control signal during
transition phases. The proposed method induced more current ripples in the permanent regimes,
which imposed a combination of the use of the R-C filter or not. This was achieved using relays-based
circuits to activate and deactivate the R-C filter effect. Simulation results were carried out and showed
that the proposed method attenuated the current spikes amplitude in both the start-up and sudden set
point changes by 40% and 35%, respectively. An experimental test rig was designed to approve such
results. In fact, the experimental results showed a decrease in current spikes amplitude during the
start-up phase, with a percentage of 13%. This approach is appreciated since it did not require a high
power supply and did not cause energy interruptions when using a limited current power supply.

It should be noted that the limitation of the proposed method, apart from higher current ripples
during steady states, was the R-C filter frequency, which had to be well-chosen for adequate motor
operation. Moreover, relays-based circuits had to be fast enough to respond when current spikes were
detected. This fact can be addressed in further works by the use of high-speed switch-based circuits
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to control R-C filter activation and deactivation, such as MOSFETs. Additionally, basic and in-depth
studies concerning the motor and converter efficiency, with and without an R-C filter, will be explored.
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Abstract: This paper comprises the design, analysis, experimental verification and field weakening
performance study of a brushless direct current (BLDC) motor for a light electric vehicle. The main
objective is to design a BLDC motor having a higher value d-axis inductance, which implies an
improved performance of field weakening and a higher constant power speed ratio (CPSR) operation.
Field weakening operation of surface-mounted permanent magnet (SMPM) BLDC motors requires a
large d-axis inductance, which is characteristically low for those motors due to large air gap and PM
features. The design phases of the sub-fractional slot-concentrated winding structure with unequal
tooth widths include the motivation and the computer aided study which is based on Finite Element
Analysis using ANSYS Maxwell. A 24/20 slot–pole SMPM BLDC motor is chosen for prototyping.
The designed motor is manufactured and performed at different phase-advanced currents in the
field weakening region controlled by a TMS320F28335 digital signal processor. As a result of the
experimental work, the feasibility and effectiveness of field weakening for BLDC motors are discussed
thoroughly and the contribution of higher winding inductance is verified.

Keywords: brushless dc motor; phase-advanced method; winding inductance; sub-fractional
slot-concentrated winding; field weakening; periodic timer interrupt

1. Introduction

BLDC motor drive systems have been greatly used in a wide range of applications, ranging from
servo applications to electric vehicle (EV) propulsion systems due to their higher torque capability,
minimum maintenance requirement, better controllability, and higher efficiency [1]. Implementing
BLDC motors in electric power trains requires an exploitation of their superior features by means of
various control strategies. In EV drive systems, higher torque at starting and higher speed at cruising
are essential targets to satisfy the requirements of a road vehicle. This feature is named the constant
power speed ratio (CPSR) and is the ratio of the maximum speed to the ultimate speed value of
the constant torque region, i.e., base speed [2,3]. For most of the passenger cars, propulsion electric
motor drive systems have 5:1 or higher CPSR values to provide both extreme operation modes in
smaller electric motor structures, i.e., high torque at starting and high speed at flat road cruising [4].
Even for in-wheel applications, higher cruising speed is required to fulfill the driver requirements [5].
However, it is not possible to obtain higher torques at higher speeds for a certain power value without
a dedicated control method [2,3]. In addition, terminal voltage is a fundamental constraint for electric
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motor drives in EV applications [6]. To obtain a design of a desirable electric motor for EV applications
with a given output power, flux weakening performance is essential, i.e., a higher flux for a higher
torque, and a lower flux for a higher speed. Due to the operational principles of an electric motor,
the flux weakening control is substantially different [2,7]. However, the field weakening operation
is highly applicable in interior permanent magnet synchronous motors (IPMSMs) and induction
motors [8]. The field weakening performance of surface mounted permanent magnet (SMPM) motors
is not satisfactory because of non-varying dq-axis inductance, whilst IPM synchronous motor field
weakening performance relies mainly on the difference between the inductance values of dq-axes [9].
For BLDC motors, the fundamental principle is simple; the flux weakening is accomplished by the help
of high inductance. However, in BLDC motors, winding inductance is generally low due to large air
gaps and the permeability of PM materials. Thus, the winding inductance value, which seems to be a
relatively unimportant design parameter formerly, becomes an objective for motor design studies [10].

Studies generally focus on control methods and motor design in order to increase the field
weakening capability of BLDC motors in the literature. Previous studies on SMPM motors propose that
using fractional-slot-concentrated windings with specific slot–pole combinations enhances the value
of winding inductance [11,12]. The designs show the practical upper limit of the winding inductance
value. It is not possible to design a winding inductance exceeding a certain value due to the physical
constraints of motor dimensions and materials. Flux weakening of conventional SMPM machines
with traditional winding distributions is mostly inefficient for achieving higher CPSR values [13,14].
Additionally, the main drawback of the conventional surface PM machines is the well-known low
winding inductance leading to a high characteristic current [15]. The prior intention has been to reduce
the characteristic current to rated value by increasing d-axis inductance for an optimum field weakening
operation [3,16]. Studies in the literature indicate several approaches based on improved winding
configurations and stator pole geometries in order to enhance the d-axis inductance of surface PM
machines, to improve the field weakening capability [9]. Additionally, some alternative approaches
have been developed to increase the BLDC motor field weakening performance in the literature.
In the study described in [17], a current profiling scheme using the instantaneous power method is
implemented with respect to an SMPM motor. In addition, the phase current value will increase with a
higher speed; in this case, there will be inevitable stresses on the power electronic circuit and some
limitations due to supply. The low frequency current components cause a reduction in the system
efficiency due to higher power losses, which also provoke overheating and performance instability.
Moreover, as shown in [16], including the addition of external inductance in series with the stator
winding enhances the field weakening capability of the machine. However, an external inductance is
not a reliable option for electric vehicles because of its bulky structure. In [18], an angular displacement
estimation is presented using hall-effect sensors in order to operate at an above rated speed for a BLDC
motor. However, measurement sensitivity and estimation error depending on motor speed are serious
problems. In the study described in [19], a double-bridge winding switching technique is used to
widen the speed range of an SMPM synchronous motor. Performing flux weakening operation is also
feasible by applying a fractional-slot-concentrated winding structure to SMPM machines. Increasing
d-axis inductance also lowers copper losses due to an alternate teeth-wound-concentrated winding
structure, which enables more space for winding. Moreover, using unusual winding layouts and
unequal tooth widths maximizes the machine performance substantially [20].

In this study, a field weakening controller was designed for a specially designed BLDC motor.
The design phase includes the development of a motor with sub-fractional slot-concentrated winding
and unequal tooth geometry for a direct drive EV application. In fact, the proposed technique based on
stator structure and winding design enable high torque density, decreased copper losses, a reduction
in cogging torque, and an overall enhancement of machine performance. The remainder of this paper
is organized as follows: The principles of the proposed sub-fractional slot-concentrated windings
technique and design approach are presented in Section 2 with simulation results. The design phase
includes the development of a motor with sub-fractional slot-concentrated winding and unequal tooth
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geometry for an outer rotor BLDC motor. In Section 3, the control approach and experimental results of
the proposed method are presented. Additionally, the findings and comparative results are provided
in Section 4. Finally, the conclusion is presented in Section 5. The results of the experimental study on
field weakening operations provide some important clues for the driving range of the designed motor.

2. Materials and Methods

2.1. Principle of the Field Weakening Operation of SMPM Motors

Because they have no rotor saliency, SMPM machines are subjected to some limitations arising
from terminal voltage constraint. Hence, within voltage-limited operation, an SMPM motor provides a
higher value electromotive force (emf) [13]. Due to the lack of a flux control parameter, SMPM motors
can achieve higher speeds only by providing a negative inductance voltage that is contributing to the
back-emf, and this slope depends on the d-axis inductance. The basic voltage equation of a BLDC
motor regarding its equivalent circuit is given in Equation (1) [5].

Va = Rsia + Ls
dia

dt
+ Ea (1)

where Rs and Ls are equivalent stator resistance and inductance, respectively; ia is the current of
phase-a, and Ea is back-emf. It is evident that BLDC motors with low winding inductance values can
only demand fast decaying advanced currents which hamper higher CPSR values [2]. Thus, the field
weakening capability of SMPM depends on its characteristic current, which is inversely proportional
to d-axis inductance in Equation (2) [21].

Ich = ψm/Ld (2)

where ψm, Ld, and Ich are the magnet flux linkage, the d-axis inductance, and the motor characteristic
current, respectively. The characteristic current and its role in field weakening are shown in Figure 1.
The intersection area of the voltage limit circle and current limit circle represents useful output power.
The only way to provide a wider operation region for higher speeds is to make the characteristic
current smaller, i.e., to make the d-axis inductance value higher [3,13]. However, the main bottleneck of
the traditional SMPM motor design is the well-recognized low and non-changing winding inductance
which leads to a higher characteristic current [5,16].

Figure 1. Current limit circle and characteristic current.
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2.2. The Proposed Sub-Fractional Slot-Concentrated Windings Structure

In order to overcome the lower winding inductance problem, the sub-fractional design approach
shown in Figure A1 is introduced. This design brings the above-mentioned advantages for a certain
range of q value, i.e., the number of stator slots per pole per phase ratio, which is less than or equal
to 1/2 for the increased number of poles [5]. In addition, this specific range of q gives the highest
fundamental component of the winding factor, Kw1, which results in a higher torque production
capability. Because a suitable design for field weakening operation has been obtained, the design
study is focused on machines with q = 2/5 and an alternate teeth-wound stator [22]. Figure 2 is
the demonstration of a sub-fractional slot-concentrated winding with all teeth-wound and alternate
teeth-wound stator structure versions, where FF is the fill factor, and A is the slot area.

Figure 2. The demonstration of stator slots with alternate teeth winding and all teeth winding configuration.

“All teeth-wound” means each stator tooth has a winding around it, and “alternate teeth-wound”
means that only one tooth in a two-teeth sequence has a winding around it. The winding fills all stator
slot area and does not leave space for another winding. A larger slot space enables an increased number
of turns, as demonstrated in Figure 2, and allows a wider range of field weakening operation by leading
to a higher value of winding inductance. All teeth-wound motors are promoted as enabling slimmer
motor designs because of their smaller winding overhangs. However, besides having larger winding
overhangs, all teeth-wound motors outperform them due to their superior performances in field
weakening and regenerative braking operations, which mainly rely on higher winding inductances.
Using unequal teeth design, i.e., making thinner teeth alternatively, provides winding space, which
contributes to higher inductance. The flux linkage per phase due to the magnet poles is given in
Equations (3) [23].

ˆψph = c(NKw1)B̂1(
1
p
)dla (3)

where N, c, Kw1, B̂1, p, d, and la are the number of turns per coil, the number of coils per phase
connected in series, the maximum fundamental winding factor, the peak fundamental flux density,
the pole pair, the air gap diameter, and the machine active length. Various winding configurations are
compared to each other by assuming that they have the same magnet flux-linkage limitation per phase
for the same rotor design [20]. A 24/20 slot–pole machine with alternate teeth-wound, non-overlapping,
concentrated windings having c1 = 4 coils/phase and N1 number of turns, a 24/20 slot–pole motor with
an all teeth-wound non-overlapping concentrated winding with c2 = 8 coils/phase and N2 number
of turns, and a 60/20 slot–pole motor having q = 1 overlapping integer-slot-concentrated winding
with c3 = 10 coils/phase and N3 number of turns can be compared due to their winding inductances.
Assuming all three designs have the same flux linkage value, ˆψph in Equation (4). The winding number
of turns of these designs can be found via Equation (5).

ψ̂1 = ψ̂2 = ψ̂3 = ψ̂m. (4)

N1 = 1.932N2 = 2.588N3. (5)
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The winding inductance is proportional to the square of the number of turns by assuming no
saturation in the stator core where the reluctance is not a function of excitation level. The theoretical
inductance values of alternate teeth and all teeth-wound machines, i.e., L1 and L2, respectively,
are given in Equation (6).

L1 = 1.866L2. (6)

From the general theory of PM machines, it is obvious that the highest torque production can
be accomplished by using designs which have an entirely overlapped coil pitch and pole pitch [22].
However, this type of design cannot produce a rotating motion. An optimized solution for higher
torque production capability includes a maximum possible value of overlapping between those
measures. This combination plays a critical role in balanced three-phase winding designs shown in
Figure 3 and in machine electromagnetic performance [12,24]. In addition, the rectangular shape stator
teeth enable easy insertion of coils to the slots. A comparative finite element method study on back-emf
waveforms of the same rotor flux linkage limitation is presented in Figure 4.

Figure 3. (a) Equal teeth, (b) rectangular shaped unequal teeth, (c) unequal teeth windings with pole shoe.

Equal Teeth Windings
Rectangular Shaped Unequal 
Teeth Windings

Unequal Teeth Windings With 
Pole Shoe

Figure 4. Finite element analysis back-emf waveforms for Figure 3 designs.

At this point, there is a trade-off between the motor electromagnetic performance and
manufacturability. While the rectangular shaped tooth ensures a simple structure, the flat portion of the
induced back-emf is relatively reduced. In light of above approach, for stator design, a 24/20 slot–pole
combination is chosen in order to achieve a higher winding factor and simplified winding layers. A 2D
magnetic analysis using Ansys Maxwell (ANSYS, Inc., Canonsburg, PA, USA) is performed with an
adaptive mesh option, which is presented in Figure 5. The considerable advantage of the adaptive
mesh option enables the determination of optimal mesh numbers and types for the machine structure.
A 3D magnetic analysis using Ansys Maxwell is implemented by means of a 3D model of the designed
motor, which is demonstrated in Figure 6. Moreover, the design specifications and machine materials
are given in Tables A1 and A2, respectively.

204



Energies 2018, 11, 3119

Figure 5. Adaptive mesh plot for magnetostatic analysis.

Figure 6. 3D model of the 1 kW 24/20 slot–pole machine.

To investigate the key parameter, i.e., winding inductance, numerous calculations, analyses,
and experiments are conducted. As a result of the 3D analysis, winding inductance values of the
unequal-teeth winding with pole shoes and rectangular unequal-teeth winding are calculated as
157.5 and 133.4 μH, respectively. Moreover, as a result of the 2D analysis, equal-teeth winding
and unequal-teeth winding with pole shoes are calculated as 90.8 and 132.4 μH, respectively.
Measured rectangular unequal-teeth winding is obtained as 130.3 μH. The magnetic field distribution
analysis of the motor is presented in Figure 7. Moreover, the stator pole design is based on the
rectangular shaped unequal teeth pole geometry for simplicity in manufacturing. Some manufacturing
steps of the designed motor are presented in Figure 8.
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Figure 7. Magnetic flux lines of unequal teeth stator with rectangular shaped stator poles.

Figure 8. Manufacture of a 1 kW 24/20 slot–pole surface mounted permanent magnet (SMPM) motor.

3. Results

The experimental setup consists of a motor prototype, a PM synchronous generator, a torque-speed
measurement system, an eZdsp board with TMS320F28335 DSP, the signal conditioning boards, and an
inverter. The proposed subfractional slot-concentrated winding structure motor is verified using the
virtual hall signal generation method, which is coupled with the overall system, as shown in Figures 9
and 10. The BLDC motor is loaded (to 20 N·m) by a generator, providing a variable braking torque.
The overall control strategy is applied using TMS320F28335 DSP. All required voltage and current
waveforms are measured using voltage and current sensors, and these values are transmitted to the
controller by the signal conditioning circuits. The proposed method is illustrated in Figure 11. The PI
controller is operated solely up to the base speed to satisfy the controlling requirements. If the error
indicates that the reference speed is higher than the base speed, the system changes the commutation
signals due to the field weakening demand.
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Figure 9. Experimental test-bed: prototype 24/20 slot–pole BLDC motor coupled to generator.
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Figure 10. Experimental test-bed: inverter, DSP control unit and torque transducer.
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Figure 11. Overall block diagram of the proposed BLDC motor drive in the field weakening operation.

The field weakening control is implemented by considering two different operation regions: first,
a conventional control for below base-speed and, second, a phase-advanced control for constant power
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region [25,26]. The operation region is defined by using an f (θ) function which reflects the speed
information according to reference speed, ωre f , and rated speed, ωrated, values. Up to the base speed,
the motor speed is controlled by adjusting PWM according to the controller output. In this situation,
the phase current is in phase with an allegedly flat portion of back-emf, which is assumed an interval
duration of 2π/3. The captured waveform of the phase current is presented in Figure 12 for the
constant torque operation region. As can be seen in Figure 12, the phase current flows through a high
inductance winding. The measured efficiency and torque-speed characteristics of the motor in the
constant torque region are illustrated in Figures 13 and 14, respectively. The analyses and tested results
are in agreement.

Figure 12. Constant torque region experimental results: motor phase current waveform (10 A/div,
2 ms/div).

Figure 13. Efficiency versus motor speed.
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Figure 14. Output torque versus motor speed.

When the electric machine reaches its constant power region, the advance in phase current causes
a current leap because of the lack of back-emf. This situation is the essence of field weakening operation:
The current will decay slowly due to the higher valued phase inductance, and the back-emf will exceed
the terminal voltage. If the ωre f value is chosen in the field weakening operation region, the shifting
angle, i.e., time shift, is obtained by using the algorithm given in Figure A2. The real hall signals and the
actual hall sensor data representing the aimed speed are used as inputs of the algorithm. The output of
the algorithm is a set of virtual hall sensor signals which provide the advanced commutation. This task
is accomplished by using a look-up table with the relation of speed and angle. After this operation,
the hall signals are shifted, as (360 – θ f w) the new virtual hall signals are transmitted to the switching
logic circuit [14]. A subroutine to update the process is given in Equation (7).

φ = n
360 − θ f w

360
(7)

where n is a factor which defines the ratio between the electrical period and the loop period of the
sub-routine. φ is a conversion ratio carrying the information of new virtual hall signals. Additionally,
θ f w and θact are the shifted hall signal angle information and the actual hall signal information,
respectively. The real hall signals are stored in a vector presented in Equation (8) in order to create
the virtual hall signals. The vector must be at least in an n-dimension. The real hall signals, Hs,
are assigned to the shifted indices, Zi, as illustrated in the vector according to the variation of L[Zi]

and φ. Moreover, as mentioned before, over-currents are highly possible due to the lack of a sufficient
back-emf value at advanced angle switching. Thus, the current must be checked continuously to
overcome any problem due to the over-current operation.

L[Zi] =
ωratedθ f wn

360ωact
. (8)

In Figure 15, the hall signal, phase current, and back-emf waveforms are given for the speed of
1012 min−1 and the shaft torque of 5 N·m, whose waveform is shown in Figure 16. The current starts
with a leap because of the low back-emf, and it decays slowly because of the high inductance. This slow
decay causes an increased back-emf due to the negative current change rate. Thus, the fundamental
idea underlying the field weakening operation of the BLDC motor can be comprehended via this figure.
Similar results are given in Figure 17. The hall signal and phase current waveforms are given for the
speed of 960 min−1 and the shaft torque of 7 N·m, whose waveform is shown in Figure 18, while the
phase-advanced angle is 25◦. As the advanced angle increases the speed of motor, the shaft torque is
decreased to satisfy the constant power value. A nonlinear relation is observed between the speed and
the angle as is expected. After 20◦ of phase-advanced angle, the speed is increased dramatically. At the
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value of 30◦, the motor has reached a 1047 min−1 speed under the loading of 9 N·m. The maximum
speed obtained is 1624 min−1 at the loading of 4 N·m and with 60◦.
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Figure 15. Phase–a current and hall–a signal under 5 N·m load with 25◦ reference delay angle.

Figure 16. Torque response under 5 N·m load with 25◦.

Figure 17. Phase–a current and hall–a signal under 7 N·m load with 25◦ reference delay angle.
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Figure 18. Torque response under 7 N·m load with 25◦.

4. Discussion

The results show that there are some essential limitations in the field weakening control of SMPM
BLDC motors. As can be seen, the difference of current waveforms given in Figures 15 and 17 shows
the effect of the phase-advanced current drive, which causes a high start-up current. These current
pulses are somewhat limited by phase inductance. Another limitation is that a substantially high value
of phase inductance is not applicable by considering the limitations of the electric motor structure and
materials. Another important diminishing factor is the circulating current which occurs as a bumping
current waveform. These current lumps deteriorate the field weakening operation and cause very high
RMS currents, which are increased by ascending values of phase angles. As can be seen in Figure 19,
the CPSR value, a critical criterion for EV propulsion applications, is smaller than those of IPMSM and
induction motors.

Figure 19. Output torque versus motor speed for different advanced angles.

The findings also uncover the features of unequal tooth structure: a low contribution to winding
inductance improvement and, on the other hand, an enhanced torque production resulting from an
inherent high winding factor . The experimental results show an adequate motor design that allows for
higher winding inductance. However, it is also revealed that the field weakening capability of SMPM
BLDC motors has certain limits. In Figure 20, the field weakening performance of an industrial BLDC
motor with relatively lower winding inductance is shown. As can be seen, the current is decayed

211



Energies 2018, 11, 3119

quickly after the advanced commutation due to a lower inductance. If the advanced angle is increased,
it causes an abrupt current jump which is dangerous for semiconductor devices and winding heating.
Moreover, the similar advanced angle method is implemented in [18]. In that study, the authors
achieved a CPSR value of 2.94. The CPSR value is limited by the low winding inductance and the
current is almost decayed to zero at the end of the 60◦ commutation interval. This performance shows
the importance of higher winding inductance that can be achieved by a sub-fractional concentrated
winding design.

Figure 20. Phase–a current and hall–a signal under 5 N·m load with 10◦ reference delay angle.

For the studied motor, the obtained CPSR value after the performance tests was found to be 3.24,
which shows slight incompetence for this type of motor. For electrical vehicle applications, these
motors can function in limited speed-light electric vehicles such as electric scooters and e-tricycles
rather than conventional electric passenger cars. Some studies which show optimistic results rely on
theoretical bases. However, these results show limited performance.

5. Conclusions

The presented study includes the design, analysis, and experimental work of a sub-fractional
slot-concentrated winding BLDC motor with higher winding inductance. The designed SMPM
motor possesses unequal rectangular tooth widths, which infer easy manufacturing and enhanced
torque production. The object of the study is to develop a BLDC motor design that contributes to
drive performance, i.e., field weakening control. This contribution is yielded by the implementation of
inductance value of higher stator windings. For a given motor topology, the higher winding inductance
can be accomplished by using an alternate teeth-wound sub-fractional slot-concentrated winding
structure. The value of winding inductance was calculated by FEA, and an experimental measurement
was performed. The test results verify the intended design study. The implemented field weakening
control strategy is presented in detail. The results of the experimental study on field weakening
operations provide some important clues for the driving range of the designed motor. Considering all
of the increased prospects from drive systems, the controller design effort is tightly correlated to the
electric motor design.
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Appendix A

Figure A1. Design methodology flowchart.
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Figure A2. Proposed field weakening algorithm.

Table A1. Specifications and parameters of the manufactured BLDC motor.

Parameters Value

Rated Power 1 (kW)
Rotor Length 40 (mm)
Rated Voltage 24 (V)

Outer Diameter 180.5 (mm)
Rated Speed 500 (min−1)

Winding Factor of the Stator 0.965
Fill Factor of the Stator 65.94 (%)

d-axis Inductance 98.41 (L1 + Lad) (μH)

Table A2. Material Description.

Part of BLDC Motor Material

Rotor Yoke Stell 1010
Magnets NdFe35

Stator M36-29G
Coils Copper

Inner and Outer Regions Vacuum
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Abstract: Interior Permanent Magnet Synchronous Machine (IPMSM) are high torque density
machines that usually work under heavy load conditions, becoming magnetically saturated. To obtain
properly their performance, this paper presents a node mapping criterion that ensure accurate results
when calculating the performance of a highly saturated IPMSM via a novel magnetic reluctance
network approach. For this purpose, a Magnetic Circuit Model (MCM) with variable discretization
levels for the different geometrical domains is developed. The proposed MCM caters to V-shaped
IPMSMs with variable magnet depth and angle between magnets. Its structure allows static and
dynamic time stepping simulations to be performed by taking into account complex phenomena
such as magnetic saturation, cross-coupling saturation effect and stator slotting effect. The results of
the proposed model are compared to those obtained by Finite Element Method (FEM) for a number
of IPMSMs obtaining excellent results. Finally, its accuracy is validated comparing the calculated
performance with experimental results on a real prototype.

Keywords: interior permanent magnet synchronous machines; magnetic reluctance network

1. Introduction

The demand for Permanent Magnet Synchronous Machines (PMSM) is rapidly increasing in
high-performance applications, such as electric vehicles [1–4], due to their high power density.
In particular, the configuration of buried magnets inside the rotor is becoming very popular, because
of the additional torque made available to saliency, their wide constant power speed region, and their
high demagnetization withstand capability, among others [5,6].

The design process of a PMSM frequently involves the aid of software based on Finite Elements
Methods (FEM) [7–13]. Although accuracy of the results is very high, it requires a high computational
cost, together with an elevated amount of time to define the problem. This makes FEM more suitable
for validation purposes rather than for preliminary machine design by iterative process. Consequently,
the use of analytical design tools that rely on magnetic circuits instead of FEM is becoming widespread.

Different authors have presented simple magnetic circuits for different PMSM topologies [14–16].
The results are acceptable as a first estimation of the machine performance, but they are not comprehensive
enough if a transient analysis or a deeper study is required. For this purpose, complex magnetic circuit
models based on magnetic reluctance network, known as Magnetic Circuit Model (MCM), have been
proposed [17]. The methodology is very similar to simple magnetic equivalent circuits; the main difference
lies in the larger number of elements that the machine’s geometry is discretized.

In the literature, different MCMs have been proposed [18–23]. However, a clear meshing criterion
that guarantees accurate results regardless of the size or geometry of the machine, i.e., a node mapping
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criterion for different machine regions, is not provided. In general, the reluctance element’s distribution
is set according to the main flux paths [20,24]. However, in machines that work at heavy load conditions,
the flux paths are in most cases unpredictable, especially in IPMSMs, where the complex geometry of
the rotor makes difficult their analytical modelling [8,25,26]. In addition, the fact that the magnetic
flux can only pass through an element in a unique defined direction makes it advisable to establish
a general node mapping criteria for IPMSMs.

In this paper, a general node mapping criterion for IPMSMs of any geometry and size is presented.
To that end, MCM with variable discretization levels for the different geometric domains is developed.
The proposed MCM models V-shaped IPMSMs, with variable magnet depth and angle between magnets.
A suitable MCM structure composed of generic cells, named nodal elements, as modelling element
for any part of the machine is proposed. The nodal elements contain geometric and electromagnetic
information of the modelled physical domain. The model contemplates rotor motion, allowing dynamic
analysis, i.e., time stepping simulations. The MCM takes into account the effects of stator slotting,
the airgap magnetomotive force (MMF) waveform due to armature current, and cross-magnetizing
saturation effects due to an improved magnetic flux path definition. This, in turn, leads to more accurate
results than other simpler magnetic circuit models shown in the bibliography.

This paper is organized as follows. First, the MCM developed for IPMSMs is described. Next,
the magnetic phase flux linkage at heavy load conditions for different V-shaped IPMSMs is calculated.
Then, an analysis of the accuracy of the results from using different node mappings in the MCM
is conducted, and the results are compared to those obtained by the FEM software. This analysis
provides a node mapping criterion to ensure sufficient accuracy when calculating the performance of
an IPMSM with a magnetic reluctance network. Finally, once the node mapping criterion is described,
the presented methodology is validated by comparing the calculated performance to tests on a real
traction IPMSM working under heavy load conditions.

2. Definition of the Magnetic Circuit Model

In this section, the MCM developed for IPMSM is described. The MCM allows the number of
nodes the machine is discretized into to be selected. The proposed MCM is divided into three regions:
stator, rotor and airgap. A generic nodal element, shown in Figure 1, is proposed.

Figure 1. Nodal element structure.

The node is set in the center of the nodal element. Each nodal element has its own coordinates
(i,j), so it may be stored in a nodal elements matrix. Appropriate row and column are assigned
to each nodal element according to its location on the associated discretized geometrical domain
being modelled. Information regarding the associated geometry (identifier, row, column, region,
position, etc.) is stored as well. Each nodal element has four sub-elements that capture both the radial
and orthoradial magnetic fluxes and, therefore, possible cross-coupling effects [27,28]. The sub-element
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geometrical domain can be rectangular, trapezoidal or even triangular. Sub-element information that
is held is fundamental for the solving process: orientation length L, transversal section Ai, permeance,
permeability μ, MMF source, etc. Magnetic permeance, Pi,orientation, is employed for convenience
in the solving process; it is the inverse of magnetic reluctance, �i,orientation, which is calculated by
Equation (1) [29].

�i,orientation =
∫ L

0

dx
μ(x) · Ai,orientation(x)

(1)

To reduce the computational effort, if periodicities exist within the machine, just part of it is
modelled. The number of periodicities is obtained according the number of pole pairs and slots
(Equation (2)).

Nsim = GCD(Qs, p) (2)

where Qs is the number of stator slots, p the number of pole pairs and GCD stands for Greatest
Common Divisor.

The geometric positioning of the nodal elements that model different regions of the machine,
is established according to the existing main magnetic flux paths. In addition, it facilitates the
connection between nodal elements, and therefore, the different regions of the machine can be
accurately meshed.

2.1. Stator

The stator yoke, slots, slot-openings, teeth, and tooth-tip are modelled separately. The MCM
parameters that define the stator node mapping are presented in Table 1. As an illustrative example,
the values given in the table result in the node mapping shown in Figure 2.

Table 1. Stator reluctance network parameters.

Definition Parameter Value (See Figure 2)

Yoke rows Nrow,y,s 1
Tooth rows Nrow,t,s 4

Tooth-tip rows Nrow,s0 1
Tooth columns Ncol,t,s 3

Tooth-tip columns (One side) Ncol,t0 2
Slot-opening columns Ncol,s0 2

Figure 2. Stator nodal model.
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Presented parameters in Table 1 define the number of node columns and rows in stator regions,
as can be observed in Figure 2. For open slot machines, Ncol,t0 is null. The armature current MMF
sources are located at the north and south sub-elements of each element belonging to the teeth and are
calculated by Equation (3).

MMFw =
Zslot,ph,s

Nw,paral,s · Nrow,t,s · 2
· [Ws] · [IUVW ] (3)

where [Ws] is the winding sequence matrix that relates the teeth wound by each coil to the
corresponding phase winding [30]. [IUVW ] is the phase current vector. Zslot,ph,s is the number of
turns per slot and layer. Finally, Nw,paral,s is the number of parallel connected winding groups.

2.2. Rotor

The parameters that define the reluctance network for IPMSM rotors are presented in Table 2.
Due to the existing symmetry, only the mapping for half a pole needs to be defined. To ease the
comprehension, the values given in the table result in the node mapping shown in Figure 3.

Table 2. IPMSM rotor reluctance network parameters.

Definition Parameter Value (See Figure3)

PM rows Nrow,PM 1
Bridge rows Nrow,bridge 1

Bridge columns Ncol,bridge 1
Bridge inter pole columns Ncol,bridge,q 1

PM columns Ncol,PM 3

Figure 3. Half pole rotor nodal model for V-shaped PMSMs.

In Figure 4, the whole pole node mapping scheme for V-shaped IPMSMs is shown.
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Figure 4. Whole pole rotor nodal model for V-shaped PMSMs.

Regarding the rotor nodal mapping, some nuances must be taken into consideration:

• Nrow,PM also define the number of node rows in the non-magnetic material and in the q-axis
magnetic bridge.

• Ncol,PM:

– It defines rotor yoke’s node mapping: over and below PM side. These node distributions are
“triangular”, with Ncol,PM columns and as we move away from d-axis, the number of rows
decreases from Ncol,PM to one.

– It defines with other parameters as Ncol,bridge and Ncol,bridgeq and one necessary extra node
(for node connection purposes), the number of columns in the Nrow,bridge upper rotor nodal
rows, belonging to an arc whose thickness is the bridge height.

It is remarkable that the same nodal mapping defined by Table 2 may be established for extreme
cases of IPMSM. As an example, V-shaped in Figure 5 and embedded in Figure 6 are shown.

Figure 5. Rotor nodal model for V-shaped PMSMs.
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Figure 6. Rotor nodal model for embedded PMSMs.

The magnets, the rotor yoke, the magnetic bridge and the rotor slot non-magnetic material, which
is responsible for preventing a large magnetic flux leakage, are modelled by a selectable number of
elements. The MMF contribution is computed by Equation (4) and assigned to the north and south
sub-elements corresponding to permanent magnets.

MMFPM = hPM · Hc (4)

hPM is the magnet height, and Hc the coercive field strength.

2.3. Airgap

This region is the most significant part of the MCM and the overall precision of the model depends
on its modelling. Moreover, it is the link between the stator and rotor models, thus a correct modelling
of the airgap is necessary. Therefore, the airgap model is built by taking into account the relative
position between the stator and the rotor. Since machine rotation is considered, airgap node mapping
is varied for each time step. An airgap element is placed at the same angular position of each stator
and rotor nodal element in contact with the airgap, as shown in Figure 7. It is important to note that
more finely discretized stator and/or rotor models entail a more detailed airgap region node mapping.

The number of airgap row elements is determined by the parameter Nrow,agap. In Figure 7,
the proposed airgap node mapping is visually displayed for a Nrow,agap equal to 2.

Figure 7. Airgap nodal model.

To link the airgap with stator and rotor entities, auxiliary nodes are placed in the airgap region
boundaries, as shown in Figure 7 with small yellow circles. They only have north and south
sub-elements, and an infinite permeance. Therefore, it is a mathematical element that is introduced in
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the circuit matrix system. Its necessity is due to the inter-entities borders, where the airgap sub-elements
are connected to the nearest auxiliary node (Figure 8). If they are connected simultaneously to various
airgap nodes, the existence of these auxiliary nodes guarantees that each nodal element belonging
to any machine entity is connected to other nodes by no more than four sub-elements. Thus, it is
possible to generate the flux and permeanace matrix, according to the defined nodal element structure
(Figure 1).

Figure 8. Airgap multinode linking.

2.4. Solving Process

Once all the nodes are linked and the branches defined, the MCM is completely set. Owing to the
non-linear magnetic behavior of the stator and rotor materials, whose B-H curve are imported from
materials database and used as a lookup table, the MCM needs to be solved iteratively. Firstly,
permeance and magnetic source flux matrices, [P] and [φ], are calculated for each sub-element.
The matrix circuit is solved in terms of Kirchoff’s Voltage Law (KVL), and the scalar magnetic potential
at each node is obtained by:

[Vm] = [φ] · [P]−1 (5)

The magnetic flux that crosses each corresponding branch from node i to node j is calculated by:

φm (i, j) = (Vm (i)− Vm (j) + MMF (i, j)) · P (i, j) (6)

where MMF(i, j) is the addition of different MMF sources at each branch. A weighted average
of the updated and previous iteration magnetic permeability is used in the following iteration
step by the corresponding permeance sub-element, rewriting data in [P] and recalculating
Equations (5) and (6) [20].

The iteration process is finished when the following convergence criterion is met:

μerror,k − μerror,k−1 ≤ ε (7)

where μerror,k is the committed mean error in sub-element permeability at iteration k.

2.5. Data Post-Processing

A key parameter for determining machine behavior is the phase magnetic flux linkage, Ψph [31].
The magnetic flux linked by each phase winding can be computed by Equation (8).

Ψph =
Nsim · Zslot,ph,s

Nw,paral
· [Φt,s] · [Ws] (8)

where Nsim is the number of symmetries which the problem has been divided due to the existing
geometry periodicity, Zslot,ph,s is the number of turns per slot and layer, and Nw,paral is the number of
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pole groups in parallel. The matrix [Φt,s] is the magnetic flux that crosses each pair of slot-teeth. This is
easily obtained once the MCM is solved.

Depending on whether the MCM is solved for a load operating point or at no-load condition, the phase
magnetic flux linkage is denoted as Ψload,ph and ΨPM,ph, respectively. Using Park’s transformation matrix,
it is possible to work at d-q rotational reference system, whose main advantage is the fact that the different
variables are time invariant. The electromagnetic torque is computed by Equation (9).

Tem =
3
2
· p

(
Ψd · Iq − Ψq · Id

)
(9)

The phase back EMF (Equation (10)) and the phase voltage (Equation (11)) are obtained by the
time derivatives of the no-load and load fluxes:

Eph(t) =
dΨPM,ph(t)

dt
(10)

Uph(t) = Iph(t) · Rph +
dΨload,ph(t)

dt
(11)

where Iph is the phase current and Rph is the stator phase winding resistance.

3. Results Using MCM with Different Node Mapping

The described MCM is implemented in MATLAB. To obtain a MCM node mapping criterion that
guarantee an acceptable balance between results accuracy and computational costs, an analysis of the
influence of the discretization level obtained by the model was conducted.

Furthermore, to assess the validity of the proposed MCM, three different size IPMSMs, whose
characteristics are presented in Table 3, were evaluated.

Table 3. V-shaped IPMSM characteristics.

Parameter Motor A Motor B Motor C

Number of poles 4 6 8
Number of slots 48 54 24

Airgap length [mm] 2 2 1
Stator outer diameter [mm] 820 370 150
Rotor outer diameter [mm] 570 276 108

Stack length [mm] 820 404 300
V-shaped PM depth [mm] 100 24 10
V-shaped PM height [mm] 9 5 3.5
Stator yoke height [mm] 64 28 10
Stator slot width [mm] 15 6.5 6
Magnet remanence [T] 1.304 1.304 1.13

Magnet relative permeability 1.06 1.06 1.04

The analysed machines have very different geometries to validate the proposed MCM and
establish a node mapping criterion, regardless of the size of the machine.

The load conditions for each machine are presented in Table 4.

Table 4. Load operation point.

Parameter Motor A Motor B Motor C

Output power [kW] 147 180 50
Speed [r/min] 700 1250 2500

Phase current RMS [A] 160 400 130
q-component current [A] 148 392 125
d-component current [A] −60 −79 −34
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As Table 5 and Figure 9 illustrate, the three machines operate under heavy load conditions for
the considered operating points. In the case of Motor C (Figure 9c), although the stator is not highly
saturated, it can be observed that the armature current MMF is comparable to permanent magnet
MMF, thereby establishing the magnetic axis almost in the q-axis. Besides, the machine comprises wide
slots that behaves as barriers to the magnetic flux and, therefore, increasing the magnetic saturation at
the rotor bridges. Altogether, this makes not only the magnetic flux paths more unpredictable but also
the cross-coupling effect appreciable.

Table 5. FEM measured Bmax.

Region Motor A Motor B Motor C

Stator Tooth [T] 1.8 2.0 1.5
Stator Core [T] 1.9 1.9 1.6

Rotor Bridge [T] 2.3 2.5 2.6
Rotor Core [T] 1.6 1.5 1.4

(a) Motor A (b) Motor B

(c) Motor C (d) Legend

Figure 9. Magnetic flux density distribution for the three motors.

To establish a general node mapping criterion, the presented motor geometries have been
evaluated with the aid of the developed MCM and the discretization level presented in Table 6.
Each column defines a whole machine node mapping and is defined so that a specific machine’s
modelled part is studied, i.e., in the case of Stator X, the node mapping parameters that define the
stator are modified while the rest of parameters are kept at their lowest possible value. The parametric
analysis carried out allows to separately analyse the influence of each model. The Xs in Table 6 refer to
values that have been evaluated in each analysis, ranging from 1 to 6. For the parameter controlling
the rotor discretization (Rotor X), the Xs values are evaluated in threes due to the complexity of the
IPMSM rotor geometry and the difficulties to predict the magnetic flux paths at heavy load conditions.
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Table 6. MCM node mapping employed in the analysis.

Parameter StatorX AirgapX BridgeX RotorX

Nrow,s0 X 1 1 1
Ncol,s0 X 1 1 1
Nrow,ts X 1 1 1
Ncol,ts X 1 1 1
Nrow,ys X 1 1 1

Nrow,bridge 1 1 X 1
Nrow,PM 2 2 2 2
Ncol,PM 3 3 3 3 · X

Ncol,bridge 1 1 X 1
Ncol,bridgeq 1 1 X 1
Nrow,agap 2 X 2 2

As explained in Section 2.5, the key parameter to determine the machine performance is the
magnetic flux linkage, Ψload,ph. Thus, it is carried out a further analysis on this parameter obtaining.

In Table 7, Ψload,ph results obtained by FEM are presented.

Table 7. Ψload,ph FEM results.

1st Harmonic 3rd Harmonic

Motor A 2988 mWb 250 mWb
Motor B 702 mWb 29.4 mWb
Motor C 246 mWb 14 mWb

In Table 8, the relative errors between the results of the MCM and FEM are presented for the first
and third time harmonics of the Ψload,ph waveforms. Each row corresponds to results obtained when
a MCM node mapping defined in Table 6 is employed with a determined X value. For example, Stator
1 means one value for all the stator parameters, and the other parameters are set to the default value.

Table 8. MCM node mapping Ψload,ph relative error values.

1st Harmonic [%] 3rd Harmonic [%]

Motor A B C A B C

Stator1 5.3 9.3 21.7 9.1 12.2 15.1
Stator2 2.5 3.0 13.5 7.7 12.9 11.8
Stator3 1.0 0.8 4.2 2.6 15.3 7.4
Stator4 1.1 0.4 3.2 0.8 13.7 8.4
Stator5 0.5 0.5 1.0 2.1 15.2 6.3
Stator6 0.6 0.4 0.4 0.4 13.8 7.2

Rotor3 5.4 9.3 21.8 9.1 12.6 15.0
Rotor6 5.2 7.0 18.8 7.2 25.5 14.2
Rotor9 5.3 8.6 14.5 1.3 15.8 9.5
Rotor12 5.2 9.0 12.3 10.0 22.9 8.1
Rotor15 4.9 8.8 11.0 12.3 27.2 12.6
Rotor18 4.6 9.4 10.1 13.9 28.1 6.1

Bridge1 5.4 9.3 21.8 9.2 12.6 15.0
Bridge2 4.8 6.2 22.5 16.7 13.5 15.0
Bridge3 4.6 8.0 23.0 12.3 7.2 15.1

Airgap1 5.4 9.4 21.8 9.1 12.0 14.7
Airgap2 5.3 9.3 21.8 9.2 12.2 15.0
Airgap3 5.3 9.3 21.7 9.3 12.2 15.0
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In Figure 10, the error tendency for the first harmonic is graphically plotted.
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Figure 10. MCM node mapping Ψload,ph relative error.

The discrepancies between the results obtained by the MCM and the FEM are fairly low, especially
taking into account the deep saturation of the iron parts for the considered operating points.

To show graphically the great accuracy obtained by the developed MCM, some important
magnetic calculated characteristics are presented and compared with obtained by FEM simulation.

In Figure 11, the Ψload,ph corresponding to Motor A is presented. Its time distribution at an electric
cycle for a given stator phase is shown.

0 0.005 0.01 0.015 0.02 0.025 0.03 0.035 0.04
Time [s]

-3

-2

-1

0

1

2

3

M
ag

ne
tic

 F
lu

x 
Li

nk
ag

e 
[W

b]

MCM
FEM

Figure 11. Phase magnetic flux linkage (Motor A).
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In Figure 12, the spatial distribution of airgap magnetic flux density along a pole for Motor A at
no load operation point is shown. It reflects the accuracy obtained in terms of taking into account the
slotting effect, noticing the well calculated magnetic flux density ripple, and also, in terms of the well
calculated beginning and ending of the mentioned waveform, which means that the bridge’s model
works correctly.
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Figure 12. Airgap magnetic flux density at no load condition (Motor A).

The MCM node mapping used is the one termed “Stator6”, due to the excellent results obtained.
Employing MCM magnetic information, the main electromagnetic characteristics at load

conditions have been calculated as explained in Section 2 for the three machines. These are presented
in Table 9.

Table 9. Load performance.

Value Relative Error [%]

Motor A B C A B C

Torque [N· m] 2005 1370 173 0.2 −0.5 −4.8

Uph [V] 1st harm 434.0 285.8 285.2 −0.7 3.6 6.3
3rd harm 103.1 38.9 42.8 −7.1 5.0 −2.7

4. Results Discussion and Node Mapping Criterion

When a machine is modelled by a magnetic reluctance network, it is usually not clear which node
mapping configuration offers the optimal balance between accuracy and simulation time. With the
aim of establishing a node mapping criterion, the results collected in Table 8 and plotted in Figure 10
are examined in greater detail in the following paragraphs:

Stator (Figure 10 a)

As can be observed, the higher is the number of stator nodal elements, the better is the accuracy of
the results. The main reason is that, when the number of stator elements increases, so does the number
of airgap elements.
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Rotor (Figure 10 b)

Although the rotor has a considerable number of nodal elements, the stator is poorly meshed.
This means that the linking between airgap and stator is not good enough, especially in terms of taking
the slotting effect into account.

For Motor A and Motor B, the number of airgap nodes does not increase as much when Ncol,PM
is increased, unlike the case where the stator is more finely discretized. Nevertheless, for Motor C,
the number of airgap nodes is significantly increased, because the number of slots per pole is low,
and therefore the effect of stator discretization in the airgap meshing is lower.

Bridge (Figure 10 c)

Because of the high magnetic saturation in the bridge, the number of nodes does not affect
the results.

Airgap (Figure 10 d)

The airgap meshing is controlled by the number of existing nodal elements at the stator–airgap
border, and the rotor–airgap border. A different number of Nrow,agap, does not involve a thorough
whole machine physical domain modelling. Therefore, the obtained results are invariant.

Additionally, the computational time was measured for the different mapping configurations.
In Figure 13, the normalized simulation time is displayed for Motor B using different node densities.

Figure 13. Normalized time simulation vs MCM node map.

For the analysis called BridgeX, the defined MCM has a slightly higher computational cost due to
the increasing number of deeply saturated permeance sub-elements. In addition, it should be noted
that the high computational cost for the RotorX analysis is due to the fact that the number of rotor
elements increases three times faster than parameter X.

The reflected data in Table 10 show the required computation time using FEM and MCM
corresponding to Stator1 node mapping. The time data relate to one time step solving process.
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Table 10. Computational time MCM vs FEM.

Number of Elements Computation Time [s]

MCM FEM MCM FEM

Motor A 424 53154 1.3 9.1
Motor A 364 21149 1.2 3.6
Motor A 208 25067 1.4 5.1

It should be highlighted that the required computation time for solving MCM shown in Table 10
is up to seven times less than the required time for solving FEM. This together with the fact that,
in contrast to FEM, MCM is instantaneously generated, makes our proposed MCM a suitable and fast
designing tool.

Based on the accuracy of the results and the required solving time, it can be stated that a good
node mapping choice is in the range of configurations Stator3 to Stator6.

In Table 11, the airgap node mapping densities are presented for all three machine configurations
under study. The information corresponds to a single airgap row. Various airgap node row details are
given: number of nodes per pole pair, average distance between two consecutive nodes, and number
of nodes per slot pitch.

Table 11. Airgap region nodal information.

Nodes per Average Nodes Nodes per
Node Pole Pair Distance [mm] Slot Pitch

Map A B C A B C A B C

Stator1 72 60 36 12.4 4.8 2.4 3 3.3 6
Stator2 120 96 48 7.5 3.0 1.8 5 5.3 8
Stator3 168 132 60 5.3 2.2 1.4 7 7.3 10
Stator4 216 168 72 4.2 1.7 1.2 9 9.3 12
Stator5 264 204 84 3.4 1.4 1.0 11 11.3 14
Stator6 312 240 96 2.9 1.2 0.9 13 13.3 16

Rotor3 72 60 36 12.4 4.8 2.4 3 3.3 6
Rotor6 84 72 48 10.6 4.0 1.8 3.5 4 8
Rotor9 96 84 60 9.3 3.5 1.4 4 4.6 10

Rotor12 108 96 72 8.3 3.0 1.2 4.5 5.3 12
Rotor15 120 108 84 7.5 2.7 1.0 5 6 14
Rotor18 132 120 96 6.8 2.4 0.9 5.5 6.6 16

Next, an analysis to obtain a general node mapping criterion was carried out.

• The number of nodes per pole pair is increased because of the higher value of X. Additionally,
the difference between different geometries is due to the fact that the number of slots per pole
are different, and the stator mapping is modelled for each slot-tooth pair. In this regard, setting
a number of nodes per pole is not sufficient to establish a general node mapping criterion.

• The average distance between consecutive nodes depends on the number of airgap nodes and
especially on the airgap diameter, i.e., motor size. As can be seen in Motor C, despite having very
low values, it does not guarantee excellent results.

• The number of nodes per slot pitch for Motor A and Motor B with at least a value of 5 is sufficient
for obtaining acceptable results. Nevertheless, when analysing rotor mappings, although this
ratio is reached, the stator magnetic flux paths are not very well defined. In the case of Motor
C, due to the lower number of nodes per pole pair, a value of at least 10 (Stator3) is needed.
This value is also reached at rotor analysis, but, as explained previously, the stator node mapping
is not very well defined.

230



Energies 2018, 11, 2294

The analysis presented here leads to the next node mapping criterion for modelling IPMSM
by MCM.

1. The key point is that the number of nodes per slot in the airgap must be at least seven.
As stated in Table 8 and the airgap region nodal information in Table 11, specifically those
displayed in the third column (defined with the heading Nodes per slot and pitch), the best
results are obtained for MCM node mappings with a ratio value of at least seven nodes per slot
in the airgap region.

2. There must be at least three equidistant nodes in the stator slot and the tooth span.
To consider the slotting effect and hence obtain accurate results, according to Table 8, the nodal
configuration named Stator 3, that guaranties having at least three equidistant nodes in the stator
slot and the tooth span, is enough.

3. At least three rows of nodal elements show be employed at both rotor yokes.
In consonance with Figure 10, to increase the stator nodal density (Figure 10a), it is fundamental
to obtain accurate results, even with the minimum number of rotor nodal rows (Ncol,PM), which
in this case has been established as three.

By applying these criteria, an adequate connection between the stator and rotor models can be
generated, leading to accurate results.

5. Experimental Validation

With the aim of validating the proposed methodology, a real traction motor with embedded
magnets was tested. Its main characteristics are shown in Table 12.

Table 12. Tested IPMSM characteristics.

Parameter Value

Output power [kW] 225
Voltage [V] 318

Stator outer diameter [mm] 420
Rotor outer diameter [mm] 317

Stack length [mm] 380
Magnet quality N40UH

The prototype machine has been previously simulated via FEM at rated load. In Figure 14, it can
be appreciated that the motor is magnetically saturated, reaching more than 2 T at some points.

(a) Prototype FEM Model (b) Legend

Figure 14. Prototype’s Magnetic flux density distribution.
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After applying the node mapping criteria, the main characteristics were obtained and compared
with FEM simulations, as shown in Table 13. The operation point is set by defining the same current
values for both numerical models.

Table 13. Prototype’s performance calculated via proposed MCM and FEM.

Parameter MCM FEM Relative Error [%]

Back EMF [V] 329 315 4.4
Electromagnetic Power [kW] 230 224 2.7

Phase current [A] 434 434 0.0
Power factor 0.99 0.99 0.9

Line Voltage [V] 316 305 3.3
D-axis load Magnetic flux linkage [mWb] 316 300 5.4
Q-axis load Magnetic flux linkage [mWb] 271 273 0.8

Stator Tooth load Magnetic flux density [T] 2.2 2.1 6.3
Stator Core load Magnetic flux density [T] 1.4 1.4 2.9

Rotor Bridge load Magnetic flux density [T] 2.5 2.8 10.7
Rotor Core load Magnetic flux density [T] 2.0 2.1 3.4

The prototype performance was obtained by standard IEC testing in the test bench shown in
Figure 15.

Figure 15. IPMSM Prototype at test bench.

In Table 14, the experimental results at rated load conditions are presented.To allow for a fair
comparison, the MCM was evaluated at an operating point corresponding to the rated power.

232



Energies 2018, 11, 2294

Table 14. Prototype measured performance at test bench.

Parameter MCM Test Relative Error [%]

Back EMF [V] 329 302 8.9
Mechanical Power [kW] 225 223 0.9

Phase current [A] 434 425 2.1
Power factor 0.99 0.99 0.8

Line Voltage [V] 318 318 0.0

Finally, to visually compare the carried out measurements, in Figure 16, the obtained Back
electromotive force waveform at tests and MCM is shown.
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(a) Calculated by MCM.
(b) Measured at test bench.

Figure 16. Protype’s Back EMF at 50% rated speed.

As it can be observed in Table 13, and especially in Table 14 and Figure 16, both experimental and
MCM results match largely, showing that the presented approach is suitable for designing IPMSM and
predicting its performance even under heavy saturation.

6. Conclusions

Nowadays, the use of PMSMs is exponentially increasing, with a specific interest in its use at very
demanding conditions. Consequently, taking into account the different electromagnetic phenomena
that take place inside the machine is crucial to predict in a very precise manner machine performance.

To this aim, in this paper, a general node mapping criterion for modelling highly saturated
IPMSM using a magnetic reluctance network has been proposed. A MCM model, based on a magnetic
reluctance network, is developed to model V-shaped interior mounted magnet rotors. The proposed
MCM model allows selecting the discretization levels for the different machine parts. Furthermore,
it not only allows simulating rotor motion but also considers the magnetic cross-coupling effect,
the slotting effect and the iron magnetic saturation.

To validate the MCM model, Several V-shaped machines of different sizes and geometries were
used together with FEM simulations. The results from these validations were remarkably accurate
and efficient, requiring less time to complete the process. Finally, aiming to validate the MCM model
with the suggested node mapping criterion, a real IPMSM prototype was tested. The comparison of
the obtained results shows a great correspondence, proving the validity of the proposed method to
determine highly saturated Interior PMSMs performance.

Overall, the present study expands the field of magnetic circuit models for highly saturated
machines. Specifically, it provides the means to evolve within this area towards using the node
mapping criterion to apply it to other highly demanded PMSM rotor solutions such as the Spoke
type or the multilayer IPMSM. In addition, it would be interesting to analyse the way to optimize the
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implemented software code, as well as to study the use of other numerical analysis methods for solving
nonlinear systems since it could lead to the development of an even faster machine designing tool.
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Abstract: Multiphase machines have some distinct merits, including the high power density, high
torque density, high efficiency and low torque ripple, etc. which can be beneficial for many industrial
applications. This paper presents four different types of six-phase outer-rotor permanent-magnet
(PM) brushless machines for electric vehicles (EVs), which include the inserted PM (IPM) type, surface
PM (SPM) type, PM flux-switching (PMFS) type, and PM vernier (PMV) type. First, the design criteria
and operation principle are compared and discussed. Then, their key characteristics are addressed
and analyzed by using the finite element method (FEM). The results show that the PMV type is
quite suitable for the direct-drive application for EVs with its high torque density and efficiency.
Also, the IPM type is suitable for the indirect-drive application for EVs with its high power density
and efficiency.

Keywords: permanent-magnet machine; brushless machine; Vernier machine; flux switching
machine; multiphase machine; outer rotor; electric vehicle

1. Introduction

In recent years, interest in electrical vehicles (EVs) is growing rapidly driven by the concerns
about environment issues [1,2]. EVs are environmentally friendly and enjoy many attractive merits
compare to their tradition fossil-fuel counterparts [3]. In particular, EVs offer definite advantages
for fossil-fuel use reduction, which causes less harmful gases, lower cost of driving, cost-effective
maintenance, less noise and vibration. Also, EVs provide more comfort at low speed than their
conventional fossil-fuel counterparts.

The electric machines for EVs are regarded as one of the key components of the whole EV
system [4]. In order to ensure the driving quality of EVs, there are many strict requirements for
the EV machines [5,6]. First of all, high reliability is essential for the challenging environment and
frequent starting and stopping during driving. Secondly, a high power density is desirable for
weight reduction. Moreover, high efficiency is particularly important for a better economic outcome.
Nowadays, there are several types of electric machines available for EV applications. In the early
years of EV development, DC motors were considered as the mainstream because of their easy
control and excellent speed regulation [7]. However, they suffer from fragile mechanical structures,
poor thermal dissipation and low efficiency, which are not desirable features for EV application.
Then, AC asynchronous machines attracted much attention because of their high efficiency and simple
structure [8,9]. However, they suffer from problems such as complex control algorithms and low torque
density. Permanent-magnet synchronous (PMS) brushless machines which enjoy the high efficiency,
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high power density and high reliability, are considered an attractive option for EV applications [10,11].
In particular, the permanent-magnet flux-switching (PMFS) type and permanent-magnet vernier (PMV)
type, as the representatives of PMS brushless machines, are extraordinary for EV use. The PMFS
type is a combination of a synchronous machine and a switched reluctant machine [12], which enjoys
high torque density and a robust rotor structure [13], so it can enhance the high performance for
EVs. The PMV type integrates a coaxial magnetic gear into a PM brushless machine. In this way, it is
capable of achieving a high electric frequency at low rotation speed [14]. Meanwhile, it always adopts
a concentric winding layout in order to have short end windings, which is more suitable for the limited
space of EVs., The general advantages and disadvantages of the four different types of machines are
summarized in Table 1 [15–17].

Table 1. Comparison of Four Proposed Types of Machines.

Machine Type Advantages Disadvantages

IPM • Simple and mature
• Easy manufacture
• Mature control strategy

• High speed operation
• Relatively large torque ripple
• PM fixing problemSPM

PMFSM

• Robost rotor structure
• Good heat dissipation
• Easy winding

• Difficult manufacturing
• Special design
• Relatively large torque ripple

PMVM
• Low speed operation
• High torque density

• Complex structure
• Special design

Moreover, multiphase machines with a higher degree of freedom have fault-tolerant capability, so
they are suitable for EVs, and can also be considered a great option [18,19]. In addition, the outer-rotor
structure of these machines, which are designed with a rotating outer structure and a fixed inner
structure, is quite attractive for EV applications [20]. In this way, the structure has better performance
for EV propulsion.

This paper is focused on four different types of six-phase outer-rotor PM machines, which are
suitable for EV applications. These four types of machines combine the advantages of PM machines
and multiphase machines, thus achieving high power density, high torque density, better fault tolerance
capability, and lower torque ripple. The key is to quantitatively compare the operation performance
of the four different types of machines, namely the inserted PM (IPM) type, surface PM (SPM) type,
PM flux-switching (PMFS) type, and PM vernier (PMV) type. First, the design criteria and operating
principles are elaborated in Section 2. Then, a quantitative comparison of the machines is described in
Section 3, which includes the key characteristics, normal operation performance, and the fault-tolerant
operation. Finally, the conclusions of the quantitative comparison are summarized in Section 4.

2. Proposed Six-Phase Machine Topologies and Operation Principles

The proposed topologies are presented with both cross-section and exploded views in Figure 1.
These four machine types adopt the six-phase arrangement and outer-rotor structure. Figure 1a shows
the IPM topology with PMs inserted inside the rotor, while Figure 1b shows the SPM type with PMs
mounted on the surface of the rotor. The main difference between the IPM machine and the SPM
machine is their arrangements of PMs. Figure 1c shows the topology of PMFS machine, while Figure 1d
shows the PMV machine topology. The PMFS machine has all PMs inserted inside the stator teeth,
while the PMV machine has PMs mounted on both stator side and rotor side.
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The operating speed n of the machine is governed by the pole pairs and the electric frequency of
the proposed machines:

n =
60 f

p
(1)

where f is the electric frequency and p is the pole-pairs of the machines.
The turns of armature coil Na can be determined by the following relationship:

Na =

√
αaRaSa

4ρLa
(2)

where αa is the factor of slots filling, Sa is the slot area of the coil, and La is the average coil length.
In this paper, the turns of armature coil of each phase and slot filling factor for the proposed machines
are set to be 200 and 40%, respectively.

To achieve the fair comparison, the peripheral dimension, PM volume, air gap length and current
density, are set as equal.
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Figure 1. Proposed six-phase outer-rotor machine topologies: (a) IPM type; (b) SPM type; (c) PMFS
type; (d) PMV type.

2.1. Proposed IPM Type and SPM Type

The IPM machine adopts the V-shape PM poles inserted within its rotor. As investigated, it has
been suggested that the V-shape or W-shape PM poles would have the better operation performance
than the traditional radial PM arrangement [21]. Moreover, in order to prevent the short-circuiting
PM fluxes, the magnetic insulation material is purposely implemented. The IPM type adopts the
single-layer fractional slot concentrated winding, which can reduce the end winding length and
decrease the copper loss [22]. In fact, the IPM machine consists of 24 stator slots and 10 pole pairs,
while the mechanical and electrical degrees between two slots can be calculated as [23]:

αm =
360◦

z
=

360◦

24
= 15◦ (3)

αe = p
360◦

z
= 10 × 360◦

24
= 150◦ (4)
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where z is the number of stator slots and p is the pole pairs. According to Equations (3) and (4),
the mechanical angle is 15◦ and the electrical angle is 150◦ for each adjacent stator slot. In this
case, the stator is able to produce a rotating magnet field with six-phase current. Referring to the
principle of minimum magnetoresistance, namely the flux tends to flow along the path of minimum
magnetoresistance and the rotor will rotate synchronously with the rotating magnetic field produced
by the stator.

The SPM machine shares the same stator structure with IPM type, while the PM arrangement
of the two machines are different. Unlike the IPM type with installed PMs within its stator, the SPM
accommodates the PMs on the rotor surface. The SPM machine adopts the single layer distributed
winding layout and consists of 24 stator slots and 20 pole pairs. Consequently, its mechanical degree
and electrical degree between two slots can be found to be 15◦ and 300◦, respectively.

2.2. Proposed PMFS Type

The proposed six-phase outer-rotor PMFS machine consists of 12 stator slots and 22 salient rotor
poles. It combines the special features of a switched reluctance machine and a synchronous machine,
hence enjoying the advantages of robust rotor structure, high power density and high torque density.
The PMs are inserted in each stator tooth with the opposite direction in each two adjacent ones.
The proposed machine adopts the double-layer concentrated winding method, where each coil is
around a stator tooth with PM inserted in the middle of it.

The machine follows the flux switching principle [24], which is shown in Figure 2. Four typical
positions are shown. First, as shown in Figure 2a, the right part of the stator tooth aligns directly with
one of the rotor teeth, so it provides the largest flux linkage. Second, as shown in Figure 2b, the stator
tooth is completely misaligned with the rotor tooth. Consequently, no magnetic flux flows in-between
them. Also, the flux linkage of the coil is reduced to zero. Third, as shown in Figure 2c, the left part
of the stator tooth aligns directly again to another rotor tooth, so it provides the largest flux linkage.
Finally, as shown in Figure 2d, the flux linkage of the coil decreases to zero again.

 

(a) (b) 

  
(c) (d) 

Figure 2. Working principle of PMFS type at four typical positions: (a) Positon 1; (b) Position 2;
(c) Position 3; (d) Position 4.

Actually, the number of stator slots and rotor pole-pairs are critical for the PMFS machine. The flux
linkage and steady torque can be influenced substantially [25]. Since the magnetization direction of
each two adjacent PMs are opposite, the number of PMs should be an even number. Thus, the number
of stator slots Ns should be an even number as well. As a result, the number of stators of a six-phase
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machine should be a multiple of six, i.e., Ns = 2 km, k = 1, 2, 3, . . . etc. With this setting, Ns can be
determined as twelve. The relationship between stator pole number Ns and rotor pole number Nr is
governed by [25]:

Nr =
(12 ± n)Ns

6
(5)

where n is a positive integer and should not be the multiple times of three. For the proposed six-phase
machine, it adopts the combination of 12 stator slots and 22 rotor teeth.

2.3. PMV Type

The proposed six-phase outer-rotor PMV machine consists of six stator teeth each with three
flux modulation poles. The machine adopts the double-layer concentrated winding with each phase
coil fitting around one stator tooth. It installs PMs on both its stator side and rotor side. Meanwhile,
the consequent pole structure is employed to improve the utilization of PM materials.

The PMV machine utilizes the concept of magnetic-gearing effect, hence achieving the high-torque
low-speed capability. The flux modulation poles (FMPs) are introduced into the stator teeth of the
proposed machine. The lower rotating speed PM field is modulated to couple with the higher rotating
speed stator air gap magnetic field. Consequently, a self-governing speed effect results. Thus, when
the outer rotor PM moves a little angle at a low speed, there will be a great change of flux interacting
with the magnet field generated by the rotating armature winding. According to the magnetic gearing
effect, the number of pole pairs of flux density distribution in the space harmonic is produced by the
high speed stator winding rotating magnetic field and low speed rotor pole magnetic field as [26]:

pm,k = mpr + kQs

m = 1, 3, 5, . . . , ∞

k = 0, ±1,±2,±3, . . . ± ∞

(6)

where Qs is the number of FMP and pr is the number of rotor PM pole-pairs. Furthermore, the
operating speed of the flux density in space harmonic Ωr can be described as:

Ωm,k =
mpr

mpr + kQs
Ωr (7)

when m = 1 and n = 1, the harmonic magnetic field of the air gap results in the largest modulated
magnitude. Thus, the number of rotor magnet poles becomes:

pr = Qs − ps (8)

where ps is the number of winding pole-pairs. For the proposed six-phase outer-rotor PMV machine,
the number of rotor pole pairs is selected as 17, the number of winding pole pairs is 1, and the number
of flux modulation poles as 18. Consequently, the gear ratio is given as:

Gr =
pr − Qs

pr
=

17 − 18
17

= − 1
17

(9)

3. Performance Comparison

In this section, the key operation characteristics, such as the magnetic flux distribution line, air
gap flux density, flux linkage, no-load EMF, cogging torque, steady torque and power loss of the
proposed machines, are analyzed and compared by using the finite element method (FEM) with the
JMAG Designer tool.

240



Energies 2018, 11, 2141

Moreover, the fault-tolerant operation performance of each machine is demonstrated and
compared with the normal operation. Table 2 shows the key parameters of the four proposed six-phase
outer-rotor PM machines, which follow the abovementioned comparison conditions.

Table 2. Key Parameters of Proposed Six-phase Outer-rotor PM Machines.

Items IPM SPM PMFSM PMVM

Outer rotor diameter 220 mm 220 mm 220 mm 220 mm
Stator diameter 179 mm 179 mm 197 mm 169 mm

Air gap 0.5 mm 0.5 mm 0.5 mm 0.5 mm
Stack length 100 mm 100 mm 100 mm 100 mm
PM volume 406 cm3 406 cm3 406 cm3 406 cm3

PM thickness 5 mm 5 mm 5 mm 5 mm
Stator slots 24 24 12 18

Rotor pole-pairs 10 20 22 17

3.1. Basic Characteristics

Firstly, the magnetic flux distribution and winding distribution of these four proposed machines
at generating mode are presented in Figure 3. The IPM type and SPM type both adopt the
single-layer winding arrangement, while the PMFS type and PMV type adopt the double-layer
winding arrangement. The air gap flux density of the four proposed machines are shown in Figure 4,
the maximum of the air gap flux-density are 0.8 T, 1.4 T, 2.5 T and 2.0 T, respectively. In general, the
higher flux density will provide a higher torque density [27], so among the four machines the proposed
PMV type and the PMFS type have the potential to produce the better performance. In addition,
the flux-linkage of the four proposed machines are shown in Figure 5, which indicates that all the
proposed machines can offer the balance flux-linkage among the six-phase patterns.

  
(a) (b) 

 
(c) (d) 

Figure 3. Magnetic flux distribution of proposed six-phase outer-rotor PM machines: (a) IPM type;
(b) SPM type; (c) PMFS type; (d) PMV type.
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Second, the no-load EMF is governed by [28]:

E =
dψ
dt

(10)

where Ψ is no-load flux-linkage shown in Figure 5. Hence, the no-load EMF should be high, since
the no-load flux-linkage sinusoidal wave changes rapidly with the time and has a high amplitude.
The RMS values of no-load EFM at different rotation speeds are presented in Figure 6. It can be seen
that the output voltage has the positive correlation with the rotation speed. The PMV type has the
highest no-load voltage over the four machines due to the magnetic gearing effect. Hence, the rated
rotation speed of the four machines are determined as 2000, 1000, 1000 and 600 r/min. The waveforms
of the no-load EMFs are presented in Figure 7. The amplitudes of the no-load EMF of IPM type, SPM
type, PMFS type and PMV type are 582, 615, 524 and 576 V, respectively.
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Figure 4. Airgap flux-density of proposed six-phase outer-rotor PM machines: (a) IPM type; (b) SPM
type; (c) PMFS type; (d) PMV type.
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Figure 5. No-load flux-linkage of proposed six-phase outer-rotor PM machines: (a) IPM type; (b) SPM
type; (c) PMFS type; (d) PMV type.

Figure 6. RMS of no-load EMFs of proposed six-phase outer-rotor PM machines under different speeds.
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Figure 7. No-load EMF of proposed six-phase outer-rotor PM machines: (a) IPM type; (b) SPM type;
(c) PMFS type; (d) PMV type.

3.2. Normal Operation

The normal operations of the proposed machines are analyzed and discussed. These machines
operate at 2000, 1000, 1000 and 600 r/min, respectively, which runs with the current density of
6 A/mm2. The steady torque of the machines are given in Figure 8, which are 93.93, 91.14, 113.38 and
199.91 N·m, respectively. It can be found that the steady torque of PMV type is the largest, which is
nearly 50% larger than the three counterparts. Moreover, the steady torque of IPM type and SPM type
are very similar. However, the torque ripple of IPM type is much smaller than SPM type. In addition,
the PMFS type has the smallest torque ripple among the four machines. The torque-speed characteristic
of the four proposed machines are shown in Figure 9.

Furthermore, the torque density of each machine can be calculated as:

ST =
Tmax

V
(11)

where V is the volume of electric machine. In this way, the torque density of the four proposed
machines are 24.71, 23.98, 29.83 and 52.58 kN·m/m3, respectively, so the PMV type has the best torque
density among the four types.
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Figure 8. Steady torque of proposed six-phase outer-rotor PM machines.
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Figure 9. Torque-speed characteristic of proposed six-phase outer-rotor machines: (a) IPM type;
(b) SPM type; (c) PMFS type; (d) PMV type.
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In addition to this, the torque ripple is given as:

Trip =
Tmax − Tin

Tavg
× 100% (13)

so, the torque ripples of the four proposed machines are 15.52%, 40.25%, 3.83% and 11.88%, respectively.
In addition, Figure 10 shows the cogging torque of the four proposed machines. Cogging torque

is a distinctive problem of PM machines which results from the interaction between the PMs and the
stator iron core when the armature winding is not electrified [29]. Cogging torque causes mechanical
vibration and noise [30,31], and it can be reduced by certain ways such as changing the magnet
shape [32]. The period of cogging torque is:

Tcog =
360

LCM(z, 2p)
(14)

where LMC is the least common multiple of the stator slots number z and number of poles 2p. It can be
seen that the SPM type suffers from a large cogging torque because of its slot number and pole-pair
number combination [33,34]. Compared to the SPM type, the IPM type has a remarkably reduced
cogging torque with a similar steady torque. The percentages of cogging torque to steady torque of the
four machines are 0.58%, 17.56%, 1.59% and 1.00%, respectively. Hence, it can be concluded that except
for the SPM type, the other three types are desirable in terms of cogging since they are well below 3%.
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Figure 10. Cogging torque of proposed six-phase outer-rotor PM machines: (a) IPM type; (b) SPM type;
(c) PMFS type; (d) PMV type.
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Moreover, the power losses and efficiency of the proposed machines are calculated by FEM.
The iron losses of the IPM type, SPM type, PMFS type and PMV type machine are 1014, 1914, 1438
and 649 W, respectively. The copper loss of the SPM type is the highest, since it is the only one with a
distributed winding. The values of the eddy current loss, hysteresis loss, copper loss and efficiency of
each machine, are shown in Table 3.

Table 3. Iron Loss of Proposed Six-phase Machines.

Item IPM SPM PMFS PMV

Eddy current loss 874 W 1763 W 1291 W 424 W
Hysteresis loss 140 W 151 W 147 W 225 W

Copper loss 163 W 283 W 178 W 197 W
Other loss 200 W 200 W 200 W 200 W

Overall power 21,047 W 11,461 W 13,686 W 13,678 W
Efficiency 93.45% 79.09% 86.73% 92.89%

3.3. Fault-Tolorant Operation Performance

Reliability is a vital characteristic of machines used for EV applications. One can improve the
operation reliability by adopting the multiphase than the traditional three-phase. In order to verify the
fault-tolerant operation performance for the proposed six-phase machines, the open-phase fault case
and short-circuit fault case are simulated and discussed.

Figure 11 shows the steady torque of the proposed machines with A-phase open fault, and
A-phase and D-phase both open faults. Also, the normal operation steady torque under motoring
mode is given for comparison. It can be seen that the IPM type and SPM type have a large reduction
of the average torque, when they meet the open-phase fault, while the PMV type has the smallest
influence by the open-phase fault.

In addition, there may also be the short-circuit faults during the EV operation. Actually, it’s
considered as the most severe fault over all the winding faults in electrical machines [35], since the
current value of the fault turns will become much higher than the healthy turns and there will be
excessive heat generated in the fault phase [36]. In fact, this kind of fault is mostly caused by winding
insulation humidity, overvoltage, overheating, etc. Figure 12 shows the electric model of an A-phase
short-circuit fault. When a short-circuit fault occurs to A-phase, a resistor r f which represents the fault
connection in the model and r f→0. Once the fault occurs, a circuit through r f is created. The system
equation is (14). This equation shows that during a short-circuit fault, the healthy windings the
six-phase PM machines can remain working [37]. Rows 1 to 6 show the healthy part and the influence
of the fault part. The seventh row shows the fault circuit current model which is influenced by the
winding turns included in the fault.
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Figure 13 shows that the steady torque of 50% short-circuit of A-phase occurs to the proposed
machines for both the six-phase winding and three-phase winding configurations. It can be seen
that the torque ripple of the three-phase winding is larger than six-phase winding configuration in
normal operation. When a short-circuit fault occurs, the torque ripple of a three-phase winding is
much larger than that of a six-phase as well. Moreover, under six-phase winding conditions, the torque
of all the proposed machines are still periodical and the average torque only shows a little decrease.
This indicates that the four proposed machines have good fault tolerance ability when short-circuit
faults occur.

It should be noted that for practical normal conditions, the results generally won’t be changed.
This is well proven by most researchers with the help of FEA design [38–40]. However, for practical
harsh conditions, the results may be different to some degree. As we know, machines suffer from many
unexpected problems in harsh conditions, such as high temperature, large overcurrent, iron breakage
issues, PM fixing problems, etc. In general, the salient machine should have a high robustness for
intermittent operation [41–43], and the PMFS type meets this condition by having a relatively high
robustness for harsh conditions.
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Figure 11. Torque at open-phase fault of proposed six-phase outer-rotor PM machines: (a) IPM type;
(b) SPM type; (c) PMFS type; (d) PMV type.
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Figure 12. Six-phase star connection electrical model of A-phase short circuit fault.
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Figure 13. Steady torque of proposed outer-rotor PM machines of both six-phase and three-phase occur
to short-circuit condition: (a) IPM type; (b) SPM type; (c) PMFS type; (d) PMV type.
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4. Conclusions

This paper presents four six-phase outer-rotor PM machines with different working principles,
which include the IPM type, SPM type, PMFS type and PMV type. The working principle of each
machine has been elaborated and discussed. By analyzing the operating performance of the four
machines, it is shown that the PMV type has the best operating performance and fault tolerance ability
among the four machines, so it is more suitable for electric vehicle applications. The key parameters
of working performance are summarized in Table 4. Moreover, the evaluation of the four types of
machines proposed is summarized in Table 5.

Table 4. Working Performance of Proposed Six-phase Outer-rotor Machines.

Items IPM SPM PMFS PMV

Torque ripple 15.52% 40.25% 3.83% 11.88%
Torque density 24.71 kN·m/m3 23.98 kN·m/m3 29.83 kN·m/m3 52.58 kN·m/m3

Efficiency 93.45% 79.09% 86.73% 92.89%
Power 21,047 W 11,461 W 13,686 W 13,678 W

Base speed 2000 r/min 1000 r/min 1000 r/min 600 r/min

Table 5. Evaluation of Proposed Machines.

Items IPM SPM PMFS PMV

Efficency high moderate moderate high
Torque density moderate moderate moderate high

Thermal dissipaition moderate moderate good moderate
Cost effectivelyness moderate low moderate high

Thus, based on the above analysis and discussion, we can conclude the following from the
comparison:

• The PMV type can produce the largest steady torque under the low rotation speed.
• Based on the operation principle, the PMV type can be used for in-wheel direct-drive

EV applications.
• The arrangement of PMs for the PMFS type can protect the PMs from rotational stresses, which is

also suitable for EV applications.
• The SPM type should be carefully considered for EV applications, since it has the high cogging

torque and the lowest related efficiency.
• The outer-rotor topology can be directly connected with the tire rim of the EV.
• The multiphase machine has a good fault tolerance ability, which is suitable for EV applications.
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Abstract: This paper presents a stability analysis and dynamic characteristics investigation of
deadbeat-direct torque and flux control (DB-DTFC) of interior permanent magnet synchronous
motor (IPMSM) drives with respect to machine parameter variations. Since a DB-DTFC algorithm is
developed based on a machine model and parameters, stability with respect to machine parameter
variations should be evaluated. Among stability evaluation methods, an eigenvalue (EV) migration
is used in this paper because both the stability and dynamic characteristics of a system can be
investigated through EV migration. Since an IPMSM drive system is nonlinear, EV migration cannot
be directly applied. Therefore, operating point models of DB-DTFC and CVC (current vector control)
IPMSM drives are derived to obtain linearized models and to implement EV migration in this paper.
Along with DB-DTFC, current vector control (CVC), one of the widely used control algorithms for
motor drives, is applied and evaluated at the same operating conditions for performance comparison.
For practical analysis, the US06 supplemental federal test procedure (SFTP), one of the dynamic
automotive driving cycles, is transformed into torque and speed trajectories and the trajectories are
used to investigate the EV migration of DB-DTFC and CVC IPMSM drives. In this paper, the stability
and dynamic characteristics of DB-DTFC and CVC IPMSM drives are compared and evaluated
through EV migrations with respect to machine parameter variations in simulation and experiment.

Keywords: PMSM (permanent magnet synchronous motor); DB-DTFC (deadbeat-direct torque and
flux control); torque control; stability

1. Introduction

Deadbeat direct torque and flux control (DB-DTFC) was developed by combining the features of
deadbeat control and direct torque control (DTC) for induction motor drive systems [1,2]. DB-DTFC has
been implemented for various types of electrical machine drives such as IPMSM (interior permanent
magnet synchronous motor) drives [3], wound field synchronous machine drives [4], and synchronous
reluctance machine drives [5]. Recently, DB-DTFC has been applied for implementation of self-sensing
control [6,7] and fault-tolerant control [8]. In [2–5], it has been presented that DB-DTFC shows advantages
over other motor control algorithms, for example, fast dynamic performance and less torque ripple.
However, parameter sensitivity is one of the critical issues to be investigated because DB-DTFC algorithm
is developed based on an inverse electrical machine model. The parameter sensitivity issue can be
reduced by using online parameter identification methods but the methods are typically complicated to
implement [9–11]. In [12,13], robustness evaluation of DB-DTFC is presented with respect to parameter
variations for induction machine (IM) drives and IPMSM drives, respectively. While the torque error,
command tracking performance of DB-DTFC for IM, and IPMSM drives have been analyzed, the stability
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of DB-DTFC with respect to machine parameter variations has not been investigated. In [14], disturbance
to a system is estimated using a hybrid Kalman estimator and improvement of robustness is achieved.
Not only robustness but also stable operation of motor drives is important, especially for transportation
applications, for example, aircraft and electric vehicles.

Though DB-DTFC has shown higher dynamic performance and robustness from previous research,
parameter sensitivity is still an important issue to investigate because DB-DTFC is an algorithm
developed based on machine model and estimated parameters. In particular, the stability of DB-DTFC
with respect to parameter variations should be investigated for practical applications and has not
been investigated in other research. Therefore, investigating the stability of a DB-DTFC motor drive
with respect to parameter variations is necessary. A few stability evaluation methods for motor drive
systems have been presented. The Lyapunov stability theory is applied for stability evaluation of
an induction machine drive in [15–17]. Using the Lyapunov stability theory, it can be determined
if a nonlinear system is (1) Lyapunov stable, (2) asymptotically stable, or (3) exponentially stable.
However, the dynamic characteristics of the system are disregarded. In [18], a load angle limiting
method is applied to determine a stable region of motor drives. However, the load angle limiting
method is torque limitation methods for stable operation of motor drives. A pole-zero migration
method is used to investigate stability of motor drives in [19–21]. From the pole-zero migration,
not only system stability can be investigated but also system dynamic properties, such as frequency
of oscillation and rate of decay. Also, the pole-zero migration can be clearly shown in the s-domain
and z-domain for analog and digital systems, respectively. Since DB-DTFC is developed based on
discrete time model of electrical motors, eigenvalue migration at z-domain is presented in this paper.
The eigenvalue migration can be implemented in a linear system while CVC (current vector control)
and DB-DTFC IPMSM drives are nonlinear systems. Therefore, deriving linear system models of both
IPMSM drives is required. A small signal model or an operating point model is a modeling method
used to approximate the dynamics of systems, including nonlinear components, with a linear equation.
Using a small signal model of a nonlinear system, the dynamic response and characteristics of the
system can be investigated when a small perturbation is applied. Therefore, small signal modeling
has been applied for stability analysis of motor control systems and power converters [22–24]. In this
paper, small signal models of CVC and DB-DTFC IPMSM drives are derived for implementation of EV
(eigenvalue) migration.

This paper begins with a brief introduction of a DB-DTFC algorithm and state observers for IPMSM
drives. Using the DB-DTFC equation, an operating point model is derived. Then, the eigenvalue migration
of DB-DTFC and CVC at z-domain is compared by applying the US06 supplemental federal test procedure
(SFTP) driving cycle for practical verification in simulations and experiments.

2. DB-DTFC and State Observers for IPMSM Drives

A DB-DTFC algorithm for IPMSM drives is initially presented in [3]. As stated in Section 1,
DB-DTFC shows faster transient dynamics and less torque ripple for various types of electrical
machines comparing to other control algorithms but parameter sensitivity is one of the critical issues
to be investigated. The DB-DTFC algorithm is briefly introduced in this section because an operating
point model is derived based on the DB-DTFC algorithm. Also, state observers used for a DB-DTFC
IPMSM drive are reviewed because state observers play an important role in a DB-DTFC system.

2.1. DB-DTFC for IPMSM Drives

Three-phase electrical motors such as PMSMs are typically modeled and analyzed at a rotor
reference frame. By utilizing a rotor reference frame, the system complexity becomes simpler than
a three-phase model and the direct current (DC)signal can be manipulated for analysis and control
instead of alternating current (AC) signals. As shown in Equations (1) and (2), Clarke transformation
is applied to transform a three-phase model (a-b-c model) to a stationary reference frame model and
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Park transformation is applied to transform a stationary reference frame model into a rotor reference
frame model.

[
f s
d

f s
q

]
=

[
2
3 − 1

3 − 1
3

0 2√
3

− 2√
3

]
×

⎡
⎢⎣ fa

fb
fc

⎤
⎥⎦ =

[
1 0 0
1√
3

2√
3

0

]
×

⎡
⎢⎣ fa

fb
fc

⎤
⎥⎦ (1)

[
f r
d

f r
q

]
=

[
cos θ sin θ

− sin θ cos θ

] [
f s
d

f s
q

]
(2)

A graphical representation of the reference frame of a PMSM is shown in Figure 1.

Figure 1. Stationary and rotor reference frame notation of a PMSM (permanent magnet synchronous motor).

In Equations (1) and (2), subscripts d and q represent the d and q axes and superscripts s and r
represent a stationary reference frame and a rotor reference frame, respectively. In (2), θ is the rotor
position of a PMSM, as shown in Figure 1. Applying the Clarke and Park transformation, an IPMSM
model at a rotor reference frame can be derived. In Equations (3) and (4), differential equations of
stator flux linkage, stator current and air-gap torque for IPMSM drives at a rotor reference frame are
shown, where p indicates the time differential.

pλr
ds = vr

ds − RS
λr

ds
Ld

+ Rs
λpm

Ld
+ ωrλr

qs (3)

pλr
qs = vr

qs − Rs
λr

qs

Lq
− ωrλr

ds (4)

pirds =
1
Ld

[vr
ds − Rs

λr
ds

Ld
+ Rs

λpm

Ld
+ ωrλr

qs] (5)

pirqs =
1
Lq

[vr
qs − Rs

λr
qs

Ld
− ωrλr

ds] (6)

pTem =
3
4

P[pλr
dsirqs + λr

ds pirqs − pλr
qsirds − λr

qs pirds] (7)

Assuming that the rate of change of torque is constant during the one pulse width modulation
(PWM) period (that is, when high switching frequency is applied), the approximate torque difference
equation in a discrete time domain is derived as Equation (8) by substituting Equations (3)–(6) into
Equation (7). Equations (3)–(6) are presented as a function of stator flux linkages so that the torque
equation in Equation (7) does not include stator current vectors when Equations (3)–(6) are substituted
into Equation (7).
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The Volt-sec solution that results in deadbeat control of IPMSM drives can be obtained as Equation
(9) by rearranging Equation (8). It is called the “torque line.”

vr
qs(k)Ts = mvr

ds(k)Ts + b (9)

where, m =
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q
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3P

⎤
⎦

This torque line is used in every switching period to solve for the desired inverter volt-seconds
that achieve the commanded torque and stator flux linkage [3].

2.2. State Observers for a DB-DTFC IPMSM Drive

For the development and implementation of a DB-DTFC algorithm for IPMSM drives, a stator
current observer and a stator flux linkage observer are required. As a part of the review, a stator
current observer and a stator flux linkage observer used for DB-DTFC implementation are briefly
introduced in this section. To implement deadbeat direct torque control algorithm, the next sample
time instant stator current should be estimated. The estimated stator current is used to calculate the
estimated torque and estimated stator flux linkage for the prediction of dynamics one sample time
instant ahead [3]. The current at the next sample time instant can be estimated using a rotor reference
frame-based stator current observer. The stator current observer is developed based on IPMSM state
equations, and its block diagram in a discrete time domain is shown in Figure 2.

Figure 2. A block diagram of a stator current observer in a discrete time domain.

The stator current observer is implemented experimentally and its estimation accuracy
characteristic with respect to q-axis inductance variation at a frequency domain is presented in [3],
as shown in Figure 3.
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Figure 3. Estimation accuracy characteristic of a stator current observer with respect to q-axis
inductance variation at a frequency domain [3]. (a) Magnitude of estimation accuracy; (b) Phase
of estimation accuracy.

During the experiment for estimation accuracy, estimated q-axis inductance is detuned ±50%
from its correct estimation value to investigate the parameter sensitivity characteristic of a stator
current observer of which the bandwidth is 300 Hz. From Figure 3, it is seen that zero steady state error
can be achieved within a bandwidth of the stator current observer regardless of parameter variations.
Also, the frequency response function shows leading property because the stator current observer
estimates the next sample time stator current. A stator flux linkage observer used for DB-DTFC
implementation is shown in Figure 4.

Figure 4. A block diagram of a stator flux linkage observer used for DB-DTFC (deadbeat-direct torque
and flux control) implementation [25].

As shown in Figure 4, a current model and a voltage model are used for stator flux linkage
estimation of a PMSM. Estimation of stator flux linkage using a current model is not affected by
noise signals and dead time but is sensitive to parameter variation. Estimation of stator flux linkage
using a voltage model is robust to parameter variations but is affected by voltage distortion such
as noise and dead time, especially at low speeds. Therefore, a stator flux linkage is estimated from
a current model at low speeds and is estimated from a voltage model at high speed. A cross-over
frequency between the current model-based estimation and voltage model estimation is determined by
a bandwidth of an observer controller located between a current model and a voltage model. Figure 5
shows the simulation results of a frequency response of the stator flux linkage observer with respect to
parameter variations.
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Figure 5. Simulation results of a frequency response of the stator flux linkage observer with respect to
motor parameter variations [25].

As shown in Figure 5, it is verified that accuracy of stator flux linkage estimation is affected
by the parameter variations when the operating speed of a PMSM is below a bandwidth of a stator
flux linkage observer. Then, stator flux linkage estimation becomes accurate and robust to parameter
variation when the operating speed of a PMSM is beyond a crossover frequency of the stator flux
linkage observer controller. Characteristics of state observers used in DB-DTFC are reviewed in this
section because observers play an important role in a DB-DTFC system and understanding its features
and limitation is necessary.

3. Derivation of Operating Point Model of CVC and DB-DTFC IPMSM Drives

3.1. Operating Point Model of IPMSMs

It is known that a nonlinear system behaves similarly to its linearized approximation around an
equilibrium point [26]. Therefore, the nonlinear model can be linearized using an operating point
model (small signal model). In addition, the stability of a system can be investigated using the
operating point model. The operating point models of IPMSM drives can be described by the following
equations from [20]:

pΔirds = −Rs
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Δirds +

Lqωro

Ld
Δirqs +

Lqirqso

Ld
Δωr +

1
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)
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)
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(
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)
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)
Δirqs −
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Jp

)
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In Equations (10) to (14), Δ indicates the perturbation of each state, p represents the derivatives
of corresponding variables, and o denotes steady state values. The operating point model of IPMSM
drives can be formed in a state-space representation. Based on the operating point models in continuous
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time, Equations (10) through (14), the operating point models in discrete time can be derived as in
Equations (15) through (19).
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The voltage and current operating point (small signal) model equations, Equations (15) and (16),
can be formed in a matrix as in Equation (20):
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The torque and stator flux linkage operating point (small signal) model equations, Equations (17)
and (18), can be formed in a matrix as in Equation (21):
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Then, the operating point model between torque and voltage can be written as in Equation (22):
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The operating point model, Equation (22), only covers a physical system, i.e., an IPMSM, and its
dynamics. Therefore, a controller of an IPMSM is not included in Equation (22). It should be noted
that the derived operating point model is sensitive to machine parameter variations such as q-axis
inductance saturation with respect to stator current magnitude and permanent magnet flux linkage
with respect to temperature. For more accurate modeling, either of the following can be applied as
parameters in the operating point model: (1) Look-up table-based parameters varying as a function of
operating conditions, or (2) calculated parameters by online estimation method. In this paper, constant

260



Energies 2018, 11, 2027

parameters are used for analysis. In the following section, operating point models including DB-DTFC
and CVC are derived.

3.2. Operating Point Model of DB-DTFC IPMSM Drives

In Figure 6, a block diagram of a DB-DTFC IPMSM drive is shown.

Figure 6. A block diagram of a DB-DTFC IPMSM (interior permanent magnet synchronous motor) drive.

As shown in Figure 6, torque and stator flux linkage commands, estimated torque and estimated
stator flux linkage are input signals of the DB-DTFC algorithm block. For efficient operation of a
DB-DTFC IPMSM drive, pre-calculated copper loss minimizing stator flux linkage is selected from a
maximum torque per ampere (MTPA) look-up table as stator flux linkage command. For estimation of
torque and stator flux linkage, a stator current observer and a stator flux linkage observer are used in a
DB-DTFC IPMSM drive. Block diagrams of observers can be found in Figures 2 and 4.

In this section, an operating point model (or a small signal model) of a DB-DTFC IPMSM drive is
derived. Since DB-DTFC is a model inverse solution, a closed-loop system including DB-DTFC can be
written as in Equation (23):
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A transfer function of a closed loop DB-DTFC system can be derived as in Equation (24) by
expanding Equation (23):

ΔTem

ΔT∗
em
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(
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)
+ AD̂ − BĈ

(24)

If the estimated machine parameters match the actual machine parameters, that is, A = Â, B = B̂,
C = Ĉ, and D = D̂, the transfer function becomes deadbeat as in Equation (25):

ΔTem

ΔT∗
em

=
1
z

(25)

If estimated parameters do not match the actual machine parameters, the characteristic equation,
the denominator of the transfer function of the closed loop DB-DTFC system becomes Equation (26):
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The roots of the characteristic equations are the eigenvalues (EVs) of the closed loop DB-DTFC
system. The EV migration on a z-plane shows properties of IPMSM dynamics, such as stability,
response time, and oscillation.

3.3. Operating Point Model of CVC IPMSM Drives

A block diagram of a current vector controlled (CVC) IPMSM drive is seen in Figure 7.

Figure 7. A block diagram of an MTPA (maximum torque per ampere) based CVC IPMSM drive.

For CVC, a closed loop system including PI controllers can be derived as in Equations (27) and (28):
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The operating point model equations of the closed loop CVC system can be written as in
Equations (29) and (30):
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By substituting Equation (19) into Equations (29) and (30), Equations (29) and (30) become
functions of Δirds and Δirqs, as shown in Equations (31) and (32):
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Equations (31) and (32) can be written in a matrix form as in Equation (33):
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where
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The operating point (small signal) models for the DB-DTFC and CVC IPMSM drives are derived
in Equations (26) and (33), respectively. Using the operating point (small signal) models, the EV
migration of each motor drive is analyzed in simulations and experiments.

4. Simulation Results

Since most driving cycles cover a wide operating space of a motor drive, a driving cycle is chosen
as the load and command trajectories for a stability evaluation of DB-DTFC and CVC IPMSM drives.
Among automotive driving cycles, the US06 SFTP automotive driving cycle is selected as a stability test
trajectory in this paper because it contains high acceleration conditions, which are more suitable for
dynamic operation testing of a motor drive. Torque command trajectory for US06 SFTP is developed
by multiplying traction force and wheel radius of a test vehicle as in Equation (34), where Ttr is the
traction torque, Ftr is the fraction force, and Rwh is the wheel radius of a test vehicle:

Ttr = Ftr × Rwh (34)

Ftr = Km × mv × av + Fdrag (35)

Equation (35) is an equation to calculate traction force; Km is the rotational inertia, mv is the mass
of a test vehicle in kg, av is the acceleration of a test vehicle, and Fdrag is the drag force. The drag force
in Equation (35) can be calculated using Equation (36):

Fdrag = Dair × Cd × A f × (vx)
2 (36)

In Equation (36), Dair is air density and Cd is the aerodynamic parameter, which is typically 0.2~0.4.
Af is the front area of a test vehicle and vx is the velocity of a test vehicle in meters per second. For more
accurate torque trajectory development, additional forces such as rolling resistance force can be applied.
Since the actual speed and torque trajectories of the US06 driving cycle cannot be applied directly,
the trajectories are adjusted to fit to the rated capacity of the test IPMSM. Time range and scale are
also changed so that the data size of the simulation results does not exceed the memory capacity of
a computer.

The simulation results for the US06 SFTP automotive driving cycle using DB-DTFC and CVC are
shown in Figure 8. Since simulation results using both control algorithms are the same, the results
are overlaid. As shown in the simulation results, the operating speed range is increased over the
rated speed (Figure 8b), including flux weakening operation (Figure 8e,f), and the torque trajectory
of the driving cycle covers up to the rated torque of the test IPMSM (Figure 8a). In addition to
operation within a rated operating condition, operation at voltage and current limits (Figure 8c,d)
is also investigated when the test IPMSM is driven along the US06 automotive driving cycle. Since
the MTPA look-up tables applied for DB-DTFC and CVC shown in Figures 6 and 7 are developed
using identical parameters and conditions, the d and q axis current vectors are the same for both
control methods. For implementation of DB-DTFC, stator flux linkage and stator current observers
are required. Therefore, the complexity and computational effort are higher than in CVC. From
the simulation results in Figure 8, the advantages of DB-DTFC over CVC are not directly shown.
Though the US06 SFTP is one representative dynamic driving cycle, the corresponding speed and
torque trajectories are relatively smooth to present the performance difference between the CVC and
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DB-DTFC algorithms. A comparison of the CVC and DB-DTFC algorithms based on the simulation
results is given in Table 1.

Figure 8. Simulation results of motor dynamics along the US06 SFTP (supplemental federal test
procedure) driving cycle. (a) Torque; (b) Speed; (c) Voltage; (d) Current; (e) Stator flux linkage;
(f) Torque-speed.
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Table 1. Comparison of CVC (current vector control) and DB-DTFC (deadbeat-direct torque and flux
control) based on results in Figure 8.

Characteristic CVC DB-DTFC

Complexity Medium High
Computation time

using a diginal signal processor (DSP) [27] 31.4 (μs) 34 (μs)

Command tracking Satisfactory Satisfactory
Efficient operation Satisfactory Satisfactory

In addition to analyzing CVC and DB-DTFC using time domain simulation results, the EV
migration of CVC and DB-DTFC is compared at different points. Utilizing data from the simulation
results in Figure 8 and the derived operating point (small signal) models of DB-DTFC and CVC IPMSM
drives, the EV migration of each system can be investigated as shown in Figure 9. To investigate
the EV migration characteristics of the CVC and DB-DTFC IPMSM drive systems with respect to
machine parameter variations, q-axis inductance is detuned by 50% of its actual value intentionally,
as shown in Figure 9a,b, and permanent magnetic flux linkage is also detuned by 30% of its actual
value, as shown in Figure 9c,d. In the case of a DB-DTFC IPMSM drive, poles are always located at the
center of a z-plane, as seen in Figure 9a,c, if the estimated parameters used for the DB-DTFC algorithm
exactly match the actual electrical machine parameters. This means that the deadbeat response is
achieved along the torque and speed trajectories. If the parameters in the DB-DTFC and the machine
parameters are different, the poles move away from a center of a z-plane, as seen in the red trajectories
in Figure 9a,c. As a pole moves away from the center of a z-plane, the dynamic response becomes
slower, which means that deadbeat response is not achieved any more. Though deadbeat response is
not achieved when machine parameters do not match, faster dynamic response can still be achieved
using DB-DTFC than CVC. In the case of a CVC IPMSM drive, poles are located and move around
near the bandwidth of the current vector controller, as shown in Figure 9a,c. The location of poles is
changed as shown in Figure 9b when detuned q-axis inductance is used because inductance is used for
calculation of controller gains of a current vector controller.

Since 50% higher q-axis inductance is used for controller gain calculation, the bandwidth of
the controller becomes higher and a faster dynamic response is achieved than the desired dynamic
response shown in Figure 9b. Unlike q-axis inductance variation, a change in the permanent magnet
flux linkage does not affect the dynamic characteristics, as shown in Figure 9d, because permanent
magnet flux linkage is not used for controller gain tuning. As seen in the simulation results in Figure 9,
eigenvalues are located within the unit circle in the z-plane for both the CVC and the DB-DTFC IPMSM
drives. This means that the operation of both motor drive systems is stable along the US06 automotive
driving cycle regardless of the machine parameter variations. Figure 10 shows corresponding impulse
responses with respect to EV locations of the DB-DTFC and CVC IPMSM drives specified in Figure 9.

As shown in Figure 10a, deadbeat response can be achieved when an accurately estimated
parameter is used for the implementation of DB-DTFC. However, DB-DTFC sometimes results in
forced oscillations, as seen in Figure 10b, or a deadbeat response is not achieved, as seen in Figure 10c,
when an inaccurate machine parameter is used for the implementation of DB-DTFC. Though forced
oscillation occurs, the oscillation does not continue for a long time. This means that the dynamic
performance of DB-DTFC is still faster than that of CVC, regardless of the forced oscillation.
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Figure 9. Eigenvalue (EV) migration of DB-DTFC and CVC along the U.S.06 driving cycle when L̂q

and λ̂pm are detuned by 50% and 30%, respectively. (a) When Lq is detuned in DB-DTFC; (b) When Lq

is detuned in CVC; (c) When λpm is detuned in DB-DTFC; (d) When λpm is detuned in CVC.

Figure 10. Corresponding impulse responses with respect to EV locations specified in
Figure 9a,b. (i) deadbeat response; (ii) forced oscillation; (iii) underdamped response of DB-DTFC;
(iv) underdamped response of CVC.
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5. Experimental Results

Following simulation, the eigenvalue migration of DB-DTFC and CVC IPMSM drives is
implemented and verified experimentally. The experimental test set-up is shown in Figure 11 and the
specifications of the test IPMSM are summarized in Table 2.

Figure 11. Experimental test set-up.

Table 2. IPMSM (interior permanent magnet synchronous motor) specifications.

Parameter Value Parameter Value

Rs 1.4 (Ω) Rated Power 1.5 (kW)
λpm 0.121 (Volt-s) Rate Torque 2.26 (N.m.)
Ld 8.5 (mH) Rated Speed 6200 (rpm)
Lq 20 (mH) Rated current (Continuous) 5.5 (A)

Poles 4 Max. current (Instantaneous) 17 (A)
Ts 100 (μs) Jp 1.0 (kg·m2 × 10−4)

In Figure 11, the test IPMSM is controlled in a torque control mode and a load SPMSM is controlled
in a speed control mode. Between the IPMSM and the SPMSM in Figure 11, a torque detector (SS-505,
Ono Sokki, Yokohama, Japan) is mounted and a shaft torque of the IPMSM is measured; the torque
measurement is displayed through a torque meter. During the experiment, an AIX DSP control
development system (XCS2000, Analog Devices, Norwood, MA, United States) is used for controlling
and sensing signals. Control algorithms are developed using C++ language and downloaded to a DSP.
The line current of a motor is measured by a hall-type LEM LA 55-P current sensor and 10 kHz of PWM
sampling frequency is applied during experiment. For an inverter drive, a Semikron power converter
(Semitop Stack, Semikron, Nuremberg, Germany) rated for 350 Vdc and 26 A is used. Figure 12 shows
the Semikron power converter used during the experiment.

For stable operation of CVC and DB-DTFC motor drives, the US06 SFTP automotive driving cycle
was applied. Rather than using actual torque and speed trajectories, the trajectories of the US06 driving
cycle are scaled. During the experiment, a reduced DC link voltage is applied for safe operation of the
test IPMSM drive, the load machine drive, and the torque sensor. The time range is also scaled down
so that the saved data size does not exceed the memory capacity of a controller. The experimental
results for the US06 SFTP automotive driving cycle using DB-DTFC are shown in Figure 13.

The torque trajectory increases up to the rated torque of the test IPMSM and the speed trajectory
is increased beyond the rated speed of the test IPMSM as shown in Figure 13a,b,f. Also, the voltage
and current limited operation can be observed in Figure 13c,d when the test motor drive is operated
along the US06 automotive driving cycle. In Figure 13d, a rated current of the test IPMSM is marked
as the current limit. A city driving cycle and a high driving cycle are combined in the US06 SFTP.
Therefore, it is observed in Figure 13f that the test IPMSM operates at both low speeds and high torque
conditions and at high speeds and low torque operating conditions, which correspond to a city driving
cycle and a highway driving cycle, respectively.
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Figure 12. A Semikron power converter.

Figure 13. Experimental results of dynamics of the DB-DTFC IPMSM drive along the US06 SFTP driving
cycle. Operating conditions: fSW = 10 (kHz) and Vdc = 170 (V). (a) Torque; (b) Speed; (c) Voltage;
(d) Current; (e) Stator flux linkage; (f) Torque-speed.
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The operating point (small signal) models for the DB-DTFC and CVC IPMSM drives are derived
in Equations (21) and (28), respectively. The EV migration of each motor drive is analyzed using the
operating point (small signal) models derived for DB-DTFC and CVC IPMSM drives in Equations (21)
and (28) and the experimental data shown in Figure 14. For evaluation of the parameter sensitivity
of eigenvalue migration for each control algorithm, the q-axis inductance is detuned by 50% of its
actual value and the permanent magnetic flux linkage is detuned by 30% of its actual value. The EV
migration results of DB-DTFC and CVC IPMSM drives are shown in Figure 14.
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Figure 14. Eigenvalue (EV) migration of DB-DTFC and CVC along the US06 driving cycle when L̂q

and λ̂pm are detuned by 50% and 30%, respectively. (a) When Lq is detuned in DB-DTFC; (b) When Lq

is detuned in CVC; (c) When λpm is detuned in DB-DTFC; (d) When λpm is detuned in CVC.

Both the DB-DTFC and the CVC IPMSM drives are shown to be operating at a stable region
when the torque and speed trajectories for the US06 automotive driving cycle are applied because
the eigenvalues are located within the unit circle in the z-plain, as seen in Figure 14. As seen in
Figure 14a,c, a deadbeat response can be achieved when the accurate estimated parameter is used.
When the machine parameters, a permanent magnetic flux linkage and a q-axis inductance, are detuned,
the DB-DTFC IPMSM drive still shows faster dynamic performance than the CVC IPMSM drive.
However, a deadbeat response cannot be perfectly achieved, and a well-damped forced oscillation
property is observed in the DB-DTFC IPMSM drive.
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6. Conclusions

In this paper, the stability and dynamic characteristics of DB-DTFC and CVC IPMSM drives
are analyzed with respect to machine parameter variations. Among the stability evaluation methods
reviewed in Section 1, the EV migration method is applied to investigate both the stability and dynamic
characteristics of each control algorithm along torque and speed trajectories of the US06 SFTP driving
cycle. For eigenvalue migration of a nonlinear system, an operating point model is required. Since an
IPMSM drive is a nonlinear system, the operating point models for IPMSM itself, DB-DTFC, and CVC
IPMSM drive systems are derived in this paper. Using the operating point models and a driving
cycle, eigenvalue migration of DB-DTFC and CVC IPMSM drives is investigated along the torque
and speed trajectories of the US06 SFTP driving cycle in simulation and experiment. The simulation
and experimental results show that both control systems operate within a stable region regardless of
the parameter variation over the wide operating space of a motor drive system. From the simulation
and experimental results of this paper, it can be concluded that the stability of a DB-DTFC IPMSM
drive with respect to parameter variation is not a critical issue even though a DB-DTFC algorithm is
developed for an IPMSM drive based on a machine model and parameters. When inaccurate estimated
machine parameters are used for a DB-DTFC algorithm, EV migration in simulations and experiments
shows that forced oscillation and well-damped responses are observed instead of a deadbeat response.
However, the DB-DTFC IPMSM drive still shows faster dynamic performance than the CVC IPMSM
drive, though the machine parameters, a q-axis inductance, and a permanent magnetic flux linkage are
detuned within a stable operating region.
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