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Preface to ”High Efficient Buildings in Mediterranean

Area: Challenges and Perspectives”

At present, worldwide energy legislation is pushing toward high targets and imposing strict

regulations in order to mitigate environmental pressure and climate change issues. The building

sector represents one of the major players in this field, often requiring a considerable amount of

energy for services related to annual air-conditioning and indoor thermal comfort. The design of

highly efficient low-energy buildings is often a challenging task, especially in the Mediterranean area,

where the balanced energy requirement for heating and cooling does not usually allow for a high level

of envelope insulation, which would lead to summer overheating. Several systems and technologies

have been recently proposed in order to optimize building envelopes and air-conditioning plants

and to opportunely control and manage energy requirements in order to attain valuable design

procedures according to the building typology and the climatic context. This book will be of interest

to architects and building designers who aim to reach high standards of efficiency through the use

of innovative solutions, as well as to researchers and students who are interested in strengthening

aspects related to building energy simulations.

Natale Arcuri, Roberto Bruno, Piero Bevilacqua

Editors
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Abstract: Green roofs have a thermal insulating effect known since ancient times. In the building
sector, green roofs represent a sustainable passive solution to obtain energy savings, both during winter
and summer. Moreover, they are a natural barrier against noise pollution, reducing sound reflections,
and they contribute to clean air and biodiversity in urban areas. In this research, a roof-lawn system
was studied through a long experimental campaign. Heat-flow meters, air and surface temperature
sensors were used in two buildings characterized by different surrounding conditions, geometries
and orientations. In both case studies, the thermal behaviors of the roof-lawn system were compared
with the conventional roofs. In addition, a dynamic simulation model was created in order to quantify
the effect of this green system on the heating and cooling energy demands. The roof-lawn showed a
high thermal inertia, with no overheating during summer, and a high insulating capacity, involving
energy savings during winter, and consequently better indoor thermal conditions.

Keywords: green roof; measurements; thermal behavior; monitoring; dynamic model

1. Introduction

Greenhouse gas emissions (GHG), mainly produced by anthropogenic activities, can be considered
to be largely responsible for the global average temperature increase, with a growth of about +1 ◦C
compared to the pre-industrial era [1]. Therefore, many countries could become inhospitable because
of climate change [2].

The effects can be clearly observed in densely populated cities, where the “urban heat island”
(UHI) phenomenon has been rising during the last decades [3].

It is well-known that UHIs are correlated with urban overheating phenomena, which are
commonly contrasted by applying cool or retroreflective materials or expanding urban green areas, or,
alternatively, by resorting to green roofs [4–6]. It is essential to study UHIs and suggest interventions
for the mitigation of these phenomena, thereby reducing their strength [7,8]. Achieving this goal
is essential for reducing the growing energy consumption of buildings energy, in particular during
summer [9–12]. Moreover, the high temperatures in cities during the hottest months can involve
significant and negative effects on daily life [13]. It is therefore clear that UHI phenomenon and its
countermeasures are interesting issues for the scientific community [14–17]. One of the most significant
solutions for counteract UHIs is represented by green roofs. They are a passive solution characterized
by multiple advantages. Green roofs have a thermal insulation function that has been known since
ancient times. It should be noted that these systems involve higher initial costs, which, however,
can be amortized quickly [18]. Green roofs can be also considered a natural shield against noise
pollution [19,20]. Furthermore, a green roof generates oxygen, reducing, at the same time, CO2 and

Energies 2020, 13, 5163; doi:10.3390/en13195163 www.mdpi.com/journal/energies1
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pollutants, thus representing a natural countermeasure against atmospheric pollution. Therefore, green
roofs represent a viable and effective solution for reducing the effects of UHI.

In further detail, some scientific works showed the capability of green roofs to mitigate the
UHI phenomenon [4–6,21,22], also improving the thermal comfort of a building over a whole
year [7]. In fact, this solution allows the achievement of particularly high-performance dynamic
thermal characteristics [8,9], with higher thermal insulation during winter and improved inertial
behavior during summer. The evapotranspiration effects allow for the external surface temperature
reduction during the warmer months, with consequent advantages in terms of energy saving [10–12].
Moreover, green roofs can upgrade the management of rainwater, decreasing the volume of run-off and
causing an attenuation of the peak to consequently mitigate the generation of rainwater run-off [14–17].
Further works underlined their sound insulation capacity compared to a traditional roof [13,19,20]
and also their importance for safeguarding the aesthetics of areas and wildlife [23] with the aim of
avoiding habitat loss in urban areas [24,25].

However, today, the high costs of construction, maintenance and roof dispersion problems are the
main challenges associated with the application of green roofs [18]. Although the cost of a green roof
is higher than the cost of a conventional roof, the use of this green solution is becoming a common
practice in many developing countries [26]. On the other hand, European countries have been a model
in implementing these mitigation techniques in the building design and construction strategy.

Starting from the above, this study focused on the experimental investigation of the thermal
behavior of an innovative roof-lawn system installed on the roofs of two buildings placed in central
Italy. Long-lasting measurement campaigns were carried, out and simulations were performed in
order to better understand the thermal behavior and the effects of this passive green solution on the
energy performance of buildings.

2. Materials and Methods

2.1. The Roof-Lawn System: Two Cases of Study

The experimental investigation consisted of analyzing two buildings where the roof-lawn system
was installed: Case 1 is represented by a single-story building, located about 70 km from Rome
and characterized by a tilted roof (Figure 1a); Case 2 is represented by a small building placed in
a central neighborhood of Rome (Figure 1b) and characterized by a horizontal roof. The roof-lawn
system is distinguished by the species of the Zoysia genus, which has a slow growth. Zoysia is able
to tolerate wide variations in temperature, sunlight and water, and it is generally used for lawns in
temperate climates. The irrigation system only reintegrates the evapotranspiration losses. The required
maintenance is very low, because the lawn can reach a maximum growth of about 0.25 m, with a
distinctive wave effect.

Figure 1. The case studies: (a) Case 1; (b) Case 2.

The roof-lawn system is composed of the following layers: on the higher part of the roof,
a waterproofing sheath avoids water infiltrations; over that, the green roof is built on a draining mat
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and an inorganic substrate. In Case 1, a reinforced concrete layer (about 0.08 m thick) characterizes the
structural part of the roof. On the other hand, in Case 2, the structural part of the roof is characterized
by hollow tiles, with a thickness of about 0.10 m.

In order to make a comparison, the roof-lawn system was installed covering only a part of the
roofs. In Case 1, the traditional roof is characterized by a reinforced concrete slab, covered with tiles.
In Case 2, the original roof is finished on the outer side with pavement.

The indoor environments under the roofs have the same orientation and occupation rate.

2.2. Experimental Setup

In order to assess the stationary and the dynamic thermal performance of the green roof,
heat-flow meters, air and surface temperature sensors were employed, as shown in Figure 2. The
schematic representation of the installed sensors is descriptive for both Case 1 (sloped roof) and Case 2
(horizontal roof).

Figure 2. Schematic view of the installed sensors for both Case 1 and Case 2.

It is worthy to mention that aiming at ensuring the best thermal contact, the external surface
temperature sensor was fixed into the higher layer of the green roof, under a thin layer of soil
(represented by the brown layer in Figure 2).

Data-loggers were used for connecting all sensors and logging heat fluxes, air and surface
temperatures with a time step of 10 min, for 24 h per day. The measurement survey began in October
2018 for a period of one year, finishing in September 2019 for Case 1. On the other hand, for Case 2,
the experimental survey started in May 2019 and finished in May 2020.

2.3. Methodology

With the aim of evaluating the efficiency of the green roofs, two parts of the roof were analyzed
and compared. The stratigraphy of the roofs was identified, but the thermophysical properties of each
layer were unknown. The roof-lawn system is characterized by five layers, of which the upper part is
non-homogeneous, consisting of grass and soil.

Starting from this, all the acquired data from Case 1 and Case 2 were employed for the calculation
of the thermal transmittances (also known as U-value or just U) of the green roofs and the original ones.
It is known that heat flux densities and indoor/outdoor air temperatures are employed to compute the
U-value according to the following equation:

q = U(Ti − Te) (1)
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where q is the heat flux density, and Ti and Te are the indoor and outdoor air temperatures, respectively.
In compliance with ISO 9869-1 [27], the stationary U-value of building components (that is, the U-value
of the roofs) can be obtained by means of the average progressive method with the following equation:

U =

∑N
j=1 q j∑N

j=1

(
Ti j − Tej

) (2)

where N is the whole recorded samples.
Furthermore, the thermal conductance (C) of the roofs can be calculated employing surface

temperatures instead of air temperatures according to the following formula:

C =

∑N
j=1 q j∑N

j=1

(
Tsij − Tse j

) (3)

where Tsi and Tse are the internal and external surface temperatures, respectively.
Evidence about the dynamic thermal behavior of the roofs (phase shift (PS) and decrement factor

(DF)) was evaluated considering internal and external surface temperatures.
The PS is the time difference between the highest internal surface temperature and the highest

external surface temperature of the roof [28]:

PS = tTMAX
si
− tTMAX

se
(4)

The DF can be calculated as [28]:

DF =
TMAX

si
− TMIN

si

TMAX
se − TMIN

se

(5)

where TMAX
si and TMIN

si are the highest and the lowest internal surface temperature registered during
a day, respectively, and, in turn, TMAX

se and TMIN
se are the highest and the lowest external surface

temperature recorded during a day, respectively.
Data obtained from the green and the original roofs were used for simulating the heating and

cooling energy needs of a building through the energy simulation tool DesignBuilder (Version 6.1.5.002,
DesignBuilder Software Ltd., Stroud, UK) [29]. Since the solar reflectance of green roofs ranges from
0.3 to 0.5 in function of the type of plant [30], a reflectivity of 0.2 (typical value for grass) was used in
the model. The building model is characterized by walls with a simple stratigraphy (0.22 m of concrete
and 0.04 m of extruded polystyrene, plastered on both sides), distinguished by a thermal transmittance
of 0.600 W/(m2K). The windows (total area of 18 m2) have a thermal transmittance of 5.61 W/(m2K).
A solar absorptance of 0.6 was set for walls.

An infiltration rate of 0.3 1/h was used. The set-point temperatures for heating and cooling
were set to 20 ◦C and 26 ◦C, respectively. A typical schedule of an office building was selected to
define the heating and cooling functioning hours. The heating generation is guaranteed by a gas
boiler (mean efficiency of 0.9), while a split system (mean energy efficiency ratio: 2.21) performs the
cooling requirements.

Case 1 was selected as reference to run the simulation; a similar geometry was created in the 3D
modeler of DesignBuilder, and the equivalent thermophysical properties found experimentally in a
previous study [10] were employed to define the roof characteristics (see Table 1). According to the data
reported, the green roof has a U-value of 1.361 W/(m2K), a thermal resistance of 0.735 W/(m2K), a heat
capacity of 840 J/(kgK) and a density of 1100 kg/m3. These data do not include the vegetation layer.
The external layer of the roof was simulated using the green roof module of DesignBuilder. Table 2
lists the thermophysical properties considered for the simulation. In particular, the typical value of the
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leaf area index (LAI) of a grass surface of 2.51 [31,32] was set. The LAI depends on the plants’ density
and on their height, [33] however, adopting an average value, it is possible to consider it acceptable for
the Zoysia grass coverage of the roof. The high maximum moisture content of the terrain adopted is
typical of a very porous terrain like that adopted in the case study. Moreover, the choice of a relatively
high initial moisture content (0.50) is coherent with the regular irrigation schedule of the green roof,
even during the days before the measurement campaign. Within the simulation, we considered a
continuous irrigation during the day that is always able to balance the evapotranspiration and the
grass water absorption losses.

Table 1. Case 1: Thermophysical properties of the roof employed in the simulation.

Case 1
Thermal Transmittance

(W/m2K)
Heat Capacity

(J/kgK)
Density (kg/m3)

Original roof 3.021 840 1000
Green roof 1.361 840 1100

Table 2. Thermophysical properties of the vegetation layer. LAI: leaf infiltration rate.

Property Value

Height of the grass 20 cm
LAI 2.51 [31–33]

Leaf reflectivity 0.22 [34,35]
Leaf emissivity 0.95 [34–36]

Minimum stomatal resistance 180 s/m [34–36]
Maximum volumetric moisture content of the soil layer 0.7 [34,35]
Minimum volumetric moisture content of the soil layer 0.010 [34,35]

Initial volumetric moisture content of the soil layer 0.5 [34,35]

3. Results and Discussion

3.1. Case 1—Experimental Investigation

The experimental results are reported in this section. One-year monitoring is characterized by a
very large amount of data. It is worthy to observe that, over a whole year, recording heat fluxes and
temperatures every 10 min does not allow a clear graphical representation of the sinusoidal trends for
readers. Thus, in order to provide a clear view of the yearly behaviors of the investigated green roofs,
the results are here presented in terms of average data and standard deviations (SDs). It is well-known
that SD is a measure of the dispersion of a set of values. A low SD indicates that the values tend to be
close to the mean of the set. Conversely, a high SD indicates that the values are spread over a wider
range. Thus, using average data and SDs, it is possible to make a simplified direct comparison between
the thermal behavior of the green roof and the original one, thus observing the fluctuations of the
single quantities on a monthly basis. Starting from September 2018 to August 2019, it is possible to
analyze the performance of the green roof considering diverse weather conditions.

Figures 3–5 show the comparison between the green roof and the original one in Case 1.

5
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Figure 3. Comparison between the green roof and the original one in Case 1: average heat flow densities
and their standard deviations (SDs). The convention used is positive flux in the outgoing direction and
negative flux in the inward direction.

Figure 4. Comparison between the green roof and the original one in Case 1: average outdoor air
temperatures and average indoor air temperatures with their SDs.

Figure 5. Comparison between the green roof and the original one in Case 1: extrados’ temperature
and average external surface temperatures with their SDs.

Figure 3 shows the average values of the heat flow densities and their SDs. The average monthly
heat flow densities are represented in the graph by continuous lines on the main axis: the green curve
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is relative to the green roof (indicated in the legend with “Green roof”), while the orange one refers to
the original roof (indicated with “Original roof”).

In the secondary axis, the monthly SD of the heat flow are represented: the green columns are
relative to the green roof (indicated by “Green (SD)”), while the orange ones are relative to the original
roof (“Original (SD)”).

The analysis of the heat flow densities reveals low average values for the original roof, but it is
worthy to note that it is characterized by SD values always higher than those related to the green roof.
Therefore, when compared with the original one, a stable thermal performance of the green roof can be
observed. Taking into consideration December 2018 (representative of the winter season), the external
air temperatures ranged between 3.83 ◦C and 14.16 ◦C. Throughout this month, the highest heat flux
value was about 14 W/m2, much lower than that recorded for the original roof (with a heat flux higher
than 18 W/m2). The low thermal inertia of the original roof revealed a strong heat fluxes oscillation,
also with negative values. The greater inertial effects of the roof-lawn system can be observed even
more clearly during the middle season (from March 2019 to April 2019). Taking into consideration
April 2019, the external air temperatures ranged between 5.53 ◦C and 26.23 ◦C. For the green roof,
a maximum heat flux of about 10.7 W/m2 was recorded. On the other hand, a maximum heat flow
value of about 19.1 W/m2 was registered for the original roof.

During the summer season, considering June 2019 as a representative month, the external air
temperatures varied between 16.0 ◦C and 33.4 ◦C. In this month, for the green roof, the highest heat
flux was about 6 W/m2. Conversely, for the original roof, the highest heat flow was about 15 W/m2.
In order to provide an overview, Table 3 summarizes the average, the minimum and the maximum
heat fluxes registered during each month.

Table 3. Average, minimum and maximum heat fluxes registered during each month. The convention
used is positive flux in the outgoing direction and negative flux in the inward direction.

Case 1
Green Roof—Heat Flux (W/m2) Original Roof—Heat Flux (W/m2)

MIN AVG MAX MIN AVG MAX

September 2018 1.38 1.69 9.05 −21.02 3.11 8.95
October 2018 1.26 3.97 10.21 −18.06 3.16 18.54

November 2018 1.94 5.27 12.01 −11.88 4.52 19.01
December 2018 2.01 5.91 14.30 −10.42 4.56 19.61

January 2019 2.57 7.23 14.25 −10.15 4.39 14.80
February 2019 1.37 5.97 14.59 −23.61 3.64 19.52

March 2019 0.20 4.84 13.79 −25.38 2.71 20.13
April 2019 1.48 3.92 10.66 −32.56 1.59 19.07
May 2019 1.01 2.95 8.47 −29.17 0.54 17.81
June 2019 −0.61 2.20 5.59 −33.79 −2.06 15.04
July 2019 −0.19 0.99 5.36 −7.63 −1.87 2.38

August 2019 −3.69 −0.22 1.16 −6.47 −1.24 2.57

The average outdoor air temperatures, the average indoor air temperatures and their SD are
reported in Figure 4.

The monthly average indoor air temperatures are represented in the graph by continuous lines
on the main axis: the green curve is relative to the green roof (indicated in the legend with “Ti Green
roof”) while the orange one refers to the original roof (indicated with “Ti Original roof”). On the main
axis, the red dashed curve of the outside air temperature (indicated with “Te”) is also represented.

The secondary axis shows the monthly SDs of the monthly indoor air temperature: the green
columns refer to the green roof (indicated by “Ti_Green (SD)”), while the orange ones refer to the
original roof (“Ti_Original (SD)”).

The constant thermal behavior of the green roof can be deduced also by observing the average
internal air temperatures (Figure 4). From September 2018 to May 2019, they are always characterized
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by higher values when compared with the average indoor air temperatures of the original roof. On the
contrary, during June, July and August 2019 the indoor air temperatures are lower than those registered
for the original roof, with subsequent advantages in terms of indoor thermal comfort. Furthermore,
in this case, SDs calculated for the original roof are greater than those computed for the roof equipped
with the roof-lawn system. The behavior of the green roof is related both to the additional thermal
resistance caused by the additional layer represented by the roof-lawn system and to the increased
thermal inertia. Indeed, considering December 2018, the green roof caused an average indoor air
temperature of 14.14 ◦C. Conversely, for the original roof, indoor air temperature showed an average
value of 8.95 ◦C. During the middle season (April and May 2019) the average indoor air temperatures
are similar, but it is possible to observe better performance with the roof-lawn system; during April
2019, a minimum internal air temperature of 13.91 ◦C caused by the green roof, and a minimum value
of 9.52 ◦C caused by the original roof were obtained. Moreover, for the indoor air temperatures, aiming
at providing an outline, Table 4 recaps the average, the minimum and the maximum values registered
during each month.

Table 4. Average, minimum and maximum indoor air temperatures registered during each month.

Case 1
Green Roof—Air Temperature (◦C) Original Roof—Air Temperature (◦C)

MIN AVG MAX MIN AVG MAX

September 2018 19.6 21.7 24.2 17.7 19.7 22.5
October 2018 17.3 20.0 21.5 13.0 18.8 23.0

November 2018 13.7 17.2 20.6 7.2 13.4 18.3
December 2018 10.2 14.1 17.2 4.1 9.0 13.7

January 2019 10.0 12.4 15.6 3.9 6.2 9.9
February 2019 9.9 13.5 16.3 4.3 9.0 132.0

March 2019 12.8 15.6 19.2 7.1 13.0 18.1
April 2019 13.9 15.8 19.0 9.5 15.4 24.6
May 2019 16.2 19.0 22.2 10.9 17.9 24.4
June 2019 23.1 24.8 26.7 15.9 27.3 35.3
July 2019 23.7 25.5 27.5 23.4 29.2 34.8

August 2019 24.2 25.0 25.7 24.1 27.4 31.6

Finally, the average external surface temperatures and their SDs are shown in Figure 5, along with
the extrados’ average temperatures measured under the roof-lawn system. The monthly average
temperatures of the external surface are represented in the graph by dashed curves on the main axis:
the green curve is relative to the green roof (indicated in the legend with “Tse Green roof”), while the
brown one refers to the original roof (indicated with “Tse Original roof”). On the main axis, the green
continuous curve of the extrados’ temperature is also shown (indicated by “Texstrados”).

The secondary axis shows the monthly SDs of the external surface temperatures: the green
columns are related to the green roof (denoted by “Tse_Green (SD)”), while the orange ones are related
to the original roof (“Tse_Original (SD)”).

The outer side of the investigated roofs is completely different in terms of materials and heat
transfer mechanisms. The effect of the thermophysical features of the employed materials played an
essential role. The tiles on the original roof absorbed solar radiation because of their high absorptance
coefficient. For the green roof, this did not happen because of the evapotranspiration phenomena of
the greenery. Moving from the colder months to the warmer ones, it is possible to observe much higher
average external surface temperatures in the case of the original roof. Analyzing the summarizing
data listed in Table 5, the original roof reached about 55 ◦C, while the external temperatures of the
roof-lawn system reached values which do not exceed about 30 ◦C.
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Table 5. Average, minimum and maximum external surface temperatures registered during each month.

Case 1
Green Roof—Surface Temp. (◦C) Original Roof—Surface Temp. (◦C)

MIN AVG MAX MIN AVG MAX

September 2018 12.0 18.8 24.0 8.2 20.9 42.2
October 2018 5.3 16.7 21.4 7.1 18.1 35.5

November 2018 5.7 12.5 18.4 1.5 12.0 23.4
December 2018 2.3 8.4 13.9 -2.4 7.4 17.8

January 2019 2.3 5.6 11.5 -2.5 4.8 15.8
February 2019 -0.5 7.7 14.1 -2.9 8.1 24.4

March 2019 0.7 10.7 18.6 -0.9 12.8 35.1
April 2019 6.4 12.6 21.4 2.5 15.9 42.7
May 2019 7.4 15.3 23.6 3.8 18.9 43.7
June 2019 13.3 22.3 28.8 8.9 29.7 52.9
July 2019 18.4 23.9 30.3 16.0 30.9 55.0

August 2019 20.4 23.1 27.1 16.5 27.8 49.5

The recorded data during winter allowed the calculation of the U-value of the roofs. For the
green roof, a U-value of 1.361 W/(m2K) was found and, for the original one, a value of 3.021 W/(m2K)
was obtained. Thus, making a comparison between the roofs, a percentage difference in terms of
thermal transmittance of about −55% can be pointed out. Moreover, applying Equation (3), the thermal
conductance of the roofs was computed, finding 1.168 W/m2K for the green roof and 2.811 W/m2K for
the original one, with a resulting percentage difference of −58.45%. The measurement of the green roof
extrados’ temperature and the external surface temperature allowed a preliminary calculation of the
roof-lawn thermal conductance, which was equal to 4.487 W/m2K. All these results are summarized in
Table 6.

Table 6. Case 1: C-values and U-values of the original and green roofs.

Case 1 Thermal Conductance (W/m2K) Thermal Transmittance (W/m2K)

Original roof 2.811 3.021
Green roof 1.168 1.361
Roof-lawn 4.487 -

3.2. Case 2—Experimental Investigation

The experimental results of Case 2 are reported in this section. Again, the results of a one-year
monitoring are presented here in terms of average data and SDs. Therefore, it is possible to make a direct
comparison between the green roof and the original roof over time, also observing the fluctuations of
the individual quantities on a monthly basis. From May 2019 to May 2020, it is possible to comprehend
the thermal behavior of the green roof under different weather conditions.

It is necessary to specify that this monitoring has some missing data caused by the malfunction of
the installed sensors.

Figures 6–8 show the comparison between the green roof and the original one.
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Figure 6. Comparison between the green roof and the original one in Case 2: average heat flow densities
and their SDs. The convention used is positive flux in the outgoing direction and negative flux in the
inward direction. Instrument failure caused missing data.

Figure 7. Comparison between the green roof and the original one in Case 2: average outdoor
air temperatures and average indoor air temperatures with their SDs. Instrument failure caused
missing data.

Figure 8. Comparison between the green roof and the original one in Case 2: extrados’ temperature
and average external surface temperatures with their SDs. Instrument failure caused missing data.

Figure 6 shows the average values of the heat flow densities and their SDs.
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The average monthly heat flow densities are represented in the graph by continuous lines on the
main axis: the green curve is relative to the green roof (indicated in the legend with “Green roof”),
while the orange one refers to the original roof (indicated with “Original roof”).

In the secondary axis, the monthly SDs of the heat flow are represented: the green columns are
relative to the green roof (indicated by “Green (SD)”), while the orange columns are relative to the
original roof (“Original (SD)”).

The analysis of the heat flow densities reveals low average values for the original roof, but it
is important to note that it is characterized by SD values always higher than those related to the
green roof.

The greater inertial effects of the roof-lawn system can be observed even more clearly during the
middle season. Taking into consideration May 2019, the external air temperatures ranged between
12.58 ◦C and 25.77 ◦C. For the green roof, a maximum heat flux of about 1.33 W/m2 was recorded.
On the other hand, a maximum heat flow value of about 2.88 W/m2 was registered for the original
roof. Taking into consideration May 2020, the external air temperatures ranged between 13.82 ◦C and
34.53 ◦C. For the green roof, a maximum heat flux of about 2.66 W/m2 was recorded. On the other
hand, a maximum heat flow value of about 3.06 W/m2 was registered for the original roof.

During summer, considering June 2019 as a representative month, the external air temperatures
ranged from 14.06 ◦C to 37.99 ◦C. In this month, for the green roof, the highest heat flux was about
2.38 W/m2. Conversely, for the original roof, the highest heat flow was about 4.0 W/m2.

In order to provide an overview, Table 7 summarizes the average, the minimum and the maximum
heat fluxes registered during each month.

Table 7. Average, minimum and maximum heat fluxes registered during each month. The convention
used is positive flux in the outgoing direction and negative flux in the inward direction. Instrument
failure caused missing data.

Case 2
Green Roof—Heat Flux (W/m2) Original Roof—Heat Flux (W/m2)

MIN AVG MAX MIN AVG MAX

May 2019 −0.84 0.18 1.33 −1.96 −0.40 2.88
June 2019 0.13 1.04 2.38 −4.13 −1.25 4.00
July 2019 0.24 1.39 3.09 −5.18 −2.28 3.36

August 2019 − − − −4.88 −2.00 3.81
September 2019 − − − −3.65 −0.63 6.06

October 2019 −2.17 0.52 1.99 −3.91 −0.36 4.11
November 2019 −1.84 0.26 1.65 −1.58 0.53 4.00
December 2019 −3.04 −0.33 1.39 −1.77 1.17 5.20

January 2020 −3,82 −1.12 1.27 −1.21 1.89 6.10
February 2020 −2.89 −0.29 1.87 −3.65 0.92 5.27

March 2020 −1.46 0.05 1.65 −3.61 −0.16 4.04
April 2020 −2.17 −0.26 0.79 −2.97 −0.26 4.56
May 2020 −2.29 0.21 2.66 −2.15 −0.71 3.06

Comparing the green and the original roofs, a more stable thermal performance of the green
roof can be observed. Taking into consideration December 2019 (representative of the winter season),
the external air temperatures ranged between 2.42 ◦C and 19.23 ◦C. Throughout this month, the highest
heat flux was about 1.39 W/m2, a much lower value than that recorded for the original roof (with a
heat flux higher than 5.20 W/m2). The low thermal inertia of the original roof allowed us to observe a
strong heat flows oscillation, also showing negative values.

The average outdoor air temperatures, the average indoor air temperatures and their SDs are
reported in Figure 7. The monthly average indoor air temperatures are represented in the graph by
continuous lines on the main axis: the green curve is relative to the green roof (indicated in the legend
with “Ti Green roof”), while the orange one refers to the original roof (indicated with “Ti Original
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roof”). On the main axis, the red dashed curve of the outside air temperature (indicated with “Te”) is
also represented.

The secondary axis shows the monthly SDs of the monthly indoor air temperature: the green
columns refer to the green roof (indicated by “Ti_Green (SD)”), while the orange ones refer to the
original roof (“Ti_Original (SD)”).

The more stable thermal behavior of the green roof can be deduced also observing the average
indoor air temperatures (Figure 7). From May 2019 to May 2020, indoor air temperatures’ SDs calculated
for the original roof are greater than those computed for the roof equipped with the roof-lawn system,
except for November 2019 and for April and May 2020. In this case, the behavior of the green roof is
also related both to the additional thermal resistance caused by the additional layer represented by the
roof-lawn system and to the increased thermal inertia. Indeed, considering December 2019, the green
roof caused an average indoor air temperature of 16.08 ◦C. On the contrary, for the original roof, an
average indoor air temperature of 15.82 ◦C can be observed. During the middle season (April and
May 2020) the average indoor air temperatures are similar: during April 2020, a minimum internal
air temperature of 12.81 ◦C caused by the green roof, and a minimum value of 13.51 ◦C caused by
the original roof were obtained. Additionally, for the indoor air temperatures, aiming at providing
an outline, Table 8 recaps the average, the minimum and the maximum values registered during
each month.

Table 8. Average, minimum and maximum indoor air temperatures registered during each month.
Instrument failure caused missing data.

Case 2
Green Roof—Air Temperature (◦C) Original Roof—Air Temperature (◦C)

MIN AVG MAX MIN AVG MAX

May 2019 18.1 19.1 20.1 18.0 19.5 21.0
June 2019 26.0 27.2 28.2 18.9 24.7 27.7
July 2019 27.6 29.0 30.4 25.7 27.8 30.1

August 2019 - - - 26.3 27.5 30.2
September 2019 - - - 22.5 24.8 27.8

October 2019 20.0 21.7 23.2 19.8 21.7 24.5
November 2019 15.7 18.0 21.4 16.0 18.1 21.3
December 2019 13.1 15.8 18.4 13.1 16.1 18.6

January 2020 12.0 14.4 17.0 12.1 14.6 17.7
February 2020 13.7 16.3 18.0 13.9 16.6 18.6

March 2020 13.0 15.0 17.7 13.5 15.6 18.8
April 2020 12.8 16.2 18.4 13.5 17.1 19.3
May 2020 18.1 21.6 25.0 19.0 22.2 25.8

Finally, the average external surface temperatures and their SDs are shown in Figure 8 along
with the extrados’ average temperatures measured under the roof-lawn system. The monthly average
temperatures of the external surface are represented in the graph by dashed curves on the main axis:
the green curve is relative to the green roof (indicated in the legend with “Tse Green roof”), while the
brown one refers to the original roof (indicated with “Tse Original roof”). On the main axis, the green
continuous curve of the extrados’ temperature is also shown (indicated by “Texstrados”).

The secondary axis shows the monthly SDs of the external surface temperatures: the green
columns are related to the green roof (denoted by “Tse_Green (SD)”), while the orange ones are related
to the original roof (“Tse_Original (SD)”).

The outer side of the investigated roofs is completely different in terms of materials and heat
transfer mechanisms. The effect of the thermophysical features of the employed materials played an
essential role. Indeed, while in the original roof cover the solar radiation was absorbed by the tiles
due to their high absorption coefficient, this phenomenon does not occur in the green roof due to the
evapotranspiration phenomena of the greenery. Moving from the colder months to the warmer ones,
it is possible to observe much higher average external surface temperatures in the case of the original
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roof. Analyzing the summarizing data listed in Table 9, the original roof reached about 54 ◦C, while
the external temperatures of the roof-lawn system reached values which do not exceed about 40 ◦C.

Table 9. Average, minimum and maximum external surface temperatures registered during each
month. Instrument failure caused missing data.

Case 2
Green Roof—Surface Temp. (◦C) Original Roof—Surface Temp. (◦C)

MIN AVG MAX MIN AVG MAX

May 2019 13.3 18.3 30.1 13.2 20.8 45.7
June 2019 14.4 24.4 37.3 13.8 30.5 52.8
July 2019 22.3 27.2 34.0 21.7 33.9 54.3

August 2019 22.9 25.9 31.3 22.9 32.0 53.9
September 2019 15.1 22.4 40.0 19.6 23.9 45.6

October 2019 12.1 17.4 24.5 13.5 20.4 35.4
November 2019 8.2 13.8 20.5 8.4 14.2 26.2
December 2019 2.4 10.7 19.0 0.2 16.1 20.6

January 2020 2.1 8.6 17.5 0.5 10.1 22.5
February 2020 2.8 12.2 21.4 1.5 13.2 31.2

March 2020 7.2 12.7 28.3 6.2 14.4 33.2
April 2020 - - - - - -
May 2020 12.9 19.5 31.0 12.0 25.9 48.8

The recorded data during winter allowed for the calculation of the thermal transmittance of the
roofs. Applying Equation (2), a U-value of 0.190 W/(m2K) was obtained for the green roof, and a
value of 0.362 W/(m2K) was found for the original one. Therefore, making a comparison between
the green and the original roof, a percentage difference in terms of thermal transmittance of about
−47.5% can be highlighted. Moreover, applying Equation (3), the thermal conductance of the roofs
was computed, finding a value of 0.162 W/m2K for the green roof and a value of 0.277 W/m2K for the
original one, with a resulting percentage difference of −41.4%. The measurement of the green roof
extrados’ temperature and the external surface temperature allowed a preliminary calculation of the
roof-lawn thermal conductance, which was equal to 0.423 W/m2K. All these results are summarized in
Table 10.

Table 10. Case 2: C-values and U-values of the original and green roofs.

Case 2 Thermal Conductance (W/m2K) Thermal Transmittance (W/m2K)

Original roof 0.277 0.362
Green roof 0.162 0.190
Roof-lawn 0.423 -

3.3. Building Energy Simulation

A dynamic energy simulation was performed in DesignBuilder in order to simulate the performance
of the green roof. The resulting effects deriving from the installation of the green roof are shown in
Figures 9–11. In particular, Figure 9 shows the monthly thermal energy requirement of the building,
considering as positive the amount of energy that needs to be added in the internal spaces and negative
the energy that has to be removed to guarantee comfortable conditions in summer. Comparing the
monthly thermal heating and cooling requirements (see Figure 9), it is possible to observe a relevant
reduction of peak values in summer and winter design months: in particular, we observed a percentage
difference of −31% in January (−339 kWh) and of −48% in July (+224 kWh). Instead, on an annual
basis, the installation of the green roof is able to decrease the thermal energy requirement by 31%
during the heating season (from October to April) and by 50% during the cooling period (form June to
September). It should be noted that the building is characterized by a good summer performance,
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even if the original roof has poor thermal behavior. This can be linked to the use of high reflective solar
blinds, to avoid summer overheating in internal spaces, and of natural ventilation systems.

Figure 9. Monthly thermal energy needs of the building with the original and green roof.

Figure 10. Annual thermal energy requirement for heating (Qheat) and cooling (Qcool) of the building
with the original and green roof.
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Figure 11. Comfort evaluation (using Fanger’s Predicted Mean Vote (PMV) index) during a typical
week in summer.

In addition, since the best performance of the green roof was found in summer, an evaluation of
comfort conditions was performed using the indicator predicted mean vote (PMV Fanger) [37].

The PMV Fanger is equal to zero when thermal neutrality is reached, while the comfort zone is
defined as the interval between the recommended PMV limits (e.g., −0.5 < PMV < + 0.5). The index is
calculated from Fanger’s equations that are characterized by six input parameters: air temperature,
mean radiant temperature, relative humidity, air speed, metabolic rate, and clothing insulation.

A typical summer week was chosen (from 10 August till to 17 August), and the hourly PMV
Fanger index is plotted in Figure 11. As can be noted, the installation of the green roof is able to sensibly
improve the comfort conditions during the working days, keeping the index in the range between −1
and +1. Since the air speed, metabolic rate and the clothing insulation are considered constant in the
simulation, and the air temperature is controlled by the cooling system, the installation of the green
roof results to improve the distribution of surface temperatures and the values of relative humidity in
the building rooms during the analyzed period.

Analyzing the results deriving from the simulation model, it is possible to affirm that the
installation of a green roof is able to reduce energy consumptions in both heating and cooling seasons
due to its properties of insulation and thermal inertia. Furthermore, a sensible improvement of comfort
conditions in the building’s internal spaces was found during the summer period.

4. Conclusions

This study aimed to investigate the thermal behavior of an innovative roof-lawn system, tested
on two buildings placed in central Italy. Long-lasting measurement campaigns were carried out,
and simulations were performed in order to understand the influence of this passive technique on the
energy performance of buildings.

In both case studies, the green roof showed more stable thermal behavior, characterized by lower
heat fluxes and temperature fluctuations. This is related to the additional massive layer represented
by the roof lawn system, which influenced the steady state and the dynamic thermal performance of
the roof.

For Case 1, the green roof showed a thermal transmittance of 1.361 W/(m2K), and the original one
a value of 3.021 W/(m2K). Thus, comparing the green and the original roof, a percentage difference of
about −55% was found. In terms of thermal conductance of the roofs, a value of 1.168 W/m2K for the
green roof and a value of 2.811 W/m2K for the original one was identified, with a resulting percentage
difference of about −58%. The measurement of the green roof extrados’ temperature and the external
surface temperature allowed a preliminary calculation of the roof-lawn thermal conductance, which
was equal to 4.487 W/m2K.
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For Case 2, the green roof showed a thermal transmittance of 0.190 W/(m2K) and the original one
a value of 0.362 W/(m2K). In this case, a percentage difference in terms of U-value of about −47.5%
was found. Moreover, the thermal conductance of the roofs was computed, finding a value of 0.162
W/m2K for the green roof and a value of 0.277 W/m2K for the original one, with a resulting percentage
difference of about −41%. In this case, the calculation of the roof-lawn thermal conductance was equal
to 0.423 W/m2K.

The effects of the roof-lawn system in terms of annual energy needs were simulated by means
of a dynamic code, achieving significant reduction in terms of heating and cooling energy demands.
Simulating the roof-lawn system and making a comparison with the original roof, primary energy
reductions of 30% for heating and 51% for cooling were obtained, respectively. Benefits were found
considering indoor thermal comfort.

Since ancient times, green roofs have always been considered thermal insulators, representing a
sustainable answer to the energy saving problem. Future developments of this study will regard the
optimization of the green roof performance, focusing on the structural part of the roof, identifying a
roof composition able to work better with the roof-lawn, and taking advantage of the thermophysical
properties of the system. For this purpose, it would be interesting to carry out the prolonged monitoring
of several case studies, considering different geographical areas and the orientations of other roofs,
as well as the study of buildings with different areas, uses and occupancy rates.

A broader, transversal and complex study can lead to a more reliable estimation of both energy
savings and comfort increase. Finally, a financial analysis could be included, investigating installation,
operation and maintenance costs.
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Nomenclature

C Thermal conductance (W/(m2K))
hint Internal heat transfer coefficient (W/(m2K))
q Heat flux density (W/m2)
T Temperature at the boundary of the geometry (K, ◦C)
Te Outdoor air temperature (K, ◦C)
Tenv Temperature outside the simulated domain (K, ◦C)
Ti Indoor air temperature (K, ◦C)
Tse External surface temperature (K, ◦C)
Tsi Internal surface temperature (K, ◦C)
U Thermal transmittance (W/(m2K))
T Time (h, min)
MAX Maximum value
MIN Minimum value
AVG Average value
PS Phase Shift (h)
DF Decrement Factor (-)
PMV Fanger Fanger’s Predicted Mean Vote
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Abstract: Despite the multiple advantages of prefabricated compared to conventional buildings,
such as significant reductions in cost and time, improved quality and accuracy in manufacture,
easy dismantling and reuse of components, reduction in environmental degradation, increase of
productivity gains, etc., they still share a small part of the European building stock, mainly in
the Mediterranean. This paper attempts to highlight the potential of prefabricated buildings
to achieve advanced levels of performance, particularly as regards their thermal and energy
behavior. More specifically, in this paper the energy needs of a single-family building constructed
with prefabricated elements is analyzed, considering different climate contexts. The prefabricated
elements comprising the building envelope were developed in order to address specific requirements
with respect to their structural, hygrothermal, energy, fire, acoustical, and environmental performance,
within the research project SUPRIM (sustainable preconstructed innovative module). The new
multifunctional building element, also incorporating phase change materials for increased latent
thermal heat storage, has been proven to be beneficial in all the examined climate zones. The results of
the relevant studies will highlight the contribution of the new prefabricated element to the sustainability
of the overall construction, as well as its advantages when compared with conventional constructions.

Keywords: prefabricated buildings; SUPRIM; EnergyPlus; building energy performance; phase
change materials

1. Introduction

In the Mediterranean countries, residential buildings represent almost 80% of the total building
stock, with the onsite process, and reinforced concrete and brick masonry, being the dominant
construction solutions [1]. Although industrialization and off-site, precast construction is a growing
sector in Central Europe and a reality in many countries all over the world, such as Singapore,
China, and the United States [2–4], this is not the case for the countries of the Mediterranean
area, such as Greece, where the share of prefabricated buildings accounts for less than 2% [5].
It is true that for many years, the precast construction method, involving the manufacturing of
the building modules off site and their transportation and assembly on site, has been regarded as of
inferior quality or was dedicated to temporary constructions. However, today, things have changed;
prefabricated construction methods compete with conventional ones in every aspect of performance [6];
they also present considerable reductions in cost, installation time, and noise; moreover, they are also
considered as a cost effective and environmentally friendly solution that does not have to compromise
the architectural design and the building shape [7,8].

To date, several studies have investigated the performance of prefabricated buildings with respect
to energy consumption and waste during the construction phase [9,10], the construction quality
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and safety [11,12], and of course with regard to their energy and environmental performance [13–18].
However, only a small number of relevant studies, assessing the energy performance of prefabricated
constructions, have been conducted in the Mediterranean area [16,19], indicating a gap in the existing
literature and the need for supplementary scientific analysis. Especially for the warm Mediterranean
conditions, the establishment of strategies that would further improve the thermal performance of
the prefabricated buildings, generally characterized by less thermal inertia, compared to conventional
heavyweight ones, is of crucial importance. In this regard, the use of latent heat storage components
in the building walls, such as phase change materials (PCMs), could considerably reduce the heat
transmission and control the peak cooling loads in summer, while their incorporation could also be
very useful for indoor temperature regulation during the winter period [20]. Up to the present time,
many scientific studies have evaluated the role of PCM in building applications in the Mediterranean
area with respect to the indoor thermal comfort conditions, the heating and cooling energy savings,
and the reduction of temperature fluctuations of the envelope surfaces ([21–27]). Despite this, most of
them mainly focus on conventional or lightweight constructions rather than on prefabricated buildings,
while the emphasis is mainly given to the summer period. Moreover, most of the existing relevant
studies, assess the PCMs’ application either as a combination with cement plaster for exterior/interior
facades, or in the form of mats, consisting of rectangular pouches that are filled with the PCMs
and installed as a single layer behind wall boards ([21–27]). On the other hand, and to the authors
knowledge, the use of the phase change materials as a composite concrete layer has been far
less evaluated.

Based on the above remarks, the aim of the present paper is to provide further knowledge
on the energy performance and the indoor thermal conditions of prefabricated structures in
the Mediterranean context, not only in summer, but also in the winter period. More precisely,
the study attempts to evaluate the energy performance of a one-story, prefabricated family building
compared to a conventional construction, under different climatic conditions in the Mediterranean
area. For this purpose, dynamic energy performance simulations with the EnergyPlus tool were
conducted. The energy performance of the building, involving the annual heating and cooling needs,
and the indoor thermal conditions were examined for different wall configurations (i.e., conventional
and prefabricated building elements), whereas the effectiveness of the PCMs as a latent thermal heat
storage strategy was also evaluated as an alternative supporting the prefabricated construction.

In this study, the investigated prefabricated building incorporated the new prefabricated building
element that was developed within the context of the research project SU.PR.I.M. (SUstainable
PReconstructed Innovative Module) [28], which is co-funded by the European Union and national
sources. The new building module was developed in order to satisfy specific needs as regards its
mechanical strength, hygrothermal performance, energy behavior, response to sound, reaction to fire,
and environmental impact. The new prefabricated building element is made of steel hollow elements,
positioned vertically at a distance between 0.70 m and 1.00 m, and two concrete panels, positioned
parallel to each other, on either side of the steel elements. The gap between the steel elements is
filled with expanded or extruded polystyrene. Each layer (concrete panel, thermal insulation/steel
hollow element) is 0.05 m thick. The whole wall element is insulated with external thermal insulation,
usually extruded polystyrene, covered with organic mortar. It should be mentioned that the type
and the thickness of the external thermal insulation materials may vary, in order to satisfy different
needs, i.e., with regard to the climate, the requirements for acoustic insulation, or fire performance, etc.

In order to further enhance the thermal performance of the examined wall element, especially
as regards its thermal mass and its dynamic behavior, the integration of PCMs into the concrete
mixture was studied. Actually, as discussed in Section 2 of the paper, it was decided to add PCMs only
on the inner concrete panel, in order to contribute to the control of the interior surface temperature
and, as a result, to the improvement of the indoor comfort conditions and the building’s energy
performance. The study considered the addition of two types of powder PCMs in the concrete mixture
with melting temperatures equal to 24 ◦C and 28 ◦C. The selection of the melting points was based on
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the recommendations of Soares et al. [29] and Ascione et al. [30] regarding the optimum phase change
temperature for PCM in the Mediterranean area, targeting higher energy efficiency both in the winter
and summer periods. Regarding the proper concentration of the PCMs, values ranging between 5%
and 25% [31–33] have been often reported for building envelope applications, with the concentration
of 20% presenting considerable energy savings and an improved indoor thermal environment.
Additionally, experimental tests showed that the mechanical strength of the concrete panels is
significantly reduced when the concentration of PCMs in the concrete mixture is higher than 20%.
Based on the above, the proportion of the PCMs in the concrete mixture was considered equal to 20% in
this study. The developed building module (with and without the addition of PCMs) was considered
as the main wall element of the investigated prefabricated buildings.

The paper is organized as follows: In Section 2, an overview of previous studies, assessing the role
of PCMs on the improvement of the buildings’ energy performance is given, whereas the detailed
description the various examined scenarios and the simulations’ input parameters are presented in
Section 3. Section 4 provides the presentation and justification of the simulation output and the discussion
of the performance of the prefabricated building, compared to the conventional one, while in Section 5,
the main conclusions are summarized.

2. Phase Change Materials Applications in Buildings of the Mediterranean Area

The incorporation of phase change materials into the components of the building envelope
constitutes a solution that has gained increasing scientific interest, to increase the thermal heat storage
and avoid overheating and increased cooling loads in summer, but also to improve the buildings’
winter energy performance. Especially for lightweight buildings, PCM applications are considered
as an effective solution to increase the buildings’ thermal inertia, and to eliminate excessive indoor
“Tair” (air temperature) fluctuations, which often compromise thermal comfort conditions [34,35].
Up to the present time, an increasing amount of literature, evaluating the improvement of the energy
performance of Mediterranean buildings using latent thermal heat storage techniques has been
published. Focusing on building wall applications, the respective studies generally evaluate the effect
of PCMs’ applications at various locations (i.e., internally, externally, and within the wall section),
with the optimum position strongly depending on the combination of various parameters, including
the weather conditions of the examined area, the considered melting points, the main goal of the PCMs’
application (i.e., emphasis on winter or summer energy demand and indoor thermal comfort) etc. [36].

Indicatively, Saafi et al. [24] evaluated the role of PCMs integrated into conventional building
envelopes under the Tunisian warm climate. Several cases of PCM integration in the building shell
(inside, outside brick wall, combined with EPS insulation, roof), various peak melting temperatures
between 20 ◦C and 30 ◦C, as well as different wall orientations were examined. The analysis
suggested that the PCM layer, when applied on the outside face of a brick wall, provides better energy
performance efficiency compared to its application on the inside, with cooling energy savings rising to
13.4% for a south orientation. In a brick wall, better efficacy of PCMs is observed in the absence of
insulation, with energy reduction around 12.21%. In the same context, Panayiotou et al. [37] studied
the integration of PCMs with a melting temperature of 29 ◦C on the envelope of a typical dwelling in
Cyprus, though dynamic numerical simulations. The authors examined various PCM placements in
the building shell. The obtained simulation results suggested the outside face of the external building
wall as the optimum placement of the PCM layer in a typical Mediterranean building located in the warm
region of Cyprus. The achieved annual energy savings due to PCMs (no insulation) ranged between
21.7% and 28.6%, with the higher efficiency being noticed in the summer rather than in the winter
period. On the other hand, when PCMs were combined with thermal insulation the maximum energy
savings per year reached 66.2%, while the PCMs presented higher performance in summer rather than
in winter. Other studies have mainly focused on the effect of PCMs when applied at the inner face
of the building walls. For example Ozdenefe et al. [38] examined, via numerical simulation means,
the effect of PCMs when they are integrated into the inner side of the wallboards in a typical building in
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Cyprus. The analysis focused on the cooling season, while four scenarios were considered in terms of
construction styles (perforated clay brick walls with reinforced concrete slabs, and cellular concrete block
walls with cellular concrete slabs) and layer thicknesses. Simulation results indicated that the PCMs
were most effective in the scenario of thinner walls and lightweight cellular concrete slabs; in this case,
indoor air temperatures were reduced by up to 1.7 ◦C, and the cooling energy needs decreased by 14.0%.

Soares et al. [29] conducted multi-dimensional research on the effect of PCMs integrated in
the inner side of a lightweight, steel-framed residential building on an annual and monthly base,
while different case study cities in Spain, Portugal, Italy, and France were examined. Parameters
that were taken into consideration were different melting temperatures ranging from 18 ◦C to 28 ◦C,
as well as seven different countries (climate locations) from an energy saving point of view. The results
indicated that the optimum melting point of the PCMs for the warmer Mediterranean climates ranged
between 22 ◦C and 26 ◦C, while their application resulted in a peak energy efficiency gain of about 62%
for Portugal’s climate. Similar results have also been mentioned by Ascione et al. [30] who evaluated
the effect of a PCM wallboard, positioned on the inner face of the outside building walls of an office
building, with respect to indoor thermal comfort and the building’s energy needs. Different melting
points, ranging from 26 ◦C to 29 ◦C were considered, while dynamic energy performance simulations
were conducted for Ankara, Naples, Athens, Marseille, and Seville. The obtained simulation results
indicated higher summer energy savings and more favorable indoor thermal conditions for the higher
melting points, with the cooling energy savings reaching 7.2% in Ankara, 4.1% in Marseille, and almost
3% in Seville and Naples. Moreover, according to the authors suggestions, when PCMs are implemented
in buildings of the Mediterranean area, the optimal PCM melting point in the winter period ranges
between 18 ◦C and 22 ◦C, while in summer, suitable values vary between 25 ◦C and 30 ◦C.

To continue, Guarino et al. [25] numerically assessed the effectiveness of PCMs integrated into
the inner face of the exterior walls of a lightweight structure in Palermo, both during heating and cooling
season. However, as the authors mention, the application of PCMs to the inner side of the exterior
building walls would lead to a heat release in the indoor thermal environment during the nighttime
(i.e., discharge period), increasing the overheating risk. The acquired simulation results thus highlighted
the need to combine PCMs with natural ventilation in summer, so as to increase the heat discharge,
effectively remove heat release, and reduce cooling energy needs; in winter, PCMs again proved an
efficient solution towards the decrease of the heating energy demand, with their effect being, however,
less prominent. Similarly, Costanzo et al. concluded in their research [26] that the implementation of a
natural ventilation strategy at nighttime is necessary to enable a full discharge of the PCM on a daily
basis in a lightweight buildings under Mediterranean conditions. More specifically, they examined
the use of PCMs in a typical lightweight office building shell during the cooling period. Parameters,
such as different melting peak temperatures (23 ◦C, 25 ◦C, 27 ◦C), thickness values, and night ventilation
rates (2 ACH, 4 ACH) were considered for the cooling season. Peak cooling loads, energy needs,
as well as operative temperatures were examined for all parameters stated above.

Based on the scientific evidence mentioned above, it can be generally said that:

• the applications of PCMs in the Mediterranean context mainly concerned conventional and lightweight
constructions, realized onsite, rather than prefabricated buildings, while the emphasis was mainly on
the cooling period.

• most of the existing studies assessed the PCMs combined with the plaster layer, either on the inner
or the external part of the wall, whereas applications on composite concrete panels were rarer.

• in hot regions such as the Mediterranean area, and when the emphasis is placed on the summer
period, the most favorable position of the PCM layer is the exterior face of the external building
walls, as this reduces the external heat gains of the thermal zone. On the other hand, during
winter the optimal PCM location is the inner part of the external building wall as this facilitates
the storage and release of heat back to the thermal zone.
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In this context, the present paper attempts to examine the role of PCMs in enhancing
the performance of prefabricated buildings, located in the Mediterranean climate of Greece.
Two building types, a prefabricated and a conventional one, made of reinforced concrete and brick
masonry, are analyzed, both with respect to their annual energy performance and indoor thermal
conditions, while the effectiveness of the PCMs as a latent thermal heat storage strategy in
the prefabricated building is also considered. Moreover, given that the application aims at
the improvement of the building’s energy performance, both in winter and in summer, the PCM is
applied at the internal face of the exterior wall, while summer night ventilation will be also considered
to facilitate both the heat removal and the solidification process.

3. Materials and Methods

3.1. Case Study Presentation and Simulation Scenarios

The study concerns the energy performance of a small, single-family building, covering an
area of 47.3 m2, as shown in Figure 1. The plan is rectangular, expanded along the south-north
axis, with openings only on the south and north walls. The roof is inclined and is covered with clay
tiles. Below the inclined roof of the building, there is a horizontal slab, made of reinforced concrete,
above which a thick layer of 10.0 cm thermal insulation (XPS) is positioned. The floor of the house,
in contact with the ground, is constructed with reinforced concrete and is insulated with a 10.0 cm
thick XPS layer. The windows comprise a PVC frame with a double, low-e glazing. The U-value of
the transparent elements is equal to 2.0 W/(m2 K).

Figure 1. (a) External 3D view and (b) plot of the examined building.

To comparatively assess the performance of the prefabricated construction with the new module
developed through the SUPRIM project, the building is examined for three different wall types:

• Considering the conventional wall construction made of reinforced concrete and hollow clay
bricks (ETICS).

• Incorporating the new prefabricated module developed through the SUPRIM project, without
the use of phase change materials (SUPRIM).

• Incorporating the new prefabricated module developed through the SUPRIM project,
with the additional use of phase change materials (SUPRIM-PCM).

For the analysis of the energy performance, different levels of XPS thermal insulation were studied
for all three wall types. More specifically, for the three types of the vertical elements’ construction,
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the thickness of the XPS thermal insulation, positioned on the external surface of the vertical elements,
was set equal to 5.0, 10.0, 15.0, and 20.0 cm. For the sake of clarity, it should be noted that the results
concerning the examined configurations henceforward mentioned in the text, are named after their
type and the insulation thickness. For example, “ETICS 5 cm” corresponds to a conventional wall
construction of reinforced concrete and bricks, having 5 cm external thermal insulation.

The thermophysical parameters of the building envelope materials of the investigated vertical
elements are given in Table 1. With regards to the 3rd configuration scenario of the building walls
(i.e., SUPRIM-PCM), a mix of two PCMs has been considered, with melting points at 24 ◦C and 28 ◦C
and phase change enthalpies at 140 kJ/kg and 185 kJ/kg, respectively. The PCMs are directly
incorporated into the concrete mixture (including aggregates) at a concentration of 20% to further
modify the energy storage capacity of the inner concrete panel. In order to define the thermal properties
of the concrete panel containing PCMs accurately in the Energy Plus simulation tool, the results of a
relevant experimental campaign, conducted in the context of the SUPRIM research program, were used.
However, given that the focus of the present paper is mainly given to the energy performance analysis,
only the basic experimental output is provided here.

Table 1. Geometrical and thermophysical parameters of the building envelope materials of the examined
vertical walls (starting from the outside towards the inside face).

Examined Wall Scenario
Thickness Specific Heat Capacity Thermal Conductivity

x (m) Cp (J/KgK) λ (W/mK)

1) ETICS
Organic plaster 0.01 1100 0.87
Insulation layer XPS 0.05–0.20 1450 0.034
Bricks 0.19 1000 0.58
Internal plaster 0.02 1100 0.87
2) SUPRIM
Organic plaster 0.01 1100 0.87
Insulation layer XPS 0.05–0.20 1450 0.034
Concrete panel 0.05 1000 2.1
Insulation layer EPS 0.05 1450 0.036
Concrete panel 0.05 1000 2.1
Internal plaster 0.02 1100 0.87
3) SUPRIM-PCM
Organic plaster 0.01 1100 0.87
Insulation layer XPS 0.05–0.20 1450 0.034
Concrete panel 0.05 1000 2.1
Insulation layer EPS 0.05 1450 0.036
Concrete panel with PCM 0.05 - 1.95
Internal plaster 0.02 1100 0.87
Organic plaster 0.01 1100 0.87

More precisely, the thermal conductivity of the concrete samples (dimensions 10 × 10 × 10 cm)
with and without the incorporation of PCMs were measured with a KD2 Pro handheld device, using
a single needle TR-1 sensor (Figure 2). The experimental campaign was conducted according to
the Standards IEEE 442, “guide for soil thermal resistivity measurements” and ASTM 5334, “standard
test method for determination of thermal conductivity of soil and soft rock by thermal needle probe
procedure” [39,40]. The experimental output suggested a thermal conductivity of 1.95 W/mK for
the concrete sample including the PCMs, whereas the respective value for the reference sample without
PCMs was 2.1 W/mK. The latter values were considered for the energy performance simulations, while it
was also assumed that the PCM is uniformly distributed throughout the thickness of the concrete panel.
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Figure 2. (a) experimental device and samples for the thermal conductivity measurements and (b) TR-1
sensor installation into the material.

Moreover, to evaluate the buildings’ energy performance under different climatic conditions,
it was assumed that the three examined building types were located in four different cities in Greece,
with respect to the four climatic zones defined in the country: Heraklion (Lat. 35◦19′ N; Long. 25◦08′ E)
for zone A (the warmest), Athens (Lat. 37◦58′N; Long. 23◦42′ E) for zone B, Thessaloniki (Lat. 3740◦38′N;
Long. 22◦56′ E) for zone C, and Grevena (Lat. 40◦05′ N; Long. 21◦25′ E) for zone D (the coldest).
The location of the four cities and their average monthly outdoor air temperatures are presented in
Figure 3 and Table 2 respectively.

Figure 3. Climatic zones of Greece according to the Greek Regulation on the Energy Performance of
Buildings, and locations of the case study cities [41].

Table 2. Monthly average air temperature (Tair) of the 4 investigated cities, corresponding to the 4
climate zones.

City/Zone Jan Feb Mar Apr May June July Aug Sept Oct Nov Dec

Heraklion
Clim. Zone A 13.3 12.39 13.92 15.45 18.83 22.68 26.09 26.2 23.71 21.07 17.26 14.81

Athens
Clim. Zone B 9.85 9.78 12.7 15.52 20.61 25.3 28.52 28.4 23.37 19.66 14.98 11.44

Thessaloniki
Clim. Zone C 5.39 6.47 10.14 13.67 19.37 23.89 26.79 26.48 21.14 16.93 11.28 6.98

Grevena
Clim. Zone D 3.94 5.33 9.65 13.38 19.25 23.42 26.97 26.71 20.39 15.73 9.61 5.31
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Finally, aiming at a comparative assessment of the energy performance and the indoor thermal
conditions of the building incorporating the SUPRIM module, an analysis was conducted: (a) for controlled
indoor temperature, assuming the use of an HVAC (Heating, Ventilation, Air Conditioning) system,
and (b) for free floating conditions, where the indoor temperature is free running and the PCMs are
expected to improve the indoor thermal conditions.

All considered simulation scenarios are presented in the diagram of Figure 4.

Figure 4. Examined simulation scenarios involving climatic conditions, building typologies, and control
of indoor climate.

3.2. Dynamic Energy Performance Simulations and Modelling Set-Up

In this study, dynamic energy performance simulations were conducted with the EnergyPlus
tool, a software developed by the US Department of Energy and continuously used and validated
by many previous scientific studies worldwide [42–45]. Given its increased simulation capabilities,
the model has been successfully used in several research fields, including the estimation of energy
needs of residential [46–48] or tertiary buildings [49–51], indoor thermal comfort evaluation [52,53],
and daylight analysis [54,55], but also in energy performance assessment of buildings with PCMs in
their envelope components [30,38,56,57].

In EnergyPlus, the calculation of the thermal loads of buildings is by default based on the ASHRAE
(American Society of Heating, Refrigerating and Air-Conditioning Engineers) heat balance method,
accounting for the heat fluxes on outdoor and indoor surfaces, and also heat conduction through
the building elements [58]. The principal advantage of the conduction transfer function (CTF) method
lies in the reduction of the transient heat transfer equations into simple linear equations, having
constant coefficients, which can be finally easily solved for both inside and outside face temperatures
and heat fluxes [38]. The CTF method can be thus efficiently applied for simulating buildings having
constant material properties (i.e., ETICS and SUPRIM scenarios in this study), but this is not the case for
the PCMs, the heat storage capacity of which is not constant and varies as a function of temperature.

To overcome this barrier, and accurately simulate materials with variable thermal properties,
EnergyPlus has incorporated the conduction finite difference solution algorithm (CondFD) [24],
a model complementing the CTF method for cases where materials with variable thermal properties
are evaluated. The CondFD method has been tested and validated by previous studies [42,59], while a
detailed description of the governing equations is provided in [26,38,56]. When a phase change material
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is thus modeled in EnergyPlus, the user needs to provide a set of temperature/enthalpy values of
the PCM, by using the dedicated module “material property: phase change”.

In this study, the accurate determination of the thermal properties of the PCM in the SUPRIM-PCM
scenario was crucial for the correct evaluation of the building’s energy performance. However,
given that the PCM was considered to be directly incorporated in the inside concrete panel,
the enthalpy–temperature relationship of the mixture, rather than of the pure PCM, had to be
known and introduced into the EnergyPlus model. In this context, the temperature-enthalpy values of
the inside concrete panel of the prefabricated module were defined through the results of a measurement
campaign, conducted in the context of the SUPRIM research program.

More precisely, samples of concrete incorporating microencapsulated phase change materials
(manufacturer Encapsys) with melting points at 24 ◦C and 28 ◦C, and at a 20% concentration,
were evaluated through differential scanning calorimetry (DSC), a widely applied method to test
the phase change performance of a sample PCM [60]; the examined samples were submitted to
a controlled temperature increase of 5 ◦C/min and the corresponding heat fluxes were recorded,
providing relevant information on latent heat and specific enthalpy, with regards to the material’s
phase change. The heat flow (mW) at each temperature provided by the DSC was then converted
to energy (J/g) and the estimated values were introduced into the EnergyPlus model [61]. It is also
important to mention that, given that 2 PCMs with different melting points were considered, the phase
transition did not occur at a specific temperature but a melting range was considered, starting from
21 ◦C to 28.5 ◦C. The PCMs’ selection was made so as to find a suitable compromise between summer
and winter period for the Mediterranean area, where the optimal melting points of the incorporated
PCMs should be within the range of 24–30 ◦C and 18–22 ◦C respectively [30].

To continue, other important boundary parameters for the simulations involved:

• The infiltration rate. It was defined in accordance with the Hellenic Regulation on the Energy
Performance of Buildings [41]; the respective value was set to 0.5 Air Change per Hour (ACH)
and it remained constant for all the examined scenarios.

• The operational schedules concern the occupancy profile, the lighting and equipment usage,
the ventilation rates, as well as the heating and cooling setpoints. They were all defined in
accordance with the Hellenic Regulation on the Energy Performance of Buildings [13], as shown
in Table 3.

Table 3. Boundary conditions and operational schedules, considered for the simulations.

Parameter Unit Value Schedule Type

Occupancy Persons/100 m2 5
7/7;
full occupancy: 00:00–07:00, 17:00–00:00;
50% occupancy: 07:00–17:00

Air change/ventilation m3/s/person 0.042 According to the usage profile.

Night ventilation ACH 15
During the cooling period;
from 00:00 till 08:00 a.m.;
only if the indoor air temperature is higher
than the outdoor air temperature by 1.0 ◦C.

Lighting W/m2 6.4

12/12;
0 W/m2: 00:00–08:00;
0.3 W/m2: 08:00–17:00;
0.75 W/m2 17:00–00:00

Heating setpoint ◦C 20
Heating period
(according to the Climate zone)

Cooling setpoint ◦C 26
Cooling period
(according to the climate zone)

Heat gains from occupants W/person 80 Follows the usage profile
Heat gains from equipment W/m2 4.0 Follows the usage profile
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Finally, as previously mentioned, the energy performance of the one-story house was calculated
for three different types of wall, for the four climatic zones, and considering two scenarios of the indoor
microclimate involving:

1. Controlled indoor temperature, where the indoor air temperature is controlled by an HVAC
system. In this case, the heating setpoint is set to 20 ◦C, while the cooling setpoint is set to 26 ◦C
(from 9:00 a.m. to 24:00 during the cooling season). Heating and cooling seasons are defined
for each case study city, according to the recommendations of the Technical Guides of the Greek
Building Energy Performance Regulation [41]. Moreover, since the aim of the study is the analysis
of the performance of a building without modeling a full HVAC system, the “ideal loads air
system” was used in the EnergyPlus simulations

2. Free-floating temperature, where the indoor thermal conditions are not controlled by an HVAC
system and the temperature is free running. In this way, the effect of the PCMs towards
the improvement of the indoor thermal conditions both in winter and summer could be evaluated.
In this case, a night ventilation with a constant air change per hour (ACH) of 15 h−1 was assumed
during the cooling period to enhance the PCM discharge, provided that the outdoor temperature
was lower than the indoor Tair by at least 1.0 ◦C

4. Results and Discussion

4.1. Thermal Performance under Controlled Indoor Temperature Conditions

The annual heating and cooling energy needs of the examined buildings are shown in Figure 5,
with respect to the thermal insulation thickness, the wall configuration, and the climate zone. In parallel,
Figure 6 presents the corresponding heating and cooling energy savings for the prefabricated building
(with and without PCMs) compared to the conventional ETICS solution.

Figure 5. The heating and cooling needs calculated for the three examined construction types
(conventional with exterior insulation, sustainable preconstructed innovative module (SUPRIM)
and SUPRIM-PCM) for climate zone A, B, C, and D.
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Figure 6. Percentage energy saving of the annual heating and cooling energy needs estimated for
the various examined scenarios and for climate zone A, B, C, and D.

First, it can be generally seen that the energy needs of the prefabricated building are always
lower when the innovative module (i.e., SUPRIM) is incorporated, compared to the respective values
for the conventional ETICS construction. More precisely, in the warmest climate zone (i.e., Zone A),
the energy required for covering the total heating and cooling needs is higher by 2–15% for the ETICS
scenario compared to SUPRIM, with the difference varying as a function of the thermal insulation
thickness; it is interesting to notice that as the thickness of the thermal insulation increases, the difference
in energy needs between the two wall configurations becomes lower. Furthermore, it can be seen
that in Zone A, the cooling needs are significantly higher than the heating ones. In fact, the cooling
needs can be even four times higher than the heating ones. The gap becomes larger as the thermal
insulation thickness increases. This can be attributed to the fact that the maximization of the thermal
resistance of the walls leads to the minimization of heat losses during winter, but it does not cause an
equivalent decrease of the cooling needs, as the solar heat gains, its major component, stem mainly from
the transparent building elements. For the same reason, the maximum differences between the cooling
needs for the two construction types (i.e., SUPRIM and ETICS) hardly exceed 6%, while for the heating
loads the maximum difference reaches 29% (see Figure 6a). Again, the difference on the heating needs
between the two examined construction types is not the same for every thickness of thermal insulation.
As the thermal insulation thickness increases, its impact on heating load reduction weakens.

For Climate Zone A, it can also be seen that the differences on the total energy needs are rather
moderate when the PCMs are integrated in the inner concrete panel. In fact, when comparing SUPRIM
with SUPRIM-PCM, the observed reductions range between 5 and 6% and 6 and 13% in cooling
and heating loads, respectively. Especially for the cooling needs, the monthly analysis of the derived
results showed that the PCMs perform better in June, when a reduction of up to 16% is observed
for all insulation thicknesses, while their performance falls in the following months and does not
exceed 5%. In more detail, the city of Heraklion is characterized by warm summers, with an average
daily maximum temperature in June and July close to 32 ◦C and average daily minimum close to
21 ◦C. Thus, in spite of the frequent activation of the phase change, the warm climatic conditions
do not permit a full heat discharge of the materials, a phenomenon that has also been observed by
Ascione et al. in relevant research in the Mediterranean area [30]. Additionally, as can be seen in
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Figure 5a, the PCMs can have a more significant impact on the formation of the cooling needs for
lower insulation levels. This can be attributed to the heat discharge and recharge phases that are more
intense when the thermal insulation is not increased.

Similar trends are observed when the examined buildings are located in the second warmest
zone of Greece, Zone B. Again, the annual energy needs are lower for the building that integrates
the SUPRIM element compared to the ETICS, but the differences range over lower levels, i.e., between
2% and 12%. Higher differences are observed for the heating loads (4.7% to 24%, with regard to
the thermal insulation thickness), while the difference in cooling needs are lower (1.3% to 4.7%),
although the cooling needs are almost doubled (Figure 6b). As in the case of Heraklion, SUPRIM-PCM
presents marginally lower cooling energy needs compared to the SUPRIM case, ranging between
1.3 and 3%, depending on the insulation thickness. On a monthly basis, the derived results showed
that the SUPRIM-PCM again performed better in June, when a reduction of up to 6% and 7% for
insulation thicknesses of 10 cm and 15 cm, respectively, was observed compared to the SUPRIM
building. The performance, in the case of SUPRIM-PCM, falls considerably in August, probably
because the PCM does not perform a complete discharge. Again, the PCMs present a more significant
impact on the formation of the cooling needs for the lower insulation levels, and similar magnitudes of
energy savings have also been reported in a previous study in Athens [30].

To continue, the energy need profile changes drastically when the buildings are located in a colder
location, such as Thessaloniki in zone C (Figure 5c). The amount of energy needs increases significantly,
and the heating needs prevail, as they are almost doubled with respect to cooling. Again, the SUPRIM
building always performed better than the conventional ETICS one, as its energy needs are always lower.
The difference on total energy needs ranges between 3% and 15%, with the heating loads being reduced
by 3% to 17.5% with respect to the thickness of thermal insulation (Figure 6c). As with the previous
climatic zones, it can be seen that the maximization of thermal resistance of the walls (as the insulation
thickness increases) would contribute to lower heat losses during winter, but the decrease of the cooling
needs are of lower importance, again due to the prevailing role of the solar heat gains; the maximum
differences between the cooling needs for the two construction types (i.e., SUPRIM and ETICS)
is close to 6%. Similarly, in zone D, the coldest of Greece, the energy needs reach their highest levels,
with the cooling loads accounting for only one third of the heating ones (Figure 5d). The performance of
the SUPRIM wall elements is better in the colder climate of zone D compared to the ETICS construction,
as the decrease on the energy needs ranges from 3% to 14%. Again, the heating reduction is more
substantial, reaching 16%. Interestingly, the incorporation of the PCMs seems to provide higher cooling
energy savings in the two colder zones, ranging between 4.0 and 5.3% and 3.2 and 4.3% for climate
zone C and D, respectively. This is mainly attributable to the milder summer conditions in the two
colder zones, enabling the full discharge of the PCMs.

4.2. Thermal Performance under Free Floating Conditions

As the next step, the thermal performance of the examined buildings under free floating conditions
was evaluated. Then, the assessment of the annual performance of the three examined buildings types
was performed (i.e., ETICS, SUPRIM and SUPRIM-PCM). In this case, the lower limit of the thermal
comfort (i.e., in the winter period) was 18 ◦C, while the upper acceptable limit was set to 28 ◦C
(i.e., in the summer period). Figure 7 depicts the percentage period of the total occupancy time that
the indoor Tair was within the comfort range (i.e., 18 ◦C ≤ Tzone ≤ 28 ◦C) for the four examined climatic
zones, and accounting for 10 cm external thermal insulation for all three building configurations.

First, it can be seen that the prefabricated building, SUPRIM, performed marginally better than
the ETICS one, regarding the percent time that the Tair of the zone was within the comfort range.
However, in all climatic zones, the incorporation of PCMS can further improve the thermal response of
the prefabricated building under free floating conditions. Especially in the two warmer climatic zones
(i.e., A and B), the addition of PCMs allows for a longer duration of comfort conditions of around
3%, corresponding to 250 h and 150 h, respectively. However, the PCMs’ positive effect was of lower
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importance in the two colder zones (i.e., C and D). Given the low winter temperatures and the absence
of a heating system, the resulting indoor Tair values very often fell below 15 ◦C, even, which cannot be
compensated by the PCMs incorporation.

Figure 7. Annual percentage of the total occupancy time inside the comfort conditions for the three
examined wall types, assuming 10 cm external thermal insulation.

Given the above mentioned results it should be emphasized that, in spite of the positive effect of
PCMs, there is still an important part of the total occupancy period when the indoor Tair value is out
of the comfort range, a fact that has to be taken into account when PCMs are considered in the design
process of the buildings and their HVAC systems. Still, the beneficial effect of the PCMs could have
been considerably higher if different melting points had been examined, depending on the climatic
conditions. In this study, a mixture of two PCMs was evaluated (i.e., melting points at 24 ◦C and 28 ◦C),
for all the climatic zones; while a future analysis of multiple melting points would provide the optimal
solution for each climatic zone, also enhancing the performance of the SUPRIM building.

To continue, as previously mentioned, the performance of the phase change materials did not
present similar characteristics during the summer months, with higher performance rates being
reported for all climate zones in June. For the following months (i.e., July and August) the daytime
and nighttime temperatures were higher, suggesting unfavorable conditions for a full discharge of
the PCMs. In this context, and in order to better evaluate the impact of PCMs on the indoor thermal
environment under free running conditions, the indoor Tair and Tsurf (surface temperature) profiles
during typical weeks in June were analyzed. More precisely, Figures 8–11 depict the profiles of
the indoor air temperature and the surface temperature on the internal side of the southern walls of
the three examined building types and with reference to each climatic zone.

For every climatic zone, the provided surface and air temperature profiles corresponded to typical
weeks during June, when no extreme heat wave phenomena and extreme temperatures are observed.
In all cases, free floating conditions are considered, while the scenario of the 10 cm external insulation
is here analyzed for all building configurations. It can be generally seen that during the examined days,
in all climatic zones, the air temperature profiles of the SUPRIM-PCM building were always lower
compared to the SUPRIM and the conventional ETICS building. More precisely, in Heraklion, the PCMs
incorporation resulted in lower indoor Tair values by 0.2–0.8 ◦C compared to the prefabricated building
without PCMs, with the peak daily indoor Tair values not exceeding 27.5 ◦C (Figure 8a).
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Figure 8. Climate zone A: (a) outdoor Tair and indoor Tair and (b) outdoor Tair and Tsurf evolution
of the south facing wall during a typical week in June for the three investigated wall configurations
and for 10 cm external insulation.

Figure 9. Climate zone B: (a) outdoor Tair and indoor Tair and (b) outdoor Tair and Tsurf evolution
of the south facing wall during a typical week in June for the three investigated wall configurations
and for 10 cm external insulation.
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Figure 10. Climate zone C: (a) outdoor Tair and indoor Tair and (b) outdoor Tair and Tsurf evolution
of the south facing wall during a typical week in June for the three investigated wall configurations
and for 10 cm external insulation.

Figure 11. Climate zone D: (a) outdoor Tair and indoor Tair and (b) outdoor Tair and Tsurf evolution
of the south facing wall during a typical week in June for the three investigated wall configurations
and for 10 cm external insulation.
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In Athens, the respective reduction due to PCMs ranged between 0.4 and 0.7 ◦C, and the indoor Tair
fluctuated between 21.2 ◦C and 27.6 ◦C, whereas in the SUPRIM building, the zone Tair range fluctuated
between 21.1 ◦C and 28.8 ◦C, with peak differences reported in the early afternoon (Figure 9a). In both
cases, the lower indoor air temperatures were mainly attributed to the lower surface temperatures
of the inner face of the building walls; indicatively, in climate zone A, during daytime and given
the selected melting points of the PCM mixture (i.e., 24 ◦C and 28 ◦C), the phase change was activated
and the south wall inside face temperature was lower by almost 1.0 ◦C compared to the no PCM
building, thus leading to reduced convective heat transfer into the building.

Similar tendencies were also noticed in the colder climatic zones of Greece, with the beneficial
effect of PCMs being slightly lower compared to the findings in Heraklion and Athens. More precisely,
in the case of Thessaloniki, in climate zone C, the indoor Tair in the SUPRIM-PCM building was lower
by 0.12–0.51 ◦C compared to the prefabricated building without PCMs during the examined week in
June, with the peak daily indoor Tair values ranging between 27.2 ◦C and 28.9 ◦C (Figure 10a). A similar
tendency was also noticed in Grevena, zone D, where the respective reduction due to PCMs, ranged
between 0.12 and 0.8 ◦C. As with the two warmer zones, the PCM activation during the daytime, when
the Tsurf exceeded 21 ◦C (a melting range is considered for the PCM mixture, starting from 21 ◦C to
28.5 ◦C), contributed to lower surface temperatures (Figures 10b and 11b) compared to the two other
examined building configurations, and thus, to lower sensible heat transfer into the zone.

5. Conclusions

This paper evaluated the energy performance of a prefabricated building, incorporating
the innovative SUPRIM building module in comparison to a conventional heavyweight construction
under Mediterranean climatic conditions. The incorporation of PCMS, as a way to improve both
the energy needs and the indoor thermal conditions, was also considered. A numerical simulation
analysis with the EnergyPlus simulation model was conducted for a precast small family house,
considering different thermal insulation thicknesses and various climatic zones in Greece.

The obtained simulation results suggested that the building constructed with the new prefabricated
building elements had a better energy performance than the conventional one, made of reinforced
concrete and bricks. This behavior was observed regardless of the thickness of the external thermal
insulation, which was common for both constructions. More specifically, the improved energy
performance concerned mainly the heating loads, while the cooling loads were not significantly
reduced. Although the heating loads can be further reduced, through additional measures on
the building envelope, such as windows with lower U-values, or thicker insulation on the roof,
it is questionable whether the cooling loads can be similarly decreased.

As this work showed, the decrease of cooling loads cannot be achieved by further increasing
the thermal resistance of the building envelope. Other, non-conventional measures should be introduced,
which can be efficient in excessive heat management through the warmer periods of the year. Apart from
solar shading, which is nevertheless beneficial, the heat capacity of the structure plays an important
role. To this aim and to further increase the heat storage capacity of the examined prefabricated
building, the incorporation of phase change materials into the concrete mix of the inside concrete panel
was evaluated. The numerical results presented in this study indicated the potential of the PCMs
incorporation to reduce the energy needs, both for heating and cooling periods on the one hand, and to
improve the indoor comfort conditions on the other hand. However, their efficiency was found to be
higher in warmer than in colder climatic zones. In light of the above, it is important to mention that
the proper selection of the melting point of the PCMs, depending on the climatic conditions, would be
necessary for the optimization of their performance, indicating a new field for future research. In other
words, even if Greek cities are generally characterized by Mediterranean climatic conditions, important
deviations still occur among them during the year, from the northern to the southern part of the country.
More specifically, selecting the PCM melting temperature for each city, in line with the evolution of
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the ambient air temperature could further improve the energy performance and the indoor thermal
comfort conditions of the examined buildings.

In parallel, to obtain a global perspective of the PCMs efficiency on the buildings’ overall
environmental and energy performance, a cost effectiveness analysis should be performed in
the future, evaluating the pay-back periods, as well as the durability of PCMs after years of charging
and discharging.

Finally, even if the conducted analysis was inevitably not exhaustive, the obtained results are
expected to be a significant contribution on the respective scientific field. Considering that the share of
prefabricated buildings and the relevant scientific studies are today very low in the Mediterranean area,
despite their advantages, the present paper provides additional information on their performance,
highlighting their enhanced energy behavior, especially when combined with latent heat storage
systems such as PCMs.
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Abstract: The reduction of energy consumption in the building sector has promoted the spread of
the NZEB (Nearly Zero Energy Building) model. A future target is represented by positive-energy
buildings (PEB), which produce more energy than they consume. The study is centred on the
examination of some peculiarities of NZEB through a case study and on the analysis of opportunities
for further increase in energy performance, to trace the road that each designer should take, through
an extensive evaluation of the potentials variations on the project that could lead to better results.
The project assessments are developed through a dynamic simulation model and the data from the
monitoring of the building’s performance are used to evaluate the actual energy saving conditions.
The analyses demonstrate the importance of an accurate design of the envelope and technical building
systems associated with a smart management of the control systems and the setting of the set points,
for the optimal operation of the systems. Ambitious but feasible design choices and an accurate
analysis of the possibility of increasing the energy performance of a NZEB can lead to reaching the
PEB target and energy independence, enhancing the production of energy from renewable sources.

Keywords: energy efficiency policy; nearly zero energy building; Positive Energy Building; energy
performance of buildings; thermal behaviour; thermal dynamic simulation

1. Introduction

This research aims at enriching the knowledge of some of the most useful actions in building
design to reach the best energy performance towards the NZEB (Nearly Zero Energy Building) target,
outlining some steps of the building design, providing examples of the assessments that should be
developed, to support the best choices, depending on the specific context in which the building is
located (Section 2). The focus is on new buildings, even if most of the aspects here considered can be
applied also to existing buildings retrofit.

Through the analysis of an exemplary case study, a good combination of envelope-system design
and smart management is analysed, simulation results and monitored data are considered, and some
variations are proposed and evaluated, to show advantages and problems, depending on a cost analysis.
The main characteristics of the building envelope and the technical systems of the case study are typical
of a single family house in an urban context not densely populated (Section 3).

The energy analysis is carried out by means of dynamic simulation to highlight the aspects
relating to real-time control combined with smart management of the temperature set point, and the
systems operating times (Section 4). Firstly, a comparison between this approach and the results
of a semi-stationary model in winter conditions is presented, and the energy performance data are
compared with the real consumption to critically analyse the different methods.

The results of the dynamic simulation method allow to put in evidence different effects of solar
energy, such as the contribution of the solar greenhouse whose behaviour is analysed in detail during
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the winter season. In the summer season, the possibility of using the greenhouse structure to protect
the façade with reflective white curtains and the possibility of opening the vertical glazed sections of
the greenhouse (sliding) cancels any potentially negative effects of overheating.

The heat pump operation, supported by the PV system, is analysed in detail in relation to the
internal/external temperatures of the months of July and August. The analysis of the data collected
by the photovoltaic system allows to confirm, as foreseen by the project, the total coverage of the
building’s energy needs at an annual cycle and to highlight the surplus of energy produced which
would allow the building to be classified as PEB to represent a pole in the distribution of renewable
energy produced in excess.

Finally, some possibilities are described for realizing a better project or any interventions on
the current one, through better management (Section 5). Potential design and technical systems
management variants are therefore analysed. Among these, only the most relevant and promising
results for a potential increase in energy performance or for an increase in internal comfort are
highlighted, obtained by considering the following aspects:

• At the plant management level, actions on the regulation of the internal temperature, with possible
variations to the current setting of the room temperature set points.

• At the design level, evaluation of the actual need of the solar greenhouse, which, analysed through
dynamic simulation, turns out to be a very important element in terms of energy savings in
winter conditions, also in relation to the intelligent management of the air flow rates from it to
internal environments.

• Evaluation of the possibility of energy storage in batteries.
• Opportunity to use a biomass heat generator to support the heat pump, in periods when the PV

system does not produce enough energy to meet the needs.

2. Literature Review

Some aspects related to the current European NZEB energy model towards its future positive
energy implementation, its concrete methods of application through technologies and studies for new
optimized materials, and the importance of an integrated design between building envelope and
systems are presented briefly.

2.1. The New Energy Performance Target

Some notes on the NZEB model are here summarised as it currently represents the target to reach
for the new buildings and for the restoration, when possible. The introduction of the NZEB (Nearly
Zero Energy Building) model in 2010 represents a further development of the particular focus on
energy consumption of the building stock since 2002 [1]. The construction sector continues to be under
observation, as underlined by the European Commission Recommendation (2019) [2], which indicates
the buildings, responsible for almost the 40% of final energy consumption, at the heart of the Union’s
energy efficiency policy. Therefore, the NZEB objective, initially conceived for new buildings, begins to
be extended to existing buildings, in a long-term renovation strategy (Directive 2018/844/EU [3]).

The peculiarity of a NZEB compared to other buildings is the zero (or almost) energy balance
between energy demand compared to the generation of energy from renewable sources [4]. Attention
is also paid to the quality conditions of the indoor environments (IEQ-Indoor Environmental Quality).
In fact, a NZEB should guarantee not only a very low energy consumption, largely covered by RES,
but also a good level in terms of thermohygrometric comfort and air healthiness, as well as visual and
acoustic comfort.

Another important aspect is the efficient integration of the building into a “smart grid”.
This transition can be supported by the insertion of control mechanisms (BCS—building control
system) and the management (BMS—building management system) of the plant subsystems, for which
the building can interact with the occupants and the electricity grid, for keeping the required
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internal conditions unchanged and limiting energy consumption. The smart grid would allow the
integrated management of individual NZEBs, to realize an energy distribution network and, therefore,
the organization of entire neighbourhoods in which some buildings could be identified as PEB (Positive
Energy Building), buildings designed and sized to produce more energy than that necessary for their
sustenance [5,6]. The current limited diffusion of this model could be attributed to two main reasons:
absence of indications on the PEB targets, which should be formulated by the European Commission,
and need for extensive adaptation of existing urban networks, to be ready to accept exchanges between
the energy produced by the PEB and the user request. Anyway, in recent years, the PEB model has
begun to be considered as a possible evolution of the NZEB target, jointly with the PED (Positive
Energy District) one. With this last model, energy-independent districts could be built, where energy
flows are exchanged between high-performance buildings and others unable to autonomously provide
for their own energy support.

2.2. Technologies and Strategies to Support the NZEB Target

The most recent studies take into account both consolidate and innovative solutions for building
envelope and systems: heavy structures, materials, plant systems already on the market used in an
innovative way, increase in the use of plant regulation. However, it is difficult to generalize methods
and approaches to outline indications on the use of advanced materials and of sustainable energy
generation systems: indications both on materials and systems must be carefully evaluated according
to the climate and the architectural characteristics of the building linked to the urban context in which
it is located [5].

Often, well-known technologies are re-proposed in an innovative version and adapted to new
needs, as they can be very useful for making the most appropriate choices. For example, a well-known
technology, such as that of the Trombe wall, represents a passive solution for building envelopes that
can lead to high-level energy performance [7].

Innovative wall configurations can limit the thermal losses whilst increasing solar heat gains to
the heated spaces, also in cold climates [8]. The combination between the Trombe wall and the PCM
thermal storage properties can allow obtaining good results to reduce thermal losses effectively.

The possibility of using sustainable materials in new buildings is particularly interesting.
For example, the use of wood could find wider diffusion. However, technologies that provide
for an important use of wood are not very well established, especially in areas where the wall thermal
inertia is important for reducing the effects of solar radiation. Although the requirements of new
buildings in the Mediterranean area appear particularly binding for multi-storey buildings with
a massive employment of wooden materials, this technology can help to reach good results [9].
From dynamic simulation, it was assessed that a rational exploitation of the building thermal mass can
be obtained by the use of wide dead band thermostats, in addition with triple pane glass windows,
to obtain a good compromise between thermal losses and solar gains, and heat pumps coupled with a
PV generator.

In all cases where a more accurate and in-depth analysis of energy performance is required,
the use of dynamic simulation software appears indispensable, as it allows the analysis, in detail, of the
behaviour of the structures and the possibility of heat storage in the daily cycle or in wider intervals.
Furthermore, for a more adequate formulation and an accurate knowledge of the choices to be made to
obtain the best energy performance of a building, it is necessary to proceed with cost assessments in
parallel with the energy calculations and to perform combined analyses on energy-economic aspects.

The selection of the most appropriate simulation method is essential to limit uncertainty in
the results and guarantee their accuracy. Usually the use of simplified models, instead of dynamic
simulation, does not allow the analysis, in detail, of changes in internal conditions and to describe the
thermal comfort conditions.

This problem becomes of particular importance when the aim is the management potential of the
energy produced for achieving positive energy performance. In this case, parametric analyses can
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be useful [10] to identify the optimum combination of technologies through suitable technical and
financial criteria, for example, based on:

• Fabric energy efficiency, by means of wall insulation and high performance windows;
• Low temperature heating (district heating and cooling network);
• Heat pumps, mainly geothermal units; and
• PV panels and battery storage

The technical analysis must be performed by means of the most appropriate software to determine
the energy flows at the building and district level and key performance indicators, such as energy
self-supply level by RES, emissions reduction and payback period can be calculated.

An element of comparison that still seems problematic is the value of the reference parameters for
NZEB. From a wide investigation on 34 NZEB case study (with only two residential buildings) in hot
and humid climates [11], the problem of the heterogeneous definition of the references for NZEB was
highlighted: in some cases, the NZEB target can be achieved even just by a large use of renewable
energy resources, despite a high EUI (energy use intensity) value. In fact, in a few cases the EUI was
found higher than 200 kWh/(m2y), even if a reference value, used for the comparisons, was the one
considered by the New Building Institute (NBI) in the United States, EUI = 56.8 kWh/(m2y). However,
in general, energy efficiency should be a priority for a true NZEB, therefore referred to a low EUI,
properly supported by renewable energy.

To deepen the knowledge of the NZEB effective functioning, extensive experimentation is
required. In the literature, there are still few cases monitored, at least in the Mediterranean climate.
The monitoring carried out on case studies usually is mainly used for dynamic simulation tools
validation rather than for comparing design and real energy performance results.

A contribution to the energy data monitoring on district scale was given by the ECO-Life Project,
cofounded by the EU Commission in the period 2010–2016, referred to urban districts, including new
and existing refurbished buildings. From the real consumption data, in this case, a difference attributed
to the occupants’ behaviour was put into evidence [12,13]. The obtained data were normalized in
order to compare different projects, at different periods, with different weather conditions, etc., and to
analyse variations in a building’s energy use. The calculations and results were based on monthly
data, referring to the simplified quasi-steady state approach of the EPBD-calculation method. From the
analyses, a large energy saving potential was put in evidence, concerning occupant behaviour and
average energy use in new dwellings higher than expected from calculations. The use of a good
management of technical systems can effectively solve some of the causes of high energy use.

2.3. Contributions to the NZEB Design

Among the different elements to consider in the design and management of a NZEB, the present
research intends to highlight two important aspects, represented by both the microclimatic control,
and the regulation of the building technical systems. It is important that, in the design phase,
utmost care is taken to respect the objectives not only of energy saving and high energy performance
but also of environmental comfort. Therefore, the project, although accurate and respectful of the
NZEB objectives, should put the greatest attention to the continuous control that supports or replaces
the user’s behaviour and its building management.

An accurate design of the envelope and technical building systems associated with a smart
management of the control systems and the setting of the set points, for the optimal operation of the
systems, represent elements that need to be considered closely related.

Such integrated design can lead to a good coverage of the energy use for system operation by
renewable energy that can be higher than 80%, as tested in the Czech Republic. An energy system for
space heating and domestic hot water preparation in a family house, supported by a combination of
PV photovoltaic system with a heat pump and a ground heat storage under the house, was designed

42



Energies 2020, 13, 4784

and monitored for two years [14]: its management results support the belief that the NZEB target is
not that distant and ambitious.

Combined energy systems seem promising to provide complete, optimized and achievable,
cost-effective and sustainable solutions that will be increasingly needed in the near future. It is
important to mention the importance of the design optimization that requires suitable methods to
solve the design problems by means of multi-objective analyses [15].

The design of the energy systems should be analysed through a wide numbers of point of views,
including the grid interaction, and different design alternatives such as fuel cells and renewable energy
generation systems. The collected information can help for similar buildings [16]. In most cases,
even if the overall PV energy yearly generation surpasses the electricity consumption and is fed into
the grid, the building has to import from the grid a large energy amount and, therefore, it is not
independent from the grid. Therefore, the evaluation of on-site energy storage systems is useful to
improve the flexibility of the building to adapt to the load, reducing the dependence on the grid in
low-generation times.

3. Materials and Methods

The software tools used for the analyses, the characteristics of the case study in relation to
the envelope and systems and the climatic context in which it is located, and the input data of the
calculations are described below.

3.1. Energy Simulation Tools

The dynamic energy simulation allows to acquire greater awareness of the detailed behaviour
of the building structures, of the possibility of exploiting the thermal accumulation, depending on
the climatic conditions and of the impact of solar radiation, all elements variable in the day-night,
weekly, monthly cycle, seasonal. Above all, it is thus possible to obtain more in-depth information
on the plant regulation and on the definition of the set points for their operation, in relation to
internal needs and external climatic conditions. Moreover, contributions of elements such as the solar
greenhouse can be evaluated taking into account the air flow and its temperature, from this space to
the indoor environment.

Usually, the building design process uses simulation tools based on quasi-stationary models to
determine the energy performance in summer and winter conditions and, therefore, to evaluate the
energy needs of the building in the annual cycle and to verify the compliance with national regulations.
The temperatures, the internal contributions, the expected consumptions refer to monthly balance and
the calculations are therefore simplified.

It may be useful here to compare the results of the building simulation conducted during the
design phase with these simplified models in a semi-stationary regime, with the one used for this
study, which is based on a dynamic simulation model. Differences are expected, as indicated in
several researches. Comparisons between steady-state calculation and dynamic simulation for energy
efficiency have evidenced differences mainly due to temperature and solar radiation variations that
can vary from 16 to 44% in cold zones [17].

The limits of the quasi-steady-state method, represented by the overestimation of thermal losses,
are a recognized problem affecting the low energy consumption buildings and particularly NZEBs.
In studies developed on buildings located in Mediterranean areas [18], the gap between models was
found to be around 10% for heating energy needs, and lower for cooling energy needs.

The energy performance assessment is here developed following national and international
indications, as required by the European Directive [1] and summarised in [19,20]. The software used
for the dynamic hourly simulation of buildings sets the calculations in accordance with the EN ISO
52016-1: 2018 standard [21,22], and allows calculations for:

• Dynamic energy needs of the building for heating and cooling services;
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• Analysis of summer comfort in free cooling conditions or with the systems support;
• Evaluation of the energy required to maintain the design temperatures for heating and cooling;
• Study of the contribution of a solar greenhouse for the energy needs reduction;
• Analysis of the night ventilation effectiveness; and
• Design and validation of fixed shields.

The results of the simulations will also be compared with the data collected from long-term
monitoring both to confirm the possibility of describing thermal behaviour by means of simulation
methods and to verify whether the regulation techniques adopted in practice in building energy
management allow better exploitation of energy resources.

3.2. Case Study—Building Features

The case study is represented by a single-family residential building, built in 2013 in Northern
Italy, characterized by a traditional architectural form, congruent with the hilly context in which it is
inserted (Figure 1).

  
(a) 

 
(b) 

Figure 1. (a) Investigated building: overview from Google Maps (left) and lateral view (right);
(b) stratigraphy of the main building envelope: perimeter wall (left) and low-emission double
glazing (right).

The building, chosen as case-study, has attracted attention, not only at a regional level, by winning
a regional call for its construction, but also nationally. It has been included in the census of the national
NZEB through a summary and descriptive card produced by the “National Observatory of almost
zero energy buildings” [23], promoted by the National Agency for New Technologies, Energy and
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Sustainable Economic Development (ENEA). The building, together with 25 others located in 10 Italian
regions, represents an example of good NZEB practices at national level [24], in particular for the energy
performance of the building envelope (external insulation, wooden window frames with thermal break
and double glazing), the high efficiency of the plant system (heat pump, CMV, air intake system from
the solar greenhouse), and for the almost total coverage of consumption from renewable sources (94%).

Two particular aspects can be highlighted: the first concerns the fact that, despite being a high
efficiency building, the construction is typical of the rural context in which it is built and is not
characterized by modern lines, which would cause great visual impact on the context urban and
landscape; the second relates to the fact that the project is prior to the national directives and laws that
defined the NZEB model and its performance. However, the building respects this target and has even
far better performances that could define it as PEB (positive-energy building).

The building has a useful area of 322.4 m2 divided on three levels:

1. Basement (cellars, garage, bathroom, the only heated room on the floor, the thermal power plant);
2. Ground floor (living area); a mezzanine floor with two bathrooms and two bedrooms; and
3. First floor (main bedroom, bathroom and dressing room) and a mezzanine.

3.2.1. Opaque Elements

The structures used for the case study are mainly represented by 12 elements (structural or dividing
walls, floor slabs, inter-floor and roofing). The design thermal transmittance U-values are compared
with the reference U-values for NZEB, defined by the DM 26/06/2015 [25] (Table 1). As regards
the periodic transmittance YIE, verification of the limit value is not necessary as the project site is
characterized by an average irradiance value less than 290 W/m2, in the month of maximum insolation.

Table 1. List of stratigraphic packages with thermal transmittance checks.

Description
Udesign U rif

(W/(m2K)) (W/(m2K))

1 Earth retaining wall (thickness 35 cm) 0.68 0.30
2 Perimeter wall (thickness 52 cm) 0.20 0.30
3 Mezzanine floor partition (thickness 22 cm) 0.58 0.80
4 Partition heated rooms in the basement (thickness 28 cm) 0.31 0.30
5 Internal partition (thickness 10 cm) 2.05 0.80
6 Heated basement slab (thickness 81.3 cm) 0.12 0.30
7 Unheated basement slab (thickness 80.1 cm) 0.12 0.30
8 Ground floor slab (thickness 57 cm) 0.31 0.80
9 Mezzanine floor slab (thickness 52 cm) 2.90 0.80
10 First floor slab (thickness 50 cm) 0.26 0.80
11 Attic slab (thickness 38 cm) 0.24 0.25
12 Roof slab (thickness 33.3 cm) 0.23 0.80

From the comparison of the U values, the only opaque elements that do not meet the transmittance
verification are the ones between an unheated environment and the outside (uninsulated masonry
against the ground) or vertical and horizontal dividing elements between heated internal environments.
Therefore, this failure does not lead to losses for the energy requirement calculations.

3.2.2. Transparent Elements

The highly efficient windows are chosen in line with the local architecture: they are composed of
low-emission double glazing, with argon gas in the cavity, and thermal break oak frames.

The preferred orientation for natural lighting is the South; from the four large windows of the
living area on the ground floor, it is possible to access the solar greenhouse, characterized by sliding
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doors in tempered glass with a folding system (open in summer and closed in winter) and a 45% inclined
coverage (laminated glass), shielded by white roller blinds, to reduce the risk of summer overheating.

The three openings on the east side are not shielded, as they are protected by an overhang with an
extension of 4 m; to the north, the rooms have four openings, which do not require shielding, given the
lack of direct solar input; finally, the West side is characterized by three windows, one of which is
double height, for which a mobile shielding system with white wooden venetian blinds has been
provided, since it is affected by solar radiation in the second part of the day.

All the windows of the building envelope are verified as characterized by a thermal transmittance
with a mean value of Uw = 1.35 W/(m2K), lower than the limit equal to 1.80 W/(m2K) in accordance
with the Ministerial Decree 26/06/2015 [25].

A large glazed element built on the south-facing façade on the ground floor is represented by a
large solar greenhouse. During the heating period, the white roller blinds, which shield the roof of
the greenhouse, are rewound to promote maximum irradiation and the sliding windows, made of
tempered glass, are closed to allow airtightness. The environment represents a passive indirect-gain
solar system: the accumulated heat is used for heating the internal rooms through an air intake system
from the greenhouse, which, by means of two 100 m3/h fans, introduces into the area the air of the
greenhouse when its temperature is 5 ◦C higher than the temperature of the indoor environment.

3.3. Case Study—Technical Systems

In the thermal power plant of the basement, there are almost all the systems, represented by:

• An air-water electric heat pump, with a useful thermal power of 13.1 kW and ON-OFF operation,
which covers the role of generation system both for the radiant heating and cooling system and
for production domestic hot water;

• A controlled mechanical ventilation (CMV) system, equipped with a heat recovery unit (90%
efficiency), represented by an enthalpy exchanger operating continuously with an air flow that
varies between 50 m3/h and 550 m3/h;

• A dehumidifier, which starts if the internal humidity conditions are such as to create discomfort
(set-up value RH = 50%); it happens especially in summer, due to the high vapour content of the
air which is cooled by the radiant system;

• A water storage tank (500 L), used to collect the hot water from the solar thermal system:
the domestic hot water is heated by the heat pump only in cases where the solar thermal collectors
are not able to work, due to lack of solar radiation.

In addition, on the ground floor, there is a secondary ventilation system that allows to transfer an
air flow of 200 m3/h from the solar greenhouse to the internal environment. A summary of the plant
components, in a schematic representation of the most significant sections of the plant is reported in
Figure 2. Although the solar greenhouse is not actually part of the plant system, it is included, as it
plays a role in supporting the radiant heating system. The only system for generating the entire system
is the heat pump, which exchange energy with the other components. For calculating the energy
requirement in a semi-stationary regime, the building has been divided into five heated thermal zones,
and three unheated zones (Figure 3, Table 2). Table 3 summarizes the characteristics of the radiant
system (heating period: 15 October–15 April, 8.00–16.00, cooling period: 1 July–31 August, 8.00–16.00,
CMV active 24 h a day throughout the year).
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Figure 2. Schematic representation of the case study’s systems.

Figure 3. Heated thermal zones (TZ) (in red) and unheated zones (UZ) (in blue) (left: external opaque
wall dimensions and windows; right: internal dimensions of the thermal zones).
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Table 2. Subdivision of the building into heated thermal zones and unheated zones. (A = net surface;
V = net volume).

Code Heated Thermal Zones A (m2) V (m3) Code Unheated Zones Area (m2) V (m3)

TZ1 Bathroom (basement) 16.1 53.1 UZ1 Garage (basement) 252 875

TZ2 Living area (ground floor) 132.8 543.5 UZ2 Solar greenhouse
(ground floor) 63.4 190.2

TZ3 Sleeping area (mezzanine
floor) 38.8 104.8 UZ3 Attic (second floor) 68.3 93.6

TZ4 Loft (first floor) 36.6 84.6
TZ5 Sleeping area (first floor) 51.7 139.6

Table 3. Plants serving heated thermal zones (TZ) and location of radiant panels (floor/ceiling); CMV:
I = immission, E = extraction.

Heating-Cooling with Radiant Panels DHW CMV CMV Flow (m3/h)

TZ 1 1.3 kW (ceiling) yes E 50
TZ 2 6.6 kW (floor) yes I/E 200
TZ 3 3.1 kW (ceiling) yes I/E 100
TZ 4 4.0 kW (ceiling) no I/E 100
TZ 5 4.1 kW (ceiling) yes I 100 (I), 150 (E)

The contribution of renewable sources is represented by a photovoltaic system (about 79.5 m2)
and a solar thermal system (6.6 m2), placed on the 45% inclined surface with respect to the horizontal,
with a South orientation. The LED lighting is used both for external and internal use. A recovery
rainwater system helps to cover the need for the irrigation of the surrounding garden (2800 m3/year).

The design of the building envelope and the technical systems sizing have been set synergistically:
the management of the building is entrusted to an appropriate control system (BCS) and management
system (BMS), capable of maintaining the required conditions of internal comfort, with reduced energy
consumption. A climatic control unit acquires the temperature and humidity data in each room and
the ones coming from an external climate probe, located on the north side of the building.

Furthermore, the free-cooling technique is used to control energy consumption in summer:
it permits a reduction in the summer night temperature of the rooms. A fan is activated for external
temperatures of 24 ◦C or lower. The external air intake is located near the northeast corner of the
building, and the air distribution takes place separately for each environment, thus promoting a
decrease in the internal temperature of up to 4 ◦C.

3.4. Case Study—Environmental Design Data

The following data were used in the calculation:

• Degree days: 2631 DD;
• Italian climatic zone E (heating period. 183 days);
• Minimum design temperature for heating system: −9.2 ◦C;
• Internal conditions—heating period: Temperature = 20 ◦C, Relative Humidity = 50%; and
• Internal conditions—cooling period: Temperature = 26 ◦C, Relative Humidity = 50%.

Monthly mean temperature (T), relative humidity (RH) and irradiation values for each orientation
are resumed in Table 4.
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Table 4. Climatic data: solar irradiation.

T (◦C) RH (%) Monthly Mean Irradiation (MJ/day)

N NE E SE S SW W NW Oriz.

January 6.5 79.4 1.7 1.9 4.1 7.1 9.1 7.1 4.1 1.9 5
February 7.5 79.2 2.6 3.2 6.1 9.1 10.9 9.1 6.1 3.2 7.9

March 10.2 71.2 3.7 5.4 8.8 11.1 11.7 11.1 8.8 5.4 12.1
April 13.3 69.9 5.3 8.1 11.3 11.9 10.7 11.9 11.3 8.1 16.4
May 16.4 71 7.5 10.4 12.9 11.9 9.6 11.9 12.9 10.4 19.6
June 20.5 68.4 9.1 11.9 14 12.1 9.4 12.1 14 11.9 21.7
July 23.1 65.6 9 12.7 15.6 13.7 10.5 13.7 15.6 12.7 23.8

August 23.2 66.7 6.3 9.8 13.2 13.1 11.1 13.1 13.2 9.8 19.4
September 20.9 74 4.2 6.7 10.4 12.2 12.1 12.2 10.4 6.7 14.5

October 15.7 77.6 2.9 3.9 7.3 10.4 12.1 10.4 7.3 3.9 9.6
November 11.5 80.5 1.9 2.2 4.5 7.5 9.4 7.5 4.5 2.2 5.6
December 7.9 82.5 1.5 1.7 3.9 7.2 9.4 7.2 3.9 1.7 4.6

4. Results

4.1. Heating: Quasi-Static and Dynamic Simulation vs. Real Energy Consumption

Figure 4 shows the difference between the primary energy requirement for heating, calculated
using the semi-stationary method with monthly balances, deriving from the calculation in the hourly
dynamic regime. The energy consumption data obtained from the monitored data are also reported.
These are, overall, 35% lower than the estimate carried out by hourly dynamic simulation: the dynamic
model was calibrated on the basis of the ventilation data recorded by the building monitoring system.

Figure 4. Hourly dynamic, monthly semi-stationary calculated data and real primary energy needs.

As already highlighted in several studies, the results obtained through quasi-stationary simulation
models are different from those that can be obtained from a more detailed study through dynamic
simulation models. The difference may be due to a more or less accurate knowledge of the characteristics
of materials, construction techniques and systems. Furthermore, it is usually difficult to provide a
precise description of the operating and management conditions of the system set points.

A comparison between different models [26] has shown that the quasi-steady state approach and
the dynamic simulation methods can give differences in energy need calculations for heating in winter
months up to 25.8%. Reasons of these discrepancies can be found considering some elements that
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are not always well known, such as occupant behaviour, ventilation, temperature set point, but also
calculation methods and simplifications. Depending on climatic conditions, the differences between
methods and real consumption data can be positive or negative: solar gains, for example, can determine
opposite effects causing underestimation or overestimation of the energy needs [27].

The results of the semi-stationary simulation (which significantly overestimates real consumption)
of the case-study, compared with the reference values by national rules, are indicated in Tables 5 and 6.
The comparison between design values and reference values highlight the excellent performance of
the building, better than the NZEB target. In the Energy Performance Certificate, energy class A4 (the
maximum rate) and the NZEB status are attributed to the building.

Table 5. Geometric parameters and energy performance indices.

Parameters Design Values Reference Values [25] Difference

Gross dispersing surface S 370.8 m2

Building heated volume V 1450.5 m3

Shape ratio S/V 0.26 m−1

Global average heat transfer coefficent H’T 0.25 W/(m2K) 0.75 W/(m2K) 67%
Equivalent solar area/Floor area Asol/Af 0.029 0.030 3%

Energy performance indicator for heating EPH,nd 46.32 kWh/(m2y) 50.37 kWh/(m2y) 8%
Energy performance indicator for cooling EPC,nd 12.56 kWh/(m2y) 16.34 kWh/m2 y) 23%

Global non-renewable energy performance index of the
building EPgl,nren

1.00 kWh/(m2y) 36.12 kWh/m2 y) 97%

Total energy performance index of the building EPgl,tot 47.69 kWh/(m2y) 100.05 kWh/m2 y) 52%

Table 6. Efficiency parameters.

Parameters—Renewable Energy Design Values Reference Values

Share of total renewable energy QR total 98% 50%

Share of renewable energy destined for the
production of domestic hot water QR DHW 99.4% 50%

Photovoltaic system power 10.33 kW 7.61 kW

Parameters—Global average seasonal performance Design Values Reference Values

Heating performance ηgl, H 91.9% 70.6%

Cooling performance ηgl, C 325.4% 202.5%

DHW performance ηgl, W 96.7% 68.5%

4.2. Dynamic Simulation—Energy Performance

The main data used in the model are the following: set point temperatures for the heating and
cooling periods, geometric parameters, an accurate description of the shading of the windows and the
definition of hourly profiles for internal contributions, the ventilation flows, and the powers provided
by the heating and cooling.

During the heating period, and even more for the cooling period, only a small amount of the
power available from the radiant system is actually used, as it is not necessary for reaching the set
point temperature. The living area (TZ2) is the only thermal zone for which up to 92% of the available
thermal power has been used, given its large volume and useful surface.

It may be useful to highlight the percentage distribution of power (Figure 5), used for heating
(in red) and cooling (in blue): the heating system mainly operates for powers ranging from 20% to
70%, while it never works for 100% of the available power, as the minimum site design temperature
(−9.2 ◦C) is rarely reached.
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Figure 5. Percentage distribution of power used by the heating and cooling systems in the living area.

The heating system works with the available power of 65% (which corresponds to the maximum
number of operating hours, or 451) only for 19 days out of the 183 that make up the heating season.
The cooling system, on the other hand, operates with available powers of the order of 10%, confirming
the fact that the thermal zone does not require much cooling energy to reach or maintain the summer
set point temperature.

The sleeping area on the first floor (TZ5) requires much less energy than the living area by using
about 10% of the available power most of the time (Figure 6).

Figure 6. Percentage distribution of the power used for heating and cooling systems in the sleeping
area on the first floor.

4.3. Solar Greenhouse: Simulation and Temperature Analysis

The solar greenhouse is a very important element in winter, as it allows a reduction in the thermal
load of the space heating system. To maximize its efficiency, numerous elements must be considered in
its design and management, such as exposure, optical properties and thermal capacity of the opaque
surfaces, the amount of ventilation and of the shading devices [28]. The same elements are considered
particularly important in the conclusions of a research developed through simulation models and
experimentation on a prototype [29]. In fact, the need to avoid any summer overheating, to carry out
in-depth calculations on the effects of thermal inertia and to provide for the control of microclimatic
conditions through intelligent management of the CMV is highlighted.

The case study building uses the solar greenhouse during the heating period, from 15 October
to 15 April, as support for the radiant heating system of the living area, with which it is in direct
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communication. The air intake system from the greenhouse to the internal environment is active from
11.00 to 14.00, when the temperature of the air inside the greenhouse reaches at least a temperature of
25 ◦C, i.e., when it exceeds by 5 ◦C the design temperature of the air inside the living area (winter set
point of 20 ◦C).

It may be interesting to analyse the behaviour of the greenhouse as a function of time. Hourly
data of indoor and greenhouse temperatures were simulated depending on external temperature.
The results have been examined monthly. The detailed results for January are indicated in Figure 7,
while a synthesis is presented for the other periods.

 
Figure 7. Trend of outdoor air temperatures (orange), inside the living area (blue) and the greenhouse
(green) for the month of January.

In the hottest hours, indicatively from 11.00 to 13.00, solar radiation causes an increase in the
temperature of the greenhouse with peaks up to 45 ◦C. The temperature of the internal environment
(set point = 20 ◦C) remains constant for most of the time, allowing the reduction of the operating time
of the heat pump and in some cases there is an increase that remains contained inside appropriate
values to maintain comfort conditions in the indoor environment.

It may be interesting to observe how long the temperature remains around a certain value in
the greenhouse: it is observed that the recurrent temperature is 0 ◦C (Figure 8), for 21% of the time.
The fan that transfers the air from the solar greenhouse to the internal environment works when the
temperature of the greenhouse reaches 25 ◦C and this occurs 15% of the time (37 h).
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Figure 8. Percentage of time a certain temperature occurs in the greenhouse.

The results obtained for the complete heating period are summarized in Table 7, which shows the
maximum and minimum values of the external temperature and of the greenhouse for each winter
month. The following columns for each month indicate the percentage of time in which:

(A) The temperature remains around the most recurrent value outside;
(B) The most recurrent temperature value in the greenhouse occurs; and
(C) The air intake system from the greenhouse is activated.

Table 7. Analysis of the contribution of the greenhouse during the heating season.

Temperature (◦C) Temperature Occurrence (%)

Month
Outdoor Greenhouse (A) Outdoor

(B)
Greenhouse

(C)
Greenhouse

(D)
Greenhouse

min max min max (◦C) (%) (◦C) (%) (h) (%) (h) (%)

January −6 12 −3 45.5 0 21 32 14 37 15 54 22
February −6 15 −2 46.5 3 12 26 11 75 28 106 39

March −3 21 0 47 18 10 34 9 151 42 193 54
April 0 20 2 42.5 24 11 39 10 82 44 111 59

October 1 21 4 46 18 12 27 11 62 37 89 54
November −2 17 −1 39 9 18 32 17 36 15 56 23
December −11 10 −7 38 6 16 32 16 31 13 46 20

(A) Outdoor: Temperature inside the greenhouse for the most recurrent interval [Tmin; Tmax]; (B) Greenhouse:
Temperature inside the greenhouse for the most recurrent interval [26 ◦C; Tmax]; (C) Greenhouse: Operation of the
air intake system from the greenhouse for the interval [26 ◦C; Tmax]; (D) Greenhouse: Operation of the air intake
system from the greenhouse for the interval [21 ◦C; Tmax].

Furthermore, in the last section (D) the hypothesis of changing the set point for activating
ventilation from the greenhouse is considered, bringing it to T = 20 ◦C. The suction of air from the
greenhouse would therefore be activated when the temperature of the greenhouse reaches that of the
internal environment. In this way, the hours in which the release of air from the greenhouse is activated
would go from 474 to 655, with an increase of 38%. This solution could allow a further reduction
in consumption due to the presence of the solar greenhouse and the circulation of heated air in the
internal environment.
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4.4. Analysis of the Heat Pump Operation

The operation of the heat pump, supported by the PV system, is analysed in relation to the
internal/external temperatures of the summer months in which it is used for cooling (July/August).
The heat pump allows cooling the water that is circulated in the radiant panels with a flow temperature
of 18 ◦C. The return temperature is 25 ◦C. The goal of the system in the summer season is to maintain
an air set point temperature in the environments of 26 ◦C.

The study focuses on the results of the hourly dynamic simulation of the living area (TZ2) and
the sleeping area on the first floor (TZ5) during the two months of activation of the cooling system
(July and August). In particular, the temperatures of the external, internal air and that of the external
envelope surfaces (perimeter walls and windows) are compared.

From the trend of the external and internal temperatures of the two thermal zones for the month
of July (Figure 9), it is noted that the external temperature exceeds the summer set point (26 ◦C) for
282 h out of 744 total hours, with peaks up to at 37.5 ◦C.

Figure 9. Trend in outdoor air temperatures, inside the living and sleeping areas in July.

Analysing in detail the temperature trends of the TZ2 and TZ5, it is observed that the set point
temperature is exceeded in TZ2 for 111 h, while it is never exceeded in TZ5. Therefore, it can be said
that the heat pump, which is activated for T ≥ 26 ◦C, worked for 111 h in July (about 5 h a day): in fact,
it can be seen from the graph that the set temperature point is exceeded for 21 days out of 31 total.
In this period, the cooling energy supplied by the heat pump is 350 kWh: the corresponding cooling
power used (3.2 kW) can be compared with the useful cooling power of the heat pump (13.1 kW).
From the comparison, it can be said that the cooling system in July needed only 24% of the useful
power of the heat pump. With the same approach, for the month of August, the power used is 27% of
the useful one.

4.5. Photovoltaic System

The availability of experimental data provided by the designer made it possible to conduct a
comparison, extended for a period of five years (from June 2014 to June 2019), between the electricity
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consumed to meet the energy requirement and the production of electricity from the photovoltaic
system. In addition, an economic calculation was developed to compare the economic cost of the
energy required from the network with the profit obtained from the sale to the network of the energy
surplus not intended for self-consumption.

Starting from 2011 with the publication of Legislative Decree n. 28 [30], attention was paid to
promoting the use of energy from renewable sources. In fact, national indications require that at least
50% of the demand for domestic hot water, heating and cooling must be satisfied using renewable
energy sources.

In compliance with the decree, the building under study has a photovoltaic system integrated
into the lower pitch of the roof, with a net surface area occupied by the modules of 79.46 m2, which
produces an overall peak power of 10.33 kWp, 30% higher than the required reference power. From the
comparison between electricity consumed and produced (Figure 10) it is clear that the electrical
coverage by photovoltaics is guaranteed for almost the whole year, except for the winter months
(December and January), for which it is necessary to obtain a modest amount of electricity to the grid
(up to 320 kWh). The surplus of energy produced is transferred to the grid.

Figure 10. Comparison between real electricity consumption and photovoltaic production for the
period June 2014–June 2019.

The comparison between the demand and the sale of energy is conducted considering the costs of
electricity requested from the network in the winter months and the share sold to the network, when
the plant produces more than it consumes. Reference is made to the following economic costs:

• Electricity drawn from the network: 0.1917 euro/kWh; and
• Electricity fed into the grid: 0.543 euro/kWh (all-inclusive tariff paid in 2013 to integrated

photovoltaic systems with innovative features)

Table 8 shows the values of electricity consumed and produced for the five years analysed. From the
comparison of the overall share of electricity consumed with that produced by the photovoltaic system,
it can be said that only 34% of the energy available from photovoltaics was used for self-consumption.
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Table 8. Energy data on electricity consumption and photovoltaic (PV) production for five years (June
2014–June 2019).

Year n.

Electricity
Consumed

Electricity Produced
by PV System

Surplus of Electricity
Fed into the Grid

Electricity Purchased from
the Grid

(kWh) (kWh) (kWh) (€) (kWh) (€)

1 4.833 14.907 10.352 5.621 278 53
2 5.123 14.212 9.338 5.071 249 48
3 5.378 15.296 10.558 5.734 640 123
4 5.596 15.344 9.808 5.326 60 12
5 4.723 16.563 11.854 6.437 14 3

Tot. 25.653 76.322 51.910 28.188 1.241 239

Consequently, the amount of energy surplus is obtained from the difference between the third and
second columns of the table. This surplus can also be estimated at an economic level: the economic
return determined by the sale of electricity during the five years appears clearly higher than the small
expenditure during the winter months in which the plant is not subject to adequate solar radiation to
cover the energy needs.

5. Design Improvements Analyses

Building systems management and regulation have been analysed by means of simulation and
monitoring data. The results highlight the good energy performance due to a smart design of both
building envelope and systems and depending on an accurate management of the thermal systems
operation. Some aspects of the project are evaluated below to highlight any further improvement
opportunities. This procedure should be included in each project to evaluate the possibilities of
obtaining more ambitious results than the target NZEB achieved.

Some features of the project are discussed below to highlight any further improvement
opportunities. This procedure should be included in each project, to evaluate the possibilities
of obtaining more ambitious results than the target NZEB achieved. Obviously, the peculiarities of
each project mean that there are no indications generally applicable to everyone, but that more suitable
alternatives must be identified case-by-case. In the analysed case study, different variants have been
taken into consideration and only those considered most significant are discussed.

5.1. Improving Environmental Comfort

Three significant parameters for environmental comfort can be managed by a building technical
system: temperature, humidity, and velocity of the air [31].

As indicated, the system has control of the temperature (t) and relative humidity (RH) in each
zone with set points respectively set at t = 20 ◦C and RH = 50% in winter and t = 26 ◦C and RH = 50%
in summer. The temperature in winter conditions may not be completely satisfactory in terms of
comfort. For this reason, a comparison was made between the current conditions and those that would
be achieved for a winter set point temperature set at 22 ◦C, both in terms of energy consumption
and comfort. The evaluations were carried out assuming to maintain the constant temperature in the
day-night cycle, and considering a maximum deviation of ±0.5 ◦C for the calculation of the deviation
from the comfort conditions [32].

The comparison between the simulation results provides a 15% increase in the maximum power
used which goes from 7.3 kW to 8.6 kW and a 36% increase in the energy used for heating, corresponding
to approximately 7000 kWh. The monthly energy requirement that varies mainly as a function of the
external temperature and solar contributions (Figure 11) shows a higher percentage increase in the less
cold months.
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Figure 11. Comparison between the monthly heating primary energy needs for a set point of 20 ◦C
(blue) and 22 ◦C (yellow).

The overproduction of energy from the photovoltaic system during these months, which are
characterized by a greater availability of solar energy (March, April, October and November), can be
used to power the heat pump and, therefore, to compensate for the greater energy requirement. During
the other months of the heating season (January, February, and December), the photovoltaic system is
not, however, able to cover the electricity needs, which, therefore, must be requested from the grid.
The increase in demand entails an increase in costs, which, however, can be well compensated in the
annual budget.

As regards the improvement of internal comfort, the difference between the two conditions in
terms of deviation from the comfort condition can be assessed. From the dynamic energy simulation,
the time in which the internal temperature underwent variations outside a range set at ±0.5 ◦C was
calculated for each thermal zone (Table 9).

Table 9. Comfort hours for 20 ◦C and 22 ◦C temperature set point, in each thermal zone (TZ) referred
to in Figure 3 (Δt = temperature difference).

Thermal
Zone

Set
Point

Time [h]
Comfort

Time [h]
Discomfort (Cold)

Mean Δt
(Discomfort, Cold)

Time [h]
Discomfort (Hot)

Mean Δt
(Discomfort, Hot)

(◦C) (h) (%) (h) (%) (◦C) (h) (%) (◦C)

TZ1
Bathroom 20 6391 73 2363 27 1.4 0 0 0

22 7176 82 1584 18 1.2 0 0 0
TZ2 Living

area 20 723 8 8037 92 1.4 0 0 0

22 6405 73 2355 27 0.8 0 0 0
TZ3 Sleeping

area 20 4936 56 3823 43 0.8 1 0 0.3

22 8246 94 490 6 0.5 24 0.3 0.3
TZ4 Loft 20 2714 31 6046 69 1.1 0 0 0

22 7922 90 838 10 0.6 0 0 0
TZ5 Sleeping

area 20 3497 40 5258 60 1.2 5 0.1 0.2

22 8205 94 535 6 0.5 20 0.2 0.3

In the living area (TZ2), the hours of comfort go from 8% to 73%, while, for the two sleeping
areas (TZ3 and TZ5), an even better condition is reached (94%) as regards the feeling of cold, while the
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number of hours in which the temperature is above the defined interval increases; even if in percentage
terms it remains a negligible value.

The simulation was conducted assuming a fixed day-night set point and, from what has been
observed in terms of comfort, the possibility of a different day-night set point could be considered,
at least in areas TZ3 and TZ5 to improve comfort. This choice would also help to reduce the
corresponding energy consumption.

5.2. Impact of the Solar Greenhouse

A peculiarity that makes the architectural form of the building homogeneous and uniform to the
context is the solar greenhouse, a characteristic element of the biocompatible architecture, characterized
by a glass envelope both on the wall and on the roof and by an optimal south exposure for capturing
solar radiation.

The main goal of the solar greenhouse is to provide heat to the indoor environment in winter
to reduce energy needs. The comparison between the energy requirements, calculated in the current
configuration (with greenhouse) and without, highlights the importance of its contribution. In addition,
the results are compared with those referring to the reference building corresponding to the NZEB
standard for this building.

The presence of the solar greenhouse offers a positive contribution from an energy point of view
(Figure 12), resulting in an overall decrease of 13% of the primary energy for heating compared to the
configuration without the greenhouse, corresponding to a saving of 1550 kWh.

Figure 12. Comparison between the heating primary energy needs of the design building equipped
with a solar greenhouse with the variant “without solar greenhouse” and the reference building.

For each month, the percentage reduction of the energy requirement of the project configuration
compared to the variant is indicated. However, it can be observed that the energy requirement of
the building without a greenhouse is always below the corresponding requirement of the reference
building. Thus, even in the absence of a solar greenhouse the building would have been classified
as NZEB.

The presence of the solar greenhouse leads to a decrease in the thermal performance index useful
for heating, thanks to the free supply of heat offered by the thermal storage in winter: with reference to
the main energy performance indices [25], the percentage difference between the configuration with
the solar greenhouse and the one without can be calculated (Table 10).
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Table 10. Energy performance indices of the configuration with solar greenhouse compared in
percentage with those of the variant without solar greenhouse.

Parameters
% Difference between Configurations with

and without Solar Greenhouse

Energy performance index of the envelope EPH,nd −11%
Global non-renewable energy performance index of the

building EPgl,nren
−17%

Total energy performance index of the building EPgl,tot −4%

5.3. PV Energy Storage System

Since, for a limited period of time in winter, the building needs electricity from the grid,
the possibility of realizing the complete autonomy of the building and, therefore, making it stand-alone
rather than grid-connected was evaluated through the use of an energy storage system.

It is assumed to use stored energy for an operating time of 3 h of the heat pump at full capacity
during the winter months of photovoltaic underproduction (15 kWh). The cost of the system was
estimated at around €10,000 in relation to the current market offer.

To assess how long the cost of the investment could be recovered, Year 3 (Table 8) is taken as a
reference for consumption, as it is the period in which the greatest demand for electricity was detected.
In December, January and February the electricity consumed (2682 kWh) exceeded the energy produced
by the system (2042 kWh) for 640 kWh, which was taken from the network and which, in this case,
is considered to be supplied from the energy storage system.

It is assumed that the storage batteries must supply energy for a period of 30 days (distributed
15 days in December 5 in January and 10 in February), for 3 h a day (from 19.00 to 21.00). This estimate
was made considering in that time interval the absence of solar radiation, and the possibility of
exploiting at other times both the contribution of the solar greenhouse and the energy from PV to
recharge the accumulation for 749 h (248 in January, 269 in February and 232 in December).

The calculations show that the investment is not favourable in this context, due to the high energy
performance of the building which ultimately requires energy from the network with an annual cost
of approximately €120. The cost of storage does not seem reasonable, at least in the current context,
also taking into account the battery life due to the charging and discharging cycles.

As an alternative to the energy storage system, it would be interesting to consider making high
thermal capacity radiant screeds from the design stage: thanks to the high coefficient of thermal
conductivity, this system could optimize the performance of the entire heating/cooling system with
flooring favouring a homogeneous and gradual transmission of heat in the indoor environment.

5.4. Opportunity to Cover Part of the Winter Energy Needs with a Biomass Heat Generator

Another possibility of making the building autonomous from the network, the insertion of a solid
biomass boiler (pellet), to support the heat pump, is analysed, referring to the coldest winter period,
in which the PV system does not completely cover the need for hot water for both the radiant heating
system and for sanitary use (Year 3).

The analysis of the heat generator systems led to the choice of an automatic loading biomass heat
generator with a nominal useful power of 9 kW, to be installed in the basement, where the remaining
part of the equipment is located.

For this type of heat generator, an automated system is provided, which allows the continuous and
autonomous supply of fuel without the intervention of an operator. Indicatively, it can be estimated
that the cost of a boiler of this type is around €4000, excluding costs for the chimney and for the
electrical connections, which may be absorbed in construction costs.

The demand for electric energy from the network, equal to 640 kWh, assuming a performance
coefficient of 2.5, corresponds to a need for thermal energy equal to 1600 kWh. In the event of a
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generation efficiency of 0.75, and the calorific value of the pellet equal to 4.9 kWh/kg, 435 kg of biomass
(pellets) would be required, corresponding to an indicative cost of €116.

This estimate shows that the annual fuel expenses would be slightly lower than the annual cost
of electricity required on the grid during the months of underproduction of the photovoltaic system.
However, it is necessary to take into account the initial cost of the generator, the periodic maintenance
costs (cleaning, smoke analysis), which have not been analysed as in any case they would not be
recovered in an adequate time.

Although it is not convenient, from the economic point of view, to face the investment in a biomass
generation system, in support of the heat pump, this solution would still be more advantageous than
the previous one, as it is economically more convenient and better manageable, even in conditions
other than those assumed.

The integration would be interesting to pursue the building’s objective of energy autonomy from
existing urban networks, with a better management possibility than that assessed for the electricity
storage system. The system would, in any case, receive a contribution from renewable sources and,
therefore, have minimal impact on the environment.

6. Discussion

Some considerations have been summarized here, deriving both from the study of the current
conditions of the building, through simulation and monitoring, and from the evaluation of the proposed
design alternatives:

1. The calculations carried out through semi-stationary simulation, according to national and
international regulations, have shown that the building has the NZEB energy classification. These
data, compared with those obtained from the dynamic simulation, highlighted, as expected,
differences that in some months were also significant (about 45%). Only in December, the dynamic
simulation gave higher consumption, probably caused by the hourly variation of temperatures.
The comparison with the actual consumption data indicates that, although the model was
calibrated according to the actual ventilation rates, the dynamic calculation was able to accurately
describe the situation with an error more evident in the two coldest months. Probably the thermal
inertia of the structures and the contribution of the solar greenhouse played more important roles
in keeping the internal environment at the set temperature.

2. The use of dynamic simulation made it possible to analyse in detail the power used over time and
verify that the system has been correctly sized for each thermal zone. Furthermore, the hourly
description of the behaviour of the solar greenhouse made it possible to evaluate the opportunity
to change the temperature set point for activating the fan between the greenhouse and the internal
environment. In this way it is possible to obtain greater advantages in terms of the solar energy
use for heating indoor air in the winter months. The importance of the solar greenhouse is also
demonstrated through the comparison between the configuration without and with its presence.

3. The comparison between the data of energy consumption and energy produced by the photovoltaic
system shows that the electrical coverage by photovoltaics is guaranteed for almost the whole year.
Only in two months of the year is it necessary to use electricity from the grid, but overall electricity
consumption represents only 34% of the energy produced over the whole year. Currently,
in the absence of an energy storage system, the energy surplus by the photovoltaic system is
reintroduced into existing urban networks. It would be interesting in the future to consider the
possibility of connecting the building to a local smart grid, capable of redistributing the surplus of
energy to other buildings connected to the system, to cover an energy requirement corresponding
to about four times that of the case study.

4. The analysis of the internal thermohygrometric conditions indicates that the internal comfort
can be improved in winter by setting an internal set point temperature of 22 ◦C instead of 20 ◦C.
Even if the increase in energy consumption is equal to 36% for heating, it can be largely covered
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by the summer overproduction in the annual budget. A good level of comfort is maintained for a
much longer time, especially in the living area, but also in the two sleeping areas.

5. In the analysis of the building project, two aspects that deserve further attention emerged
and, therefore, were subject to verification: the possibility of energy storage was calculated by
demonstrating that in the specific context the solution is not economically convenient. The support
of a biomass generator to cover the winter needs, when the heat pump powered by photovoltaic
energy is not sufficient, is equally not convenient from an economic point of view.

7. Conclusions

Some peculiar elements in the design and management of a NZEB have been analysed, mainly
represented by microclimatic control, technical systems management, and regulation. Through the
dynamic simulation, some exemplary results have been highlighted, considering the following aspects:

• The management system of the solar greenhouse and its energy contribution in winter;
• the operation of the heat pump, supported by the PV system, in summer;
• the almost total coverage of the building’s energy needs in the annual cycle, thanks to the

production of energy from the photovoltaic system;
• the potential PEB qualification of the building thanks to the surplus of energy produced which is

fed into the network;
• the effective advantages, in terms of environmental comfort, due to the regulation of the

internal set point temperature, with a consequent extra consumption, limited and covered
by the overproduction of PV energy;

• the winter energy supply of the solar greenhouse, in relation to a smart management of the air
flows from it to the internal environment and possible operating alternatives;

• the use of storage batteries for the energy produced by the PV system; and
• the use of a biomass heat generator to support the heat pump during the winter season to recover

energy from the electricity grid.

The analysis of the case study is emblematic of an integrated approach, to be applied for all new
buildings, which must take into account multiple aspects and alternatives to allow maximum effort to
reduce energy consumption, avoiding unjustified extra costs and optimizing the integration of RES.
It should represent the method to apply in every NZEB project to obtain optimal results.

The NZEB design, however, should not represent the goal, but the starting point: in fact, this model
tends to create highly efficient buildings, but isolated from the urban context in which they are located,
mainly characterized by existing buildings with a dispersing building envelope and an inefficient plant
system. The further step forward, represented by PEB, could be evaluated technically and economically,
to share its energy surplus to other buildings through the connection to a distribution network of a
smart energy grid.
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Abstract: Glazing surfaces strongly affect the building energy balance considering heat losses, solar
gains and daylighting. Appropriate operation of the screens is required to control the transmitted
solar radiation, preventing internal overheating while assuring visual comfort. Consequently, in the
building design phase, solar control systems have become crucial devices to achieve high energy
standards. An operation based on well-defined control strategies can help to reduce cooling energy
consumption and ensure appropriate levels of natural lighting. The present study aims at investigating
the effect of smart screening strategies on the energy consumption of a test building designed in the
Mediterranean climate. With the aim of automatically setting the inclination of venetian blind slats,
the necessary equations are analytically found out and applied. Equations obtained are based on the
position of the sun with respect to the wall orientation. In the case of a cloudy day or an unlit surface,
empirical laws are determined to optimize the shielding. These are extrapolated through energy
simulations conducted with the EnergyPlus software. Finally, using the same software, the actual
benefits obtained by the method used are assessed, in terms of energy and CO2 emissions saved in a
test environment.

Keywords: smart solar shading; energy saving; venetian blinds

1. Introduction

Due to the extreme urgency of tackling climate change, it is necessary that buildings are as energy
independent as possible [1]. It is important to implement measures for reducing energy consumption
trying to take advantage of solar radiation [2,3]. European policies have identified energy efficiency
in buildings as one of the key actions to limit greenhouse gas emissions [4]. The use of shielding
devices is among the suggested interventions for energy conservation in buildings. An effective
design of solar-control systems allows to reduce both cooling energy by preventing the transmission
of direct-solar radiation in summer and heating energy maximizing solar gains in winter. Moreover,
solar-control systems can help to reduce electricity for artificial lighting and ensure adequate visual
comfort trying to take the most advantage of the healthy natural light. In addition to users’ well-being,
well-designed shielding devices can improve the architectural quality of the building. The type
of shading used produces a different impact on the level of natural lighting, thermal comfort and
visual comfort. Shielding systems can be divided into two categories, which are fixed and mobile
systems [5]. The first category includes overhangs, external horizontal and vertical louvers, and
egg-crates. The second category comprises venetian blinds, vertical blinds, and roller shades. In
addition, according to the type of control, mobile systems can be furtherly distinguished in manual
control, central up-down commands and fully automated control [6].
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Several studies have investigated the effect of shading systems on thermal and daylighting
performance of buildings. For example, the effect of external louver shading devices applied to
different exposures of a building located at different latitudes was analyzed in [7]. Heating and cooling
energy demand was quantified for different window and shading surfaces. A horizontal louver layout
was considered for the South façade and a vertical louver layout was used for the East and West
facades. Shading configuration (number of slats, tilt angle, spacing, distance from the window, and
shading area) were optimized for each location in order to ensure adequate solar shading in summer
and solar incidence in winter. The results showed that the implemented solar shadings are essential to
reach internal comfort conditions and allow the achievement of significant energy savings for space
cooling in all the studied locations. Horizontal shading, vertical shading and egg-crate shading were
analyzed by [8] for a high-rise office building in Malaysia alongside different glazing configurations
for the transparent facades. The authors demonstrated that cooling energy savings ranging from
5.0% to 9.9% can be obtained by applying the shields to all the facades with low-e double-glazing.
Cooling energy saving will further increase between 5.6% and 10.4% if the shadings are applied to all
facades with single clear glazing. [9] analyzed the effect of different fixed shading on the control of air
temperature and the improvement of illuminance level of an office building in Jordan. Three types of
shading (vertical fins, egg-crates and diagonal fins) were installed in three identical office and real-time
experiments combined with computer simulations were adopted for thermal and daylight analyses
proving that all shading devices help to improve thermal and visual environment in the office. [10]
proposed an experimental configuration of an external shading device for apartment houses in south
Korea. Simulations revealed that the experimental shading device, based on various adjustments of
the slat angle, can offer the most efficient performance in terms of thermal and visual comfort for the
occupants, compared to overhang, blind system, and light shelf, providing an energy saving of at least
11% during the cooling season. [11] carried out field measurements and simulations in order to assess
the benefits of movable solar shadings on the energy, indoor thermal and visual comfort of a retrofitted
residential building in Ningbo city in China. Results revealed that movable shading devices used for
South facing windows can reduce building energy demand by about 34%, improve thermal comfort in
summer and visual comfort by 20% and drastically reduce risks of uncomfortable conditions by 80%.

However, as observed by [12], manual or motorized blinds are limited in their ability to reduce
energy consumption and to provide internal comfort because an operation of the blinds by the
occupants themselves is expected to block direct solar radiation. On the contrary, the use of automated
systems allows to more fully exploit the benefits of the blinds. The authors carried out thermal and
visual experiments in a real scale test room and collected reports by the occupants of the dwelling in
summer confirming the potential energy savings and the comfort enhancement when using automated
blinds. [13] tested the applicability and effectiveness of an automated reflective shutter, which can
work both as a sunshade and a daylight system. According to the results, the tested system was able
to significantly improve daylight distribution and reduce energy consumption for artificial light by
60%. [14] used simulation to investigate the potential savings in energy demand achievable through
the installation of blind shadings and application of shading and lighting controls in an office building
with fully-glazed façade in Qatar. Results have shown that by applying shading controls the space
total energy demand is reduced by 11.6% in north-oriented facades and by 24.8% in east-oriented
facades. If lighting controls are added, energy savings will increase to 14.1% in north-oriented offices
and 28.3% in east-oriented offices.

Several authors have analyzed the interaction of the occupants with shields and artificial light
trying to understand the influence of the automation level and the possibility of manual operation
on the environmental and energy performance and the degree of user satisfaction. A field study of
human interactions with motorized roller shades and dimmable electric lights in a high-performance
office building is presented in [15]. Four different control set-ups were explored, namely (1) Manual
control with low-level of accessibility (wall switches); (2) Manual control with high level of accessibility
(web interface); (3) Fully automated control; (4) Automated control with manual overrides. Indoor
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environmental variables were monitored through sensors and a feedback by occupants on their indoor
perception was obtained with a survey. The analysis revealed a preference for customized indoor
climate with consequently different energy impacts. [16] reported two experiments investigating the
effect of the level automation and the type of system expressiveness on users’ satisfaction with an
automated blinds system. They found out that the use of an expressive interface communicating the
status and intentions of the blinds system could favor users’ acceptance and satisfaction level, reducing
the sense of losing control when decisions on environmental control are made by technology.

The analyzed literature highlighted the benefits in terms of energy saving and internal comfort
achievable with the application of solar shades [17]. Moreover, the improvement of the shielding operation
can also involve advantages from an economic point of view, since it reduces the waste of energy for air
conditioning [18]. However, the activation and setting strategies of these systems require a more in-depth
analysis in order to identify the most effective solutions that can lead to maximize their performance. The
objective of the present work is to investigate the effect of a smart-control system applied to venetian
blinds on the building energy use. In particular, an innovative control strategy is designed based on
the identification of the optimal slat angle that is progressively adjusted following the sun position
in order to take the best advantage of the available solar radiation. Therefore, the transmitted solar
radiation is reduced when it generates an undesired thermal load while it is allowed to enter when
there is a heating demand. The occupants’ comfort is considered as well in the smart operation, seeking
to guarantee a suitable minimum level of natural lighting and avoid direct exposure to solar radiation.
The control strategy is based on the IoT technology because it requires the use of “cognitive” objects
consisting of sensors and actuators, which are able to detect environmental data, process information,
and implement the most appropriate actions needed to achieve the desired conditions. The information
relating to the external and internal climatic conditions is acquired and used by the venetian blind
actuators to orientate the slats. In a future development, technology can also be integrated with
artificial intelligence networks in order to manage any preferences of the occupant. The training, in
that case, can be conducted by interrogating the user so that he can communicate if he is not satisfied
with the level of illumination of the environment.

It is a solution achievable thanks to home automation, useful for improving the quality of life and
living comfort. The system is completed if it is integrated with other unplanned commands, such as
turning the lights on or off according to the illuminance and the presence of the occupants.

2. Venetian Blinds and Sensors

Venetian blinds represent a common solution often adopted to allow the user to modify the
incoming solar energy based on external weather conditions and his own sense of visual pleasure. They
consist of small horizontal slats that can be manually oriented. The following characteristic parameters
are defined for this type of shielding (Figure 1): distance between two consecutive slats d; slat depth L;
slat inclination (angle between the normal to the surface of the slat and the horizontal plane) Slat.

Figure 1. Schematization of venetian blinds.
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In order to automate the opening of the blinds, it is necessary to modify the inclination angle
by means of an actuator implementing the desired shielding. Information from indoor and outdoor
environment are needed to evaluate the optimal inclination in every moment of the day. In particular,
an internal temperature sensor T and a presence detection sensor are required for each room.

In correspondence of each wall containing a glazed surface, a solarimeter is placed on the outside
with the task of measuring the global irradiance G incident on a vertical surface.

In addition to measuring the global irradiance value on the vertical surface, the solarimeter is
used to understand if there is the presence of beam irradiance incident on the surface. The method to
obtain this information consists in comparing the global irradiance measured by the solarimeter with
the theoretical direct solar irradiance expected at that time of the day, estimated with the ASHRAE
methodology [19]. Direct Normal irradiance is:

Ibn = A e− B
sinα (1)

in which α is the solar altitude, A and B are listed according to the month of the year [19]. The direct
incident irradiance Gb on a 90◦ inclined surface is:

Gb = Ibn cos i (2)

where i is the angle of incidence, obtained as a function of the solar altitude α, the azimuth of the
surface γw and the solar azimuth γ:

cos i = cos(γ− γw) cosα (3)

If the global measured irradiance is lower than the theoretical direct irradiance, then there is
certainly no incidence of sunlight on the surface; otherwise, with good approximation, we can assume
that there is direct irradiance. This hypothesis is a precaution in the moments in which users must
be protected from glare. This method, therefore, allows to discern between clear and cloudy days.
Through various simulations conducted in the EnergyPlus environment, it has been possible to observe
how this condition is useful for the purpose.

3. Control Method

The shields are managed to adapt to the various operating conditions outlined by the sensor
outputs. The goal of the following analysis is to identify the Slat angle to be taken for each operating
condition. First of all, it is necessary to distinguish two different operating conditions, relative to the
presence or absence of occupants inside the environment.

3.1. Absence of Occupants

If the room is unoccupied, the lamellas position depends on the internal temperature detected, in
order to understand if it is necessary to favor or block solar contributions.

3.1.1. Winter Operation

In the case of temperatures below the set-point value of 21 ◦C, the maximum solar radiation must
be introduced into the environment, without worrying about the glare of occupants. The optimal
inclination angle varies if the surface is exposed or not to direct solar radiation. In the negative case,
the Slat value is 110◦. Numerous tests conducted within the EnergyPlus simulation environment have
shown that this angle guarantees the transmission of the maximum diffuse radiation. In the positive
case, in which there is direct radiation incident on the glass surface, the slat of the venetian blinds
is adjusted in order to be in a direction parallel to the sun’s rays. The slats’ inclination is, therefore,
defined by the projection of the sun on the vertical plane perpendicular to the surface. Figure 2 shows
the sun profile angle β that the sun projection forms with the horizontal plane.
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Figure 2. Relationship between sun profile angle, solar azimuth angle and solar altitude angle.

β is obtained according to the following relation [20]:

β = arctan
(

tanα
cos(γ− γw)

)
(4)

The method defined in this paper is structured according to the following logic. The results shown
by the simulations allowed to validate these conditions. If β is lower than 65◦, the optimal slat angle is
fixed equal to β + 90◦, such as to keep the lamellas parallel to the solar rays.

Otherwise:
if G > 300 W/m2 direct component is high and the optimal slat angle is still β + 90◦;
if G < 300 W/m2 direct radiation has a lower energy contribution than diffuse radiation, thus a

Slat angle able to maximize the entry of the latter should be set. It is given by the following correlation:

Slat = 120◦ − 0.66 α (5)

In the case of temperatures above the set-point value of 25 ◦C, shields must be completely shut
since it is not necessary to guarantee natural illumination inside the environment.

3.1.2. Intermediate Operation

Finally, if the temperature is between 21–25 ◦C, Slat is fixed to 80◦ (there is no need to exploit the
solar contribution or even to shield).

3.2. Presence of Occupants

In the presence of occupants, three different cases are distinguished again.

3.2.1. Winter Operation

If the temperature is lower than the set-point value of 21 ◦C, solar radiation, which in this case is a
free contribution, must be used as much as possible.

- The presence of direct radiation could cause visual discomfort on the work surface to people. In
this case, the optimal configuration consists in shielding sun’s rays by keeping the lamellas as
open as possible. The requirement that guarantees this condition is that the vertex A of the lower
lamella, the vertex B of the upper lamella and the point representation of the sun are on the same
line (Figure 3). The angle of inclination that identifies this position of the lamella is indicated in
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Figure 3 with the name of Slat*. In fact, if these points are aligned, certainly the sun’s rays do not
reach the work surface and the slats are the most open.

Figure 3. Limit inclination for direct radiation blocking.

with reference to Figure 3, the coordinates of points A and B are the following:

{
xA = L

2 sin(Slat∗)
yA = L

2 cos(Slat∗)

{
xB = −L

2 sin(Slat∗)
yB = d− L

2 cos(Slat∗) (6)

Therefore, it is necessary that points A and B form the angle βwith respect to the horizontal:

− tan β =
yB − yA

xB − xA
=

d− L
2 cos(Slat∗) − L

2 cos(Slat∗)
−L

2 sin(Slat∗) − L
2 sin(Slat∗)

(7)

After some mathematical steps, Slat* results:

Slat∗ = 2arctan
tan β+

√
tan2 β−

(
d
L

)2
+ 1

1 + d
L

(8)

- If the direct solar radiation does not affect the walls, then the configuration that allows the
maximum diffuse solar radiation to enter is Slat equal to 110◦.

3.2.2. Summer Operation

For temperatures above the set-point value of 25 ◦C, it is necessary to shield the solar radiation,
but not completely, so that a minimum of natural illumination is guaranteed. This is possible with Slat
equal to 45◦.

3.2.3. Intermediate Operation

If the temperature is between 21 ◦C and 25 ◦C, the operation depends on the exposure to direct
solar radiation: in the negative case, Slat is 80◦; while in the case of exposure to direct solar radiation,
the optimal angle is determined by equation (8) to avoid glare to the occupants.

4. Definition of Simulation Environment

The actual energy saving and operation of the smart-control strategy have been simulated in
EnergyPlus. This software was selected for its renowned ability to accurately simulate and estimate
the energy performance of buildings as well as its capability to properly integrate shading devices [14].
The building thermal zone calculation method in EnergyPlus is a heat balance model. The fundamental
assumption of heat balance models is that air in each thermal zone can be modeled with uniform
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temperature. The fenestration module includes the ability to consider the angular dependence of
transmission and absorption for both solar and visible radiation, and temperature-dependent U-value.
In EnergyPlus, the calculation of diffuse solar radiation from the sky incident on an exterior surface
takes into account the anisotropic radiance distribution of the sky. The sky model used for calculation
is “CIE sunny clear day”, with additional direct illumination from the sun. It has bright patches
due to direct illumination from the sun with relatively dark areas where direct sunlight does not fall.
The simulation tool allowed to evaluate the effectiveness of the system under dynamic conditions.
Theoretical analysis and simulation are essential to test the operation of the devised smart system and
to quantify its impact on energy consumption. The same approach has been adopted in other research
works found in the literature [21–23], in which the effects of solar shading systems on energy demand
and visual comfort were assessed by means of theoretical studies and simulations. However, this is
intended to be a preliminary phase for the development of a prototype, which will be used to validate
the conceived model with the aid of experimental data.

The problem was solved as a time-dependent model. The climatic parameters set refer to a year,
obtained for the city of Cosenza (South Italy) from Meteonorm [24]. For the investigated location, the
maximum value of external air temperature in summer is 36.4 ◦C and the minimum value in winter is
0.2 ◦C. The maximum value of the direct normal solar radiation is 997 W/m2 while the maximum value
of the diffuse solar radiation on a horizontal surface is 489 W/m2.

The test building consists of a 25 m2 square room designed to have a window for each exposure
(Figure 4). The thermal transmittance values of external walls, floor and roof are equal to 0.38, 0.34,
0.27 W/m2K, respectively. The stained glass windows represent the 15% of the total walls and are
composed of double glass and air gap (4-12-4) with a thermal transmittance of 1.91 W/m2K. The
number of occupants is zero from 8.00 a.m. to 2.00 p.m. and it is two during the rest of the day. The
lighting system, equipped with linear control, is active from 7.00 a.m. to 8.00 a.m. and from 2.00 p.m.
to 11:00 p.m. and ensure 500 Lux on the work surface, placed at 0.75 m above the ground. Finally,
temperature control is managed by a fan coil system, always on, set at 20 ◦C for winter days and 26 ◦C
for summer days.

 

Figure 4. Test building.

5. Analysis of Results

In order to analyze the effects of smart shielding devices, the solar radiation transmitted with the
dynamic control is compared with the solar radiation transmitted in the case of fixed shielding with an
inclination angle of 80◦.

Figure 5 shows the trends of three different contributes of irradiance I for the different exposures:
the global external radiation incident on the vertical surface Gv, the solar radiation transmitted with the
orientable shields Tadj and the solar radiation transmitted with the fixed shields Tfixed. In the figure,
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moreover, the lamellas inclination angle Slat, in case of activated control is reported. The simulations
are conducted with reference to a typical day in the winter period (January 4th). In Figure 5a, relative
to the East exposure, the gain deriving from the use of mobile shields emerges. In the early hours,
they help to provide a greater solar contribution. The same considerations also apply to the Southern
exposure (Figure 5d), in which Slat = β + 90◦, with β determined by the Equation (7). In the morning
hours, for the North and West exposures, not directly illuminated by the sun, Slat is equal to 110◦, such
as to maximize the incoming diffuse solar radiation. From the graph displaying the west exposure
(Figure 5c) emerges, instead, how dynamic control is implemented to ensure visual comfort in the
presence of the occupants. The solar radiation transmitted, therefore, is limited from 15:00 to 17:00 by
the control described by Equation (8).

 
Figure 5. Irradiance and Slat angle in winter day for different exposure: (a) East (b) North (c) West
(d) South.

For the south facade, which is exposed to solar radiation for long periods over the day, the double
effect of the mobile shading systems emerges. In the first part of the day, they increase the incoming
solar radiation while, in the second part of the day, they optimize the amount of solar radiation that
can be transmitted in conjunction with the visual comfort of the occupants. Under the simulated
conditions, the daily heating demand is 2.05 kWh with the smart logic control and 5.38 kWh with the
fixed slat angle, obtaining a reduction of 62%.

In Figure 6, instead, the same quantities are shown with reference to a typical day in the summer
period (July 18th).
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Figure 6. Irradiance and Slat angle in summer day for different exposure: (a) East (b) North (c) West
(d) South.

In the conditions of a clear day and high outdoor temperature, the solar radiation transmitted
through the windows must be shielded as much as possible and, therefore, the thermal load on the
cooling system can be reduced. The graphs in Figure 6 show how the control, set up to keep the shields
completely closed in the absence of occupants and at an angle of 45◦ in the presence of occupants,
guarantees its effectiveness by introducing into the environment a much smaller amount of solar
radiation compared to the case with fixed shielding. The daily cooling energy demand is 11.5 kWh
with the smart logic control and 12.9 kWh with the fixed slat angle, achieving a reduction of 10.8%.
Figure 7 shows the monthly requirements deriving from the sum of energy consumption related to
heating, cooling and lighting. In every month there is a tangible reduction in consumption thanks to
the application of intelligent control of shielding systems. The percentage saving is between 30% and
60% in the winter months and between 10% and 20% in the summer months. On an annual level, total
saving is around 15%.

 

Figure 7. Monthly energy demand and percentage saving.
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Considering the energy demand satisfied by means of an electric heat pump with average
efficiencies COP = 3.5 and EER = 3.0, the values shown in Figure 8 are obtained for the annual supplied
energy (electricity). The values are normalized with respect to the heated and cooled net area (19.36
m2). The figure also shows the energy costs calculated assuming an average electricity cost of 0.25
€/kWh including Value-Added Tax [25]. The graph reveals that the application of the smart shading
control allows to obtain savings in supplied electricity of about 5.0 kWh/m2·year, and an economic
saving in the bill of 1.20 €/m2·year.

 

Figure 8. Savings of annual energy supply and correspondent reduction of the annual energy cost
provided by the application of the smart shading control compared to the case without slats control.

By applying a nonrenewable primary energy factor of 1.95 [26] the annual source energy is
calculated. Based on the results reported in Figure 9, the automated management strategy of the
slats leads to a primary energy saving of 177.80 kWh/year and a reduction of CO2 emissions of 79.2
kgCO2/year [27].

 

Figure 9. Saving of source energy and reduction of CO2 emissions obtainable through smart control of
the venetian blinds.

It is worth noting that the evaluations are carried out on a simplified model of limited surface.
By scaling up the problem to cases characterized by a larger building surface, the CO2 emissions
reductions are even more significant, considering that savings of 4.10 (kg CO2/m2·year) can be reached.

74



Energies 2020, 13, 1731

6. Conclusions

The study focuses on the energy effects derived from the use of a system of internal mobile shields
controlled with a precise control method, in order to determine any benefits on the energy needs of a
residential building model for a specific location.

The use of mobile shields leads to a reduction in the energy demand for cooling during the summer
period and guarantees an aid to the energy needs in the winter period, when solar radiation can help
in reducing the energy waste for heating and lighting. Furthermore, the best shielding solution must
protect the visual comfort of the occupants, who could be exposed to glare.

The dynamic control of the shields allows obtaining a considerable energy saving, with significant
effects especially in the winter period. In one year, the estimated reduction in energy consumption for
the analyzed building was 15%.

The automation of venetian blinds can find wide diffusion and utility in domestic environments
and offices. With reference to residential applications, clear advantages are constituted by energy
saving and, therefore, by economic saving. Solar loads are managed automatically when the user is in
another room in the house or away from home. This allows complete house management at all times.
Another advantage is represented by the absence of visual discomfort caused by glare, an aspect that is
also important in the workplace, in the office, to always maintain concentration.

Further developments and improvements on the control logic could concern the parametric study
of the geometric characteristics of the slats, in order to identify the optimal configuration to be adopted
during installation. It is also interesting to carry out the same study in other locations with different
latitudes, in order to assess how much the location can influence the resulting benefits. A further
development is represented by the implementation of the system in an experimental environment, in
which it is supported by the machine learning logic to account for any human preferences.
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Abstract: Cost-effective energy saving in the building sector is a high priority in Europe;
The European Union has set ambitious targets for buildings’ energy performance in order to
convert old energy-intensive ones into nearly zero energy buildings (nZEBs). This study focuses
on the implementation of a collective self-consumption nZEB concept in Mediterranean climate
conditions, considering a typical multi-family building (or apartment block) in the urban environment.
The aggregated use of PVs, geothermal and energy storage systems allow the self-production and
self-consumption of energy, in a way that the independence from fossil fuels and the reliability of
the electricity grid are enhanced. The proposed nZEB implementation scheme will be analyzed
from techno-economical perspective, presenting detailed calculations regarding the components
dimensioning and costs-giving emphasis on life cycle cost analysis (LCCA) indexes—as well as the
energy transactions between the building and the electricity grid. The main outcomes of this work
are that the proposed nZEB implementation is a sustainable solution for the Mediterranean area,
whereas the incorporation of electrical energy storage units—though beneficial for the reliability of the
grid—calls for the implementation of positive policies regarding the reduction of their payback period.

Keywords: nZEB; photovoltaics; geothermal energy system; energy storage units; energy transactions;
life cycle cost assessment; payback period

1. Introduction

Buildings in EU countries account for approximately 40% of the total primary energy consumption
and 36% of greenhouse emissions [1]. EU climate change objectives for 2020, such as a 20% increase of
RES in gross final consumption of energy, 20% reduction of buildings primary energy consumption
and 20% reduction of greenhouse gas emissions compared to 1990 levels are key issues nowadays,
whereas new more ambitious targets were set in 2030 climate and energy framework [2].

In this context, the concept of highly efficient buildings has been perceived. Specifically, the term
“nearly Zero Energy Building” (nZEB) has been introduced, referring to a building of high energy
performance which takes advantage of various types of RES in order to service a significant number
of its total annual energy needs [3,4]. The nearly zero or very low amount of energy required can be
produced in site (under the net metering scheme) or in the near area (under the virtual net metering
scheme). Therefore, nZEBs are interconnected to the electricity distribution networks, using them as
a backup system for their power balance. Analytically, the excess electricity that is injected into the
grid (during low building energy consumption intervals) can be used during low energy production
intervals. It is worth noting that the majority of residential buildings under the net metering scheme
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receive almost 70% of the energy required to maintain power balance from the grid, in real time.
Indeed, by studying self-consumption ratio of southern European residential buildings (buildings with
PV installations under the net metering scheme) it is concluded that the mean self-consumption ratio
of such buildings ranges between 30 and 35%. Hence, nearly zero or very low energy consumption
should be studied in regard to energy transactions with the electricity networks [5]. Considering the
energy consumption and production (where applicable) profiles of residential buildings, it is generally
accepted that demand side management techniques and energy storage systems installation seem to
be the most suitable smart-grid services in such applications. As far as demand side management is
concerned, demand and response techniques could provide flexibility on electrical system operation
either by reducing residential consumers’ electricity consumption during electrical load peak periods,
or by motivating buildings owners to modify their electrical consumption profile according to RES
availability [6–9]. Demand side management may be more efficient when implemented at the level
of final consumers’ aggregators, which have direct control on air conditioning, heat pump units
and water heaters during periods of peak demand or peak RES production. Building owners which
provide demand side management services could be remunerated either for their demand and response
availability (following contracted time-based rates and critical peak rebates) or for the procurement of
the service (following variable peak pricing or real-time pricing and time-of-use pricing).

Additionally, it is worth mentioning that unlike detached houses where the installation of small
RES systems (mainly PVs) is usually simple, in the case of apartment buildings the installation of many
small and independent PV systems is less efficient and calls for a much more complicated design.
Today, however, the implementation of nZEB concept in apartment buildings is facilitated by the
scheme of energy communities [10,11]. The aggregated use of RES from a group of self-producers who
are located in the same building or multi-apartment block allows the production of clean energy at the
level of a whole building and not an individual property.

nZEBs consist of low thermal transmittance building materials with high energy standards and
technical specifications, in order to increase the insulation levels of building envelope (walls, roof, floor
and windows), achieving so significant reduction on thermal losses. Furthermore, highly efficient
electromechanical installations for heating and cooling are employed in conjunction with bioclimatic
architecture rules and passive solar design techniques for natural cooling and ventilation. Energy
consumption defines the energy classification of each building to specific grades (i.e., A, B, C, D, E,
F or G). For the development and widespread of nZEB concept, EU Commission has published the
Directive 2010/31/EU which regards the residential and tertiary sectors (offices, public buildings etc.).
As for the targets determined for new buildings, this Directive imposes all new buildings to become
nZEBs by 31 December 2020, whereas the deadline for new buildings occupied and owned by public
authorities was 31 December 2018. Additionally, the European Directive states that the upgrade of
buildings energy performances should be pursued to the extent that this is technically, economically
and functionally feasible.

The main issues raised by nZEB concept are the achievement of nearly zero energy transactions
with the public grid on annual basis (and the certification of this condition), the type of energy
used, the accepted renewable energy supply options and requirements in terms of energy efficiency,
the indoor/outdoor climate conditions and the connection with the electricity grid [12]. State-of-the-art
strategies for nZEB technologies are synopsized in three main categories: passive energy-saving
technologies, energy-efficient building service systems and RES integration technologies. The
implementation of these interventions is reviewed in [13]. Renovating constructions are a part
of the building conversion into a nZEB, especially in old buildings, in order to attain high energy
efficiency. In [14] it is demonstrated that deep energy renovation of existing buildings (especially if it is
combined with the overall energy improvement of the building which also involves non-energy related
aspects) is one of the major opportunities to reduce energy consumption and to improve internal
comfort conditions for the residents. In a case study referred in Mediterranean climate conditions
it is mentioned that nZEB mainly depends on a synthesis of existing technologies and know-how
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of consolidated or traditional building principles [15]. Reference [16] provides a brief overview of
existing nZEBs in Mediterranean countries, by noting the main characteristics for microclimatic design
and energy conversion from RES systems. The main part of [16] focuses on an existing single-family
nZEB, which is equipped with various energy conversion systems from RES, such as solar thermal
collectors, PVs and GHEs, aerothermal and multi-split systems as well. EESUs and thermal storage for
DHW tank were also considered.

Many scientific papers perform the energy consumption analysis of the building sector. In [17]
the energy consumption, the technical and the environmental characteristics of residential buildings
in Mediterranean are presented, as well as their potential for energy saving, based on their actual
energy consumption profiles. The technical characteristics of residential buildings related to their
energy performance (thermal insulation, envelope specifications, heating and cooling energy system,
etc.), the actual energy use and the environmental factors related to energy consumption, are also
described. The authors of [18] have proposed a new methodology called BEA, in order to examine
the energy classification of buildings; various aspects of BEA such as, heating/cooling and electrical
load demand, energy consumption and CO2 emissions were analyzed. In [19] the energy savings of
multi-family residential building thermal systems, such as hybrid biomass-solar ones, is examined. The
required measurements conducted taking into consideration parameters such as energy consumption
and CO2 emissions reduction. In view of developing energy-efficient structures, references [20,21]
provide an overview of building design criteria that can reduce the thermal and cooling load demand
of residential buildings. These criteria are based on buildings orientation, shape, envelope system,
passive heating and cooling mechanisms, shading and glazing. These papers investigate the optimal
sustainable and energy-efficient building design options. Energy efficiency measures and installation
of RES technologies for buildings designed to become nZEBs are investigated in [22], with the use of
quasi-dynamic simulation tools and models. In [23] the principles of integrated designed procedure and
smart building technologies (along with energy efficiency methodologies and innovative techniques)
are presented, highlighting that the integration of smart technologies requires a holistic approach that
takes into account all aspects of sustainability from the early design phases of the building, in order to
take full advantage of the benefits of the process and the opportunities that smart grids offer.

As for the installed RES technologies on buildings, there are many studies that propose various
combinations of RES systems considering the nZEB concept. Some of them focus on the implementation
of PVs and solar-thermal collectors as combined heat and power systems, in order to cover both electrical
and thermal load demand [24,25]. In [26], a comparison among the installation of building-integrated
PV/T air collectors and side-by-side PV modules and solar thermal collectors is presented, whilst in [27]
a BIPV/T has been used as the roof top of a building in order to increase the electrical energy per unit
area figure and to meet thermal demands. Additionally, BIPV systems are noted as an interesting
approach for newly built and refurbished residences, because they operate as multifunctional building
construction materials (they produce energy and serve as part of buildings envelope) [28–32]. BIPVs
are usually used as glazing and windows for transparent openings; moreover, they can be used instead
of ceramic tiles on the roofs of buildings. Furthermore, BAPV in the form of façade components can
be used as curtain walls, or as shadings and balcony barriers. Both types of building PV products
do not require the existence of free building surfaces or free land space for installation, compared to
usual residential PV plants. In addition, from an architectural perspective, the ability to add color
to PV cells (with the addition of suitable coatings) as well as to PV modules frames, reduces any
optic nuisance, allowing the aesthetic integration of PV technology into the shell of buildings [29–34].
Additionally, lightweight fibre reinforced composite BIPV and BAPV modules are able to be curved
(maintaining high mechanical strength) and thus various surface finishes are possible [28].

In [35] the optimal integration of a CHP to provide district-level cooling, heating, and electrical
energy to a residential area and the potential for combination of the CHP with PV system has been
investigated. In this context, authors in [36] presented an innovative technological concept for energy
supply (electrical and thermal energy) consisting of CHP and WPP. This proposed combination is
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able to manage the energy demand in a small-scale area, like buildings. Finally, a combination of a
solar thermal and a cogeneration system for district heating with seasonal energy storage installed on
building-level is represented in [37].

In [38] a Swedish case study presents an analysis on how EAHPs and GSHPs in combination
with PV-systems affect the specific energy demand of buildings, considering the nZEB concept. In
more details, this energy production combination (enhanced with heat recovery ventilation) leads to
decreased specific energy demand. A hybrid system installation in Bahrain that consists of PVs, a wind
turbine and hydrogen fuel cells is analyzed in [39]. These building integrated RES are proved to be
efficient as well as of a significant environmental impact.

Considering that nZEBs usually operate under the net metering scheme, their design principles are
associated with the on-site production from RES and the self-consumption of locally generated clean
electricity. Self-consumption can be enhanced by installing ESUs-sized for the amounts of produced
energy. In [40] a PV system with two types of energy storage is analyzed, i.e., lead acid batteries
and water heat tank storage, where a part of the electricity produced by the PVs is stored as heat.
Comparing these two types of energy storage, the water heat tank is competitive to the ESS when
it comes to the level of self-consumption. On the other hand, lead-acid battery life is too short in
compared to battery investment cost, and therefore not considered to be profitable. Thus, more suitable
battery technologies should be incorporated in the nZEB concept, such as Li-ion batteries which is
the case in the present work. Another proposed energy system is presented in [41], using hybrid ESS
including both batteries and electric water heaters in residential nZEBs, in order to store the PV energy
production. The outcomes of this work highlight that the proposed hybrid PV ESS can mitigate the
issue of high load variation that is raised at the utility side by the communities with high PV penetration
levels. A thorough economic analysis for a residential building with the integration of PVs and battery
ESSs is presented in [42]. This work considers various tariff structures of the electrical market, as well
as various energy savings and CO2 emissions reduction scenarios. The reduction of CO2 emissions per
kWh produced from GSHP systems is investigated in [43,44]. Moreover, Lo Russo et al. [45] consider a
very low-enthalpy geothermal plant, using GWHPs, in order to evaluate the sustainability and the
benefits of the concept under-study by means of greenhouse gasses reduction. Additionally, in [46]
a survey on various cases regarding the sustainable design of buildings is presented, whereas the
reduction of CO2 levels in national and global scale is discussed.

As for the installation of geothermal energy systems on buildings, there are many case studies
that focus on the separate exploitation of this type of RES technology. References [47–49] present a
comprehensive review on the geothermal energy exploitation in buildings, taking into consideration
various restrictions that play a vital role in designing small- or large-scale systems, such as the
length and diameter of the GHE tube, the space between the GHEs and their technical specifications.
In addition, Niemelä et al. [50] present a method for efficient heating of DHW by using a GHP; the
water is heated from the inlet temperature of cold water to the target DHW. This system balances the
thermal/cooling load demands of multi-family apartment buildings. Moreover, a case study of a GHE,
designed for extraction or injection of thermal energy from/into ground, has shown that the double
U-tube boreholes are superior to the ones of the single U-tube with reduced borehole resistance [51].

In [52] an optimization model for a PV/ST and a GSHP system for office building is presented.
This model focuses on the optimal sizing of the PV/ST and the geothermal system, under the restriction
of limited available area and practical heating and cooling loads, without considering the sizing
of ESUs. Referring to the thermal load of nZEBs, the work in [53] compares two types of thermal
storage for a GHP system, i.e., exhaust air- and solar-thermal storage; the analysis has highlighted
the outperformance of the exhaust air-thermal storage option. In addition, a smart renewable energy
system is introduced in [54], consisting of solar PVs, an ASHP and an ESU, in order to prove the
significant decrease of the energy consumption for buildings and the accompanied reduction on
greenhouse emissions. A comparison between the proposed system and the traditional energy supply
system (electricity grid and natural gas) is also represented in this paper, where the surplus energy
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can be either delivered to the electricity grid or to the ESU. The performance of hybrid solar thermal
and geothermal energy systems is discussed in [55–61]. In these studies, energy is supplied to the
geothermal flow from wells in order to boost the power output. Next, Rad et al. [62] discuss the viability
of hybrid GSHP systems combining with solar thermal collectors as the supplemental component in
heating dominated buildings. This examination has shown that the installation of solar TES in the
ground can considerably reduce the GHE length. As for the TESs design, a case study describes the
installation of GSHPs fed by BHEs; in this framework, the installation of UTES for high temperature heat
storage has been proven to be successful [63]. In this direction, it analyzes the operating performance
of a PV/GHP system on a residential building that maximizes the self-consumption of the energy
production [64]. The experimental analysis is based on real time data, regarding both the operation of
the two systems and the interaction with the electricity grid. Finally, the case study in [65] presents a
combined CCHP, i.e., a PV and a GSHP integrated system, which is designed for a large office.

As for the energy storage in smart grids, it emphasizes on the importance of the energy storage
for the effective management of energy demand and supply, by analyzing the various types of ESUs
(electrical, electrochemical, thermal, and mechanical ones) [66]. Also, in [67] the new types of energy
storage being integrated into the grid are addressed. In this context, the design of smart grids will take
advantage of the available storage capacity in dealing with more dynamic loads and sources.

Following the review on relevant scientific literature, we conclude that there are various
combinations of RES systems in order to cover electrical and thermal (heating and cooling) load
demands of nZEBs. As for ESUs, the existing installations incorporate either thermal or electrochemical
storage units. Also, in many studies, the exploitation of the electricity grid for net metering application
is presented. In conclusion, the outcomes of all these works regard the case of individual buildings,
whereas there is a gap in the literature for the case of multi-family buildings or apartment blocks.
Additionally, the main scope of the introduced RES and ESUs has been the decrease of CO2 emissions
and the increase of self-consumption ratio of the locally installed RES, at individual building/owner level.
Therefore, the benefits of local installed RES and ESU units are limited from electricity grid perspective,
because it is not manageable to handle numerous small systems at low voltage distribution level. In
this context, it is worth noting that demand-response services are easier to be applied to aggregated
low voltage prosumers (by using price signals to rearrange their consumption, production or storage
services), than negotiating with numerus individual owners of small RES and ESU units at “stand–alone”
buildings. In this way, demand-response can be a more credible and cost-effective solution for shifting
energy demand (e.g., by reducing peak consumption) and avoiding high load fluctuations at grid side.
Additionally, considering that more than half of buildings energy consumption corresponds to the
heating and cooling needs (in order to achieve acceptable internal comfort conditions), it is concluded
that a great share of demand-response lies in thermal appliances.

As for the LCCA of those installations, there are many case studies in the specific literature.
Among them, in [68] the basic methodology of LCCA is presented, emphasizing on the analysis of the
present value of system components, in order to calculate the total cost of ownership over its life time,
including the costs to purchase, install, operate and maintain. In [69] a life cycle analysis of various
renovation scenarios for multi-family buildings in Portugal is presented, by focusing on the goals of
the nZEB and ZEB design process and on the contribution of solar systems, such as solar thermal
collectors and PVs. According to [70], the LCCA is proposed for a PV and battery energy system in a
residential building in India, by using analytical expressions for the payback period calculation. Also,
Marszal andHeiselberg [71] use the LCCA method and considers a multi-family nZEB to indicate that
in order to build a cost-effective nZEB, the energy use should be reduced to a small amount which
should be covered by renewable energy generation. The work in [72] presents a comparison of the
LCC of five alternative heating systems, namely GDHS, natural gas-fired boilers, pellet-fired boilers,
GCHP and coal-fired boiler technologies, in four climate zones in Turkey. In addition, life cycle cost
calculations for geothermal energy systems are presented in [73,74]. In case of battery ESSs, the LCCA
method is used in [75–78].
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The present paper focuses on the implementation of a collective self-consumption nZEB concept
for multi-family building of B-energy class certification (which is imposed by the relevant legislation),
that uses RES and ESUs [10]; the area of interest in this work is the Mediterranean, due to its excellent
RES potential, its mild temperature conditions, and the relatively poor energy performance of its
building sector (characterized by old buildings of high thermal losses and limited use of state of the art
HVAC systems) [2–4]. The term collective self-consumption is used to describe a group of jointly acting
renewables self-consumers who are located in the same building or multi-apartment block [10,11]. The
joint use of RES technologies in conjunction with the installation of electrochemical and thermal ESUs,
strengthens the scheme of energy communities; in terms of electricity grid operation, the installed
energy storage not only increases the self-consumption ratio of the on-site installed RES (increasing the
economic benefits of the users of the buildings) but it also relaxes load flow congestion and manages the
evening peaks of electricity demand. These aspects are crucial for the secure operation of the electrical
grids and will become more intensely as the electricity generation shifts from the centralized generation
model to the distributed intermittent RES generation concept [5]. In this context, the adopted net
metering schemes around Europe permit the residents of a multi-family building to establish an energy
community and install a common PV system in order to serve their total annual electricity needs. The
supplier offsets the energy bill by virtually sharing the production of the PV plant according to the
rates given by the jointly acting renewables self-consumers. The design principles of this concept and
its application are described in the following sections.

Last but not least, the estimation of the life cycle cost of the investment by using the LCCA method
(for the proposed collective self-consumption nZEB scheme) is also performed, in order to evaluate its
sustainability and describe the necessary incentives for its successful application.

2. Materials and Methods

2.1. Description of Collective Self-Consumption nZEB under Study

For the purposes of this study, a hypothetical multi-family building in the city of Athens (B climate
zone area according to the National Regulation [79], which is characterized by mild temperatures
during winter and dry weather conditions during summer period), with three floors and two dwellings
per floor, is considered as the case study building. This type of building stock is common in many small
and medium-sized cities in European Mediterranean countries. The Commission Recommendation
2016/1318/EU (as regards the application of the nZEB definition in practice) benchmarks for the energy
performance of nZEBs the bespoken targets; those targets are mandatory for the new buildings in
EU. Indicatively, for new households in Mediterranean area, the annual primary energy consumption
ranges between 0–15 kWhprimary/m2, according to [80]. However, for the purpose of this work, each
dwelling is classified in B energy class (supposing that all necessary renovation measures have been
already applied). In this regard, it is worth noting that at national level in Greece 65% of dwellings
are classified in energy classes E–H, 32% in C–D and only 3% in A–B. Additionally, the national plan
for Greece requires the energy improvement of refurbished buildings to B-class before their nZEB
transformation. Therefore, in order to convert them into nZEBs, it is necessary first to reduce their
energy demand by using energy efficient materials (such as low emission glazing for transparent
openings and thermal envelope materials with appropriate U-Value for the insulation of roof, floor,
thermal bridges and external walls) and upgrading the electromechanical equipment to the minimum
energy efficiency standards, and afterwards to utilize RES to meet the extremely low energy demand.
Although the upgrade of buildings thermal insulation is a key issue on their energy performance,
as it has been thoroughly discussed in the scientific literature [81,82], the present work focuses on the
effective energy supply of nZEBs (employing GHPs and PVs) and the optimal integration of EESUs.
Any further discussion regarding renovation measures for enhancing the thermal insulation level of
buildings envelope is out of the scope of this paper.
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Last but not least, according to the Hellenic Statistic Authority [83], the average annual primary
energy consumption in Greek households that belong to B energy class is roughly 98 kWhprimary/m2 [78].
Thus, this primary energy consumption value was selected for, in order to formulate the energy
consumption profiles of the building under study. The term “Primary Energy” refers to the energy
production from RES and non-RES which has not undergone any conversion or transformation process
and it is calculated by using the primary energy factors shown in Table 1 [3,4].

Table 1. Primary energy factors.

Energy Source Primary Energy Factor Emissions kg CO2/kWh

Natural Gas 1.05 0.196
Heating Diesel 1.1 0.264
Electric Energy 2.9 0.989

LPG 1.05 0.238
Biomass 1 -

District heating by thermal stations 0.7 0.347
District heating by RES 0.5 -

As it will be further analyzed below, the present study focuses on the implementation of a collective
self-consumption nZEB concept by exploiting PVs and geothermal energy systems on a multi-family
residential building. The featured nZEB concept is based on the high energy productivity of PV systems
in Mediterranean countries [84]. Additionally, a central geothermal energy system has been selected to
serve both heating and cooling needs of the multi-family residential building, due to the technological
maturity of these systems as well as their high efficiency [85]. In this case study, the calculation
of the energy consumption of the rest appliances is also taken into consideration, i.e., the electrical
consumption of the building before the installation of GHPs. As for the rest electrical appliances, it is
mentioned that they account for approximately 20–25% of the annual energy consumption [86]. For
this reason, this energy consumption component should not be disregarded from the rest analysis.
The total area of each dwelling is considered to be 150 m2. Having in mind that the ceiling height is
roughly 3.2 m, the total heated and cooled volume of the building is equal to 2880 m3. Moreover, the
building is south-east oriented, and it is located in an urban area.

As an alternative solution, solar thermal panels could be installed instead of the geothermal energy
system. Although solar thermal panels could reduce the required size of GHPs, for the sake of simplicity
this scenario is not examined. Hence, in this paper a case study of a shallow geothermal energy system
has been selected. It consists of GHEs in vertical layout, in order to occupy as less installation space
as possible. The underground thermal energy is supplied to the building by using highly efficient
GSHPs. Moreover, ESUs (electrical and thermal) are used to enhance nZEB performance. The schematic
diagram of the proposed flexible nZEB system is presented in Figure 1. Additionally, the same figure
illustrates the electrical energy transactions between the building under-study, the locally installed PV
system and the electrical distribution network (along with the energy transactions with the EESU),
as well as the thermal transactions between the building and the geothermal energy system.

The proposed combination of RES technologies comes up with certain restrictions for the necessary
energy storage capacity (electrical and thermal), in order to avoid oversized systems and high initial
investment costs that affect the pay-back period. The design aspects regarding the reduction of energy
transactions with the electricity grid and the associated electrical/thermal energy storage capacity
are discussed. Also, the optimal sizing of the ESUs manages to control demand-response and peak
shavings. In order to achieve that, this study presents the calculations of the electrical PV production
and consumption of the building for a 10-years period. This time period analysis is used for the
following reasons: Firstly, the aim of this paper is the long-term design of the building energy system,
taking into consideration the average life cycle of the ESU unit. Also, this time period analysis is quite
enough for the reliable definition of the load demand and the excess energy or the energy losses on a
monthly and on a yearly basis. Although (according to the nZEB concept) the energy transactions at
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the end of each year must be low, this is not a representative period of analysis, due to the weather
conditions and especially the solar irradiation variations. Thus, the 10-years period enables the
consideration of those variations on climatic conditions; apparently, by the end of the 10-years period
the energy transactions must be low enough in order to meet the nZEB concept requirements. As for
the economic parameters, the 10-year time frame is a usual pay-back period time for such investments.
As regards the EESUs, their costs are a major part of this investment; hence their sizing should be
carefully designed in order to come up with an acceptable payback period. In this study, the EESU is
sized by means of an optimization process that takes into account the energy transactions among the
nZEB and the electricity grid.
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low thermal 
transmittance 

building materials

DC

DC AC

Local Distribution 
Network

Condeser

Expansion 
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Evaporator
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Bidirectional 
Converter

Figure 1. Schematic diagram of the proposed nZEB concept.

In next sections, the sizing of the collective self-consumption nZEB concept will be analyzed in
detail. First, the energy consumption of the building is calculated on a yearly and a monthly basis.
This is the fundamental step for the design of the PV unit and the geothermal system, as well as for the
estimation of the energy transactions with the electricity grid. According to the previous section, the
sizing of the ESUs should aim at minimizing those energy transactions. Finally, calculations on the
LCCA of the proposed energy system, with and without using EESUs, are presented in Section 3.

In order to make the proposed case study more comprehensive, the flow diagram in Figure 2
describes the steps, the methods used and the aim of each step.
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Figure 2. Flow diagram of the methodology and steps of this paper.

2.2. Definition of the Energy Consumption Profiles

As referred in the previous section, the average annual primary energy consumption in Greek
households that are classified at B energy class is roughly 98 kWhprimary/m2 [79,83]. In more details,
the average annual thermal consumption, in terms of heating, of the aforementioned Greek households
is 5244 kWhth,h and the average annual electrical consumption is 2400 kWhe. In order to achieve
the appropriate comfort indoor conditions during summer period, it is assumed that the need for
cooling energy in each household is 2000 kWhth,c, which is covered by GHPs. Hence, the distribution
of heating and cooling load demands can be calculated on a monthly basis, during winter and summer
period, as it is shown in Figure 2.

According to Table 1, those amounts of energy consumption are equal to 5506 kWhth,h-primary,
6960 kWhe,primary and 2100 kWhth,c-,primary, which leads to 14,566 kWhprimary in total. This amount
of energy consumption (calculated for the proposed building) is in line with the previously noted
average total primary energy consumption per dwelling for the B energy class. Additionally, these
energy needs must be covered by the utilization of GHPs and PVs in order to transform the building
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into a nZEB one. Next, the three types of energy load demand (heating, cooling and pure electric) of
the building under study will be allocated on a monthly basis.

2.2.1. Thermal Energy Consumption (for Heating) Calculation

The definition of the thermal-heating load demand of the multi-family building is based on the
average annual thermal consumption (for heating needs) that each dwelling has. Thus, according to
the previous subsection, the total thermal energy load of the building is 31,464 kWhth,h. This will be
covered by the geothermal energy system; its annual operating hours (in order to cover the thermal
energy demand for heating) regard the winter period and in general the cold days of the year. Those
are estimated to 1700 h per year. This can be assumed by taking into consideration the mild weather
conditions in Mediterranean climates during spring and autumn periods. Upon this parameter, the
average annual heating load is 18.5 kWth,h.

2.2.2. Thermal Energy Consumption (for Cooling) Calculation

As for the cooling load demand, this is similarly calculated to the heating one. Starting from the
cooling load of each dwelling, the total need for cooling energy is 12,000 kWhth,c. This amount of
energy demand refers to the summer period and it is covered by using the same GHP (it performs both
heating and cooling operation). The number of cooling operating hours is estimated to 990 h per year.
So, the average annual cooling load is 12.13 kWth,c.

2.2.3. Electrical Energy Consumption Calculation

The total electrical energy load is the sum of the pure electrical energy consumption of building
electrical appliances and the electrical energy that heat pumps absorb during their operation, as it
will be shown in the following sections. The second component of the electrical energy consumption
can be calculated indirectly through the aforementioned heating and cooling loads and the efficiency
of the heat pumps for those operational modes (heating and cooling). The average annual pure
electrical energy consumption of the multi-family residential building is 14,400 kWhe. Assuming a
24-h operation, the average annual electrical load of the building is 1.64 kWe. Note that the total
electrical energy consumption should be covered by the PV system. Having in mind the contracted
electrical power capacity per dwelling, each dwelling may consume up to a maximum of 12 kWe.
Thus, according to the standardization of the Hellenic Electricity Distribution Network Operator S.A.
(HEDNO S.A.), the contracted power capacity of the building is 85 kVA.

2.3. Geothermal Energy System Design

The shallow geothermal energy system is installed in the uncovered ground area of the land
that the building is situated. According to Figure 1, the geothermal system is installed in a vertical
layout and it consists of a GHP, the necessary GHEs, an insulated TES, a separate heat pump that
charges/discharges the TES unit (HPSU) and the distribution network that transfers heat in the building.

GHPs perform heating and cooling operation and they must be able to cover the maximum
thermal and cooling load demands. For the case under study, the total operating hours for the GHP
are 2690 h per year in order to serve the average annual thermal (heating and cooling) energy demand.
A significant parameter in the selection of the GHP is the COP, which is the ratio between the useful
thermal energy and the absorbed electrical energy during its operation [87]. COP factor differs for
heating and cooling operation. During cooling operation this factor is referred as EER, though it has
the same meaning with COP factor. Hence, depending on the total operating hours, the COP and the
EER factors determine the necessary electrical energy consumption of the heat pump. The technical
data of the GHP and HPSU heat pumps, for the specific building, are shown in Table 2. It is noted that
those are actual data from commercial heat pumps.
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Table 2. Geothermal energy system technical data.

GHP Technical Data HPSU Technical Data

Heating capacity (kWth,h) 22.26 71.8
Cooling capacity (kWth,c) 24.9 50.5

COP 3.13 5.04
EER 4.4 3.46

Another important issue is the sizing of the TES unit, as it has to cover thermal energy demands
deviations from the average annual value. The sizing of the TES is based on the estimation of the
number of continuous hours per year that heating or cooling load demand is at its maximum value.
Hence, considering a maximum of 12 h continuous maximum thermal load demand, a commercial
TES unit of 40 m3 volume has been selected (assuming a conservative capacity factor of 15 kWh/m3 in
case of water-tanks). This proposed heat volume is appropriate for underground installation, without
calling for a lot of excavation work. Thus, GHP supplies the TES unit with thermal energy during low
thermal load conditions, whereas the reverse thermal energy flow takes place during high thermal
load conditions.

As a result, the electrical energy consumption of the building is higher due to heat pumps
operation, comparing to the electrical energy consumption without using heat pumps (pure electrical
energy), as shown in Figure 3. More specifically, taking into consideration the technical characteristics
in Table 2, the total annual electrical energy that both pumps consume is calculated to be 18,668 kWhe.
Thus, the total annual electrical energy consumption becomes 33,068 kWhe. The allocation of building
energy consumption on a monthly basis (due to heat pumps operation) is illustrated in Figure 3 for
a typical year. In more detail, this figure depicts the allocation of the thermal energy consumption
of the building broken down by operation mode (cooling-kWhth,c and heating-kWhth,h), as well as
the monthly total (including the electrical consumption of the heat pumps), kWhe,total, and the initial
(prior to nZEB transformation) electrical consumption of the building, kWhe.
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Figure 3. Allocation of the monthly energy consumption of the building for a typical year.

2.4. PV System Design

The sizing of the PV system is based on the total electrical energy consumption of the building,
i.e., the electrical energy consumption of 33,068 kWhe according to Section 2.4. Considering the
orientation of the building, the available meteorological data of the site, as well as the spatial planning
restrictions, the proposed PV system nominal power is 21 kWp, and it is composed by three strings of
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24 mainstream PV modules in series (considering PV panels of 295 Wp). The PV panels are installed
on the rooftop of the building in tilt angle close to the latitude optimum inclination of 30◦ facing south.

It is noted that the relative production index for free standing-PV systems composed by crystalline
silicon modules (placed in optimum tilt angle facing south) in the area of Athens, is roughly
1575 kWhe/kWp. Additionally, the average monthly value of the capacity utilization index for
PV systems in Greece is 17.73%, whereas the minimum and maximum recorded monthly values
are 9.1% and 24.1% respectively. The minimum and maximum capacity utilization index values are
recorded every year in July or August and in December or January respectively, highlighting the
seasonal variation of PV electricity generation [85]. It is worth mentioning that the capacity utilization
index is defined as the ratio of the final AC energy output (kWh) of a PV system over a specific period,
to the AC rating (kW) of the plant, for the same time period, under STC.

The allocation of the monthly energy consumption presented in Figure 3 is the average energy
consumption per month for a 10-years period (according to available climate data for the area of Athens).
Indicatively, Figure 4 shows the monthly variation of solar irradiation, compared to the 10 years
corresponding average value [88]. Similarly, Figure 5 shows the monthly variation of temperature;
those data corroborate the proposed 10-years period of analysis, in order to take into account any
climatic conditions deviations [88].

In order to calculate the PV energy production evolution over the period of analysis, the same
climate data for the area of Athens are considered. In Figure 6, the 10-years period average energy
production of the PV system per month in contrast to the monthly energy consumption of the building
is presented.
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Figure 4. Monthly variation of solar irradiation for 10-years period (actual data for Athens area) [88].

As it is referred in Section 2.3, the electrical energy consumption of the building is higher due to
the heat pumps operation. This is confirmed by Figure 6, comparing the electrical load of the building
(referring strictly to building electrical appliances—pure electric energy) with the total electrical energy
consumption during the heating/cooling operation of the heat pumps. Also, Figure 6 denotes the
deviations between PV generation and load electrical demand on a monthly basis; during high electrical
energy consumption intervals, the excessive energy needed is supplied by the electricity grid. The
reverse electrical energy flow takes place during low load intervals, where the excessive PV energy
production is supplied to the grid or to the EESU (as it is analyzed in Section 2.5), in order to balance
the energy transactions between the building system and the electricity grid. In this context, it is noted
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that under the net-metering scheme the prosumers are allowed to inject the excessive amount of the
produced PV electricity into the grid and use it at a later time to offset their consumption (when their
renewable generation is absent or not sufficient).
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Figure 5. Monthly variation of temperature for 10-years period (actual data for Athens area) [88].
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Figure 6. Total electrical energy consumption and average monthly PV production.

In any case, according to the above-mentioned data, by the end of the 10-years period the total
electric energy supply by the grid is estimated to be 924 kWhe, considering there is not any EESU
installed. This amount of energy accounts for the 0.279% of the energy consumption of the building
in the 10-years period. Having that in mind, the proposed residential building is characterized as a
nZEB, indeed.
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2.5. Sizing of the Electrical Energy Storage Unit

In the previous section, the amount of energy transactions considering the collective
self-consumption nZEB concept without using EESUs was defined. In this section, the use of EESUs is
presented, in order to reduce the energy transactions between the building and the electricity grid.

The EESU sizing is based on the energy fluctuations limitation (among the nZEB and the grid)
per month. In this context, Figure 7 shows the energy exchanges per month (10-years window) for
the EESU, as well as the energy transactions reduction (and the corresponding storage capacity). The
maximum permitted monthly fluctuation in the EESU, ΔEstorage,month, is set in the following scenarios,
i.e., ± 100, ± 250, ± 400, ± 500, ± 750, ± 1000 and ± 2000 kWhe.
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Figure 7. Cont.
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Figure 7. Monthly energy fluctuations in the EESU and energy transactions with the electricity grid for
each scenario of EESU maximum permitted storage energy fluctuations. Maximum Permitted EESU
Energy Fluctuations Per Month (kWhe/month: (a) 0, (b) ±100, (c) ±250, (d) ±400, (e) ±500, (f) ±750,
(g) ±1000, (h) ±2000.

The amount of energy that can be stored in the EESU depends on its acceptable maximum (SOCmax)
and minimum (SOCmin) state of charge values. In this paper, it is assumed that SOCmin is 10% of the
peak-to-peak stored energy fluctuation (ΔEpeak-to-peak). Thus, the required storage capacity, Cstorage, can
be expressed as:

Cstorage = SOCmin + ΔEpeak-to-peak (1)

During the EESU charging mode, the electrical energy is considered positive and vice versa.
Table 3 shows the required storage capacity of each scenario, according to Equation (1) and the energy
flows shown in Figure 7.

Table 3. Calculated electrical storage capacity for each scenario.

Cstorage (kWh) Maximum Permitted EESU Energy Fluctuations Per Month (kWhe/Month)

1040 ±100
2264 ±250
3377 ±400
4342 ±500
5988 ±750
7400 ±1000

13,080 ±2000

The importance of sizing EESUs for the proposed collective self-consumption nZEB concept is
related to the energy transactions with the electricity grid. This interrelation is presented in Figure 7;
the more storage capacity is used (black line), the less energy transactions appear (red line). Of course,
in case that not any EESU is used, the energy transactions with the grid are equal to the balance
between the PV energy production and the energy consumption of the building. On the other hand,
in case of 2000 kWhe per month permitted storage energy fluctuations, the energy transactions between
the nZEB and the grid are mitigated. However, according to Table 3, this calls for unrealistic EESU
capacities for building applications. Another deterrent for such an EESU scenario is its high cost and
the danger for the residents and the building itself in case of damage. The economic analysis of the
proposed system with and without an EESU is presented in the following sections.

Although all nZEBs do not present the same profile and size of power transactions with the
electricity grid, their PV production is maximized at the same time interval (i.e., during midday).
Having in mind the energy flows showed in Figure 7 (with and without EESUs) and considering a
high penetration level of residential PV systems, it is concluded that various hazardous operating
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conditions (such as voltage rise, fault tripping and poor coordination of grid protection devices) could
be emerged for the electricity grid [89]. Bearing in mind the above issues, the importance of EESU
installation in nZEBs is highlighted—as a measure to secure electric grid operation.

2.6. Optimal EESU Sizing

In this section, an optimization sizing methodology for the EESU is proposed.
The optimal selection of the required storage capacity is based on the analysis presented in

Section 2.5. In this context, the optimal storage capacity can be calculated using the following
cost function:

e(K) =

∣∣∣∣∣∣Cstorage −Cstorage,re f

Cstorage,re f

∣∣∣∣∣∣+
∣∣∣∣∣∣ΔEgrid,month − ΔEgrid,month,re f

ΔEgrid,month,re f

∣∣∣∣∣∣ (2)

where Cstorage corresponds to the storage capacity of the EESU in kWhe, derived by Equation (1),
ΔEgrid,month is the absolute value of the maximum energy transaction between the building and the
electricity grid during the 10-years period, in kWhe. Cstorage,ref and ΔEgrid,month,ref, are the reference
values (weighting factors).

Also, the normalized variable K is defined by Equation (3):

K =
ΔEstorage,month

ΔEstorage,month,re f
(3)

where ΔEstorage,month represents the maximum energy amount that can be stored in the EESU or it can
be supplied to the building by the EESU, in kWhe. In Equation (3), ΔEstorage,month,ref is arbitrary selected
to be 250 kWhe, and so variable K becomes an integer number which ranges between 0 and 8 (in regard
to the scenarios discussed in Section 2.5).

In order to find the optimal storage capacity, the cost function must be minimized; according to
the procedure described above, this means that the optimal EESU capacity is based on the energy
transactions between the building and the electricity grid. Thus, in Table 4, the results of the optimization
process regarding the EESU sizing is presented. Also, the reduction of the energy transactions for the
optimum capacity of the EESU normalized in terms of building energy consumption (considering the
nZEB concept), is illustrated in Figure 8.

Table 4. Optimization of electrical energy storage unit.

Cstorage (kWh) ΔEgrid,month (kWh)
Reduction of Energy

Transactions (%)

Optimum Storage Capacity
Normalized in Terms of Building

Energy Consumption (%)

0 2389 0 0
1040 2289 4.19 0.31
2264 2184 8.58 0.68
3377 1989 16.75 1.02
4342 1889 20.93 1.31
5988 1639 31.40 1.81
7400 1389 41.86 2.23

13,080 389 83.73 3.95

As shown in Figure 8, this study comes up to the conclusion that energy transactions between
the building and the electricity grid reduce to a significant extent as the storage capacity increases
(peak shavings). Moreover, it is estimated that the optimum EESU capacity is only a small ratio of the
total energy consumption of the building during this 10-years period of analysis. The area below the red
line shows that values from 0% to 0.68% refer to the practical application area, as higher energy storage
values are not applicable at building level. Apparently, the increase of the EESU capacity enhances the
independence from the electricity grid; however, as it will be discussed next, the investment cost is
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about to be extremely high. Last but not least, the results in Figure 8 highlight the effectiveness of the
proposed collective self-consumption nZEB concept for multi-family buildings, as considerable EESU
capacities can be exploited, reducing notably the energy transactions with the distribution grid.

Practical Application Area

Figure 8. Interrelation between the energy transactions reduction and the optimum storage capacity.

3. Techno-Economic Analysis and Discussions

3.1. The LCCA Method

After the technical analysis of the energy system, in this section the cost-effectiveness of the
proposed collective self-consumption nZEB is analyzed and discussed. As already noted, another
important issue of this work is to calculate the total cost of the proposed investment, in order to
estimate the payback period. The cost-effectiveness of the investment is the result of the LCCA method,
by using the mathematical calculation procedure that will be fully analyzed in next sections. For the
sake of calculations, LCCA is conducted for 25 years instead of 10 years. The option of the 25 years
period analysis is related to the life cycle of the PV system.

In order to calculate the total life cycle cost of the abovementioned RES and EESU technologies
combination, some economic and time parameters will be used, as presented in Table 5.

Table 5. Economic and time parameters for the calculation method of LCCA.

Economic Parameters

Discount rate, d 0.25%, 0% (*)

Inflation rate, g 0.30%

Borrowing rate, i 0%

Down payment, D
Escalation of energy costs, e

0%
0.50%

Time Parameters

Period of analysis, N 25 years

Borrowing period, NΔ 10 years, 0 years (*)

(*) Values that correspond to the LCCA of the initial building
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The LCCA method calculates the total life cycle cost of the system, considering any future costs
that are reduced to their present value (PV). In general, the reduction to present value of any investment,
considering its increase due to the parameter of the inflation rate, is calculated as:

PV = X × 1
d− g

×
⎡⎢⎢⎢⎢⎣1−

(
1 + g
1 + d

)N⎤⎥⎥⎥⎥⎦ = X × PVF(d, g, N) (4)

The purpose of the LCCA method used in this paper is to calculate:

(a) the Initial Cost (IC) of the investment, and
(b) the payback period of the proposed investment.

The total present value of the proposed investment (PVTOT), is calculated by using Equation (5):

PVTOT = PVSYS + PVMISC + PVREP + PVENER − t× PVINT − PVITC − PVSV (5)

The parameters of Equation (4) will be described in next paragraphs, by giving their
mathematical expressions:

(i) Present value of the total system costs (PVSYS)

PVSYS = D× IC + PVLOAN (6)

PVLOAN is expressed by Equation (7):

PVLOAN = (1−D) × IC× PVF(d, 0, NΔ)

PVF(i, 0, NΔ)
, N ≥ N (7)

(ii) Present value of annual interest (PVINT)

PVINT = (1−D) × IC×
{

PVF(d, i, N1) ×
[
i− 1

PVF(i, 0, NΔ)

]
+

PVF(d, 0, N1)

PVF(d, 0, NΔ)

}
(8)

where: N1 = min(NΔ, N) and D = 0 (zero down payment is considered).
(iii) Present value of the funding of the investment (PVITC)

PVITC =
I

1 + D
(9)

(iv) Present value of operation and maintenance costs (PVMISC)

PVMISC = OM× PVF(d, g, N) (10)

OM costs are repetitive costs during the analysis period and can be calculated by using
Equation (10):

(v) Present value of the energy cost that is supplied by the grid-according to the net metering
scheme (PVENER)

PVENER = E× PVF(d, e, N) (11)

(vi) Present value of the replacement costs (PVREP)
In many cases it may be necessary to replace some of the subsystems. The present value of the

replacement cost is calculated by using Equation (12):

PVREP =
R

(1 + g)

r∑
k=1

(
1 + g
1 + d

) Nk
r+1

(12)
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(vii) Present value of the remaining value at the end of the life cycle (PVSV)
The PVSV calculation is related to the life cycle of the system. Given that PVSV is difficult to be

estimated, it is a common practice to extend the period of analysis up to the expected life period of the
system. This is the reason for the LCCA extension to 25-years period, and so PVSV becomes:

PVSV = 0 (13)

In next subsections, the LCCA of the building energy consumption and the proposed energy
system is presented, according to the LCCA method analyzed above.

3.2. LCCA of the Proposed Energy System

In this section the results of the LCC calculations are presented. First, the total LCC of the building
energy consumption before the installation of the proposed energy system is described. Then, the total
LCC of the PV, the geothermal system and the EESU will be calculated.

3.2.1. LCCA of the Building Energy Consumption

As referred above, the annual electrical and thermal energy consumption is 26,400 kWhe/y and
31,464 kWhth, respectively. Before the installation of the proposed energy system, the total energy
consumption was covered by using the electricity grid and a diesel-boiler plant. According to the
current rate prices of the electric energy and the diesel oil for heating purposes in Greece [90,91],
the total annual costs of each consumption are 6391€ and 2260€, respectively. The rest costs of the
building, according to the LCCA method, as well as some practical commercial data, are regarded as:

Initial Cost = 0€
Annual operation and maintenance costs = 700€
Replacement costs = 1500€ (i.e., replacement of the diesel boiler plant, r = 1)
Total energy cost = 8651€
Residual value at the end of the life cycle = 0€
Rate of subsidy = 0%
Thus, using Equations (5)–(13), as well as the data in Table 5, the total LCC of the building energy

consumption is roughly 263k€. This total cost is essential in order to estimate the payback period and
the energy and cost savings achieved by the proposed transformation to nZEB.

Next, the LCCA method is used for the proposed energy system, considering the net metering
scheme; after the estimation of the total Initial Cost of the investment and the calculation of the total
LCC of the system (LCCTOTAL), the rate of the required subsidy is calculated, in order to make the
whole investment sustainable.

3.2.2. LCCA of the PV System

As described in Section 2.4, the PV system is of 21 kWp nominal power in order to cover the
33,068 kWhe of electrical consumption. According to the LCCA method, as well as some practical
commercial data, the costs of the PV system are estimated further down:

PV system cost = 21,600€
Annual operation and maintenance costs = 500 €/y
Other costs (insurance etc.) = 1200 €/y
Installation and interconnection costs (according to the Hellenic Electricity Distribution Network

Operator) = 500€
Thus, the total Initial Cost of the PV system is roughly 22,100€. So, using Equation (5) and the data

in Table 5, the total LCC of the PV system becomes 97,197€. Also, according to the LCC of the building
energy consumption, the annual energy savings due to the PV energy production are equal to 6391 €/y.
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3.2.3. LCCA of the Geothermal Energy System

The geothermal energy system has been designed to cover the 31,464 kWhth of thermal energy
consumption. According to the LCC method, as well as some practical commercial data, the costs of
the geothermal energy system are:

Initial Cost (construction costs of vertical loop system for 6 dwellings of 150 m2) = 60,000€
Annual operation and maintenance costs = 4000 €/y
Replacement costs (one replacement of the heat pump unit) = 4500 €/y
Thus, the total LCC of the geothermal energy system is roughly 239 k€. Also, in comparison with

the LCC of the building energy consumption, the annual energy savings due to the thermal production
from the geothermal energy system are 2260 €/y.

3.2.4. LCCA of the TES Unit

As referred in Section 2.3, the TES unit is a 40 m3 volume underground cylindrical water tank.
The various costs of the TES system (according to some practical commercial data) are presented
further down:

Tank cost (0.8€/lt) = 32,000€
Total Excavation costs (6 €/m3) = 240€
Annual operation and maintenance costs = 640 €/y
Hence, the total Initial Cost of the TES is 32,240€, and the total LCC is 66,645€.

3.2.5. LCCA of the EESU

The EESU consists of a Li-ion battery bank. As discussed in Section 2.5, this study considers a
number of alternative EESU capacity scenarios, in order to minimize the energy transactions between
the building and the electricity grid on a monthly, yearly and 10-years basis. Thus, LCC is proceeded for
all storage capacity scenarios and the LCCTOTAL calculations of the whole investment are summarized
in Table 6.

Table 6. LCCA of the whole investment for each scenario of EESU capacity.

Cstorage
(kWh)

LCCTOTAL

(€)
Total Initial Cost

(€)
Funding for the
Investment (€)

Rate of Required
Subsidy (%)

0 289k€ 114k€ 26k€ 23.31
100 376k€ 146k€ 113k€ 77.60
250 424k€ 170k€ 160k€ 94.44
400 447k€ 194k€ 184k€ 94.50
500 503k€ 211k€ 240k€ 113.83
750 582k€ 251k€ 319k€ 127.01

1000 662k€ 292k€ 398k€ 136.5
2000 979k€ 454k€ 716k€ 157.52

Several organizations have performed market analysis on Li-ion batteries (which is the selected
EESU for our case too), providing forecasts regarding their price evolution over the next decades
on the basis of some techno-economical hypotheses [92–95]. However, in the present work the
considered future price formation of Li-ion batteries lies on the study of Bloomberg New Energy
Finance Organization [91], due to the fact that these forecasts are the main scenario for the relevant
market players. Thus, the present cost of Li-ion batteries is considered to be 162.5 €/kWh [92]. It is
noted that at the 13th year (i.e., the year 2033) of the analysis period the EESU is going to be replaced.
However, the cost of Li-ion batteries by this year is foreseen to be reduced to 74 €/kWh [92]. The
various costs of the EESU system (taking into account some practical commercial data) are presented
further down:

Annual operation and maintenance costs = 2% of the Initial Cost
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Other costs (insurance etc.) = 1650 €/y
Cost of inverter unit = 150 €/kW
Cost of EESU activation = 150€
Cost for connection with the electricity grid = 300€.
In order to calculate the total LCC of the proposed investment, the regime of the net metering

concept is also considered. According to the requirements of the Greek Net Metering scheme, prosumers
avoid all charges (such as competitive charges, transmission and distribution grid charges, CO2

emissions fees) for the electricity that they self-produce and consume simultaneously (self-utilization),
with the sole exception of the social services fees. The excess energy (which is injected into the grid) is
compensated with consumed energy; however, only competitive charges are subject to compensation.

As referred in Section 3.2.1, the LCC of the investment is calculated considering both self-consumed
and injected PV electric energy. According to the household bills released by the HEDNO,
the competitive charges for the electricity procurement are 0.04364 €/kWhe. On the other hand,
the surplus energy injected to the electricity grid is not credited.

The total amount of the excessive PV electricity which is injected into the grid and can be used at a
later time on the 25-year basis, as well as the total cost that must be paid for this amount of PV energy,
are presented in Table 7. Hereinafter and for the purposes of this study, the not directly consumed PV
energy is referred as “absorbed energy”.

Table 7. Cost of absorbed energy in each scenario of energy storage capacity.

Cstorage (kWh)
Total Absorbed Energy on 25

Year Basis (MWhe)
Total Cost of Absorbed Energy

(€)

0 159.2 6949
100 156.9 6848
250 152.6 6662
400 150.1 6554
500 146.5 6395
750 142.4 6215
1000 137.2 5991
2000 116.7 5097

The cost of the absorbed energy (under the net metering scheme), after the reduction to its present
value (PVABSORBED), is calculated using Equation (14):

PVABSORBED = EABSORBED × 0.04364× 1
d−e ×

[
1−

(
1+e
1+d

)N]
= EABSORBED × 0.04364× PVF(d, e, N)

(14)

Next, the results of the total LCC of the proposed investment is presented in Table 6, by using
Equation (15):

PVTOTAL = PVSYS + PVMISC + PVENER + PVREP + PVABSORBED − t× PVINT − PVITC − PVSV (15)

In addition, Table 7 depicts the necessary rate of subsidy for the investment depreciation within
the 25-years period of analysis. According to these results, it seems that the proposed transformation
to nZEB may remain sustainable as long as the installed EESU capacity remains below 400 kWh.
This is an important outcome of this work, as it gives a concise sizing EESU capacity figure for the
Mediterranean area, which can be exploited by the local subsidy policies that are about to be undertaken
in order to transform the building sector into a nZEB one. Furthermore, the results in Table 7 highlight
the fact that the installation of EESUs in an upper distribution level is more effective, in order to
accommodate multiple nZEBs, e.g., in a common LVDS; hence, the mitigation of energy transactions
with the electrical grid calls for the common share of larger-scale EESUs in the frame of LVDS and/or

97



Energies 2020, 13, 1032

Energy Communities [96,97]. Thus, Energy Communities can become beneficial for the reliability and
the power quality of the grid.

4. Conclusions

This paper has proposed an efficient combination of RES technologies installed on a typical
multi-family residential building in the urban environment, focusing on the Mediterranean area. This
hybrid energy system consists of a PV and a geothermal unit, in order to meet electrical, thermal
and cooling load demands. Furthermore, a methodology for sizing ESUs for thermal/cooling and
electrical loads has been fully analyzed, so that the whole system has been designed considering the
nZEB concept.

The technology that exploits geothermal energy is very efficient and environmentally friendly.
However, an appropriate TES unit is needed, to meet thermal load deviations. In this paper, the TES
has been sized so as to cover maximum load needs at any time of the year. This is a significant issue,
as the main geothermal unit can balance only the average annual thermal/cooling load demand. The
TES volume should be carefully designed, so that it could be undergroundly installed.

The analysis of the total life cycle cost of the proposed nZEB concept highlighted the fact that the
proposed collective self-consumption nZEB concept for multi-family buildings is a sustainable way
to transform the building sector of the Mediterranean area into a nZEB one; as for the installation of
EESUs, this is facilitated by the collective self-consumption nZEB concept, according to the outcomes
of this work. Nevertheless, as previously discussed, a great potential is foreseen in installing larger
EESUs at LVDS level or in the frame of Energy Communities concept, enhancing so the reliability and
the power quality of the electrical grid.

Moreover, the proposed collective self-consumption nZEB concept could be applicable even in
large scale buildings, where there is no available space for RES systems to be installed, by exploiting
the advantages of virtual net metering scheme.

As far as EESUs are concerned, an optimal methodology has been presented for their sizing,
taking into account the corresponding energy transactions with the electricity grid. EESUs installation
importance is given, as the more EESU capacity, the less energy transactions with the electricity grid
are observed. In this context, the proposed dimensioning methodology contributes to avoid a negative
impact on the operation of the electricity grid (such as reverse power flow, voltage rise, false tripping
of protection measures, etc.) as a result of the increased penetration of residential PV systems into the
same feeder.

Indeed, as we reach the 2030 target, the number of nZEB buildings and the capacity of intermittent
RES systems (mainly PVs in densely populated areas) will be increasing, whilst electricity system
inertia will be decreasing due to the replacement of synchronous generators with electronically coupled
RES units. Thus, in order to secure the operation of the electricity grid and to avoid a curtailment
operation for the RES units, mass EESUs installation either in the electricity grid or buildings is
presumed. Therefore, the analysis on the energy transactions between nZEBs and the electricity grid as
well as the optimal sizing of EESUs that have been presented in this work are of great interest for DSOs
and policy makers, providing insightful assessments on the necessity of subsidy programs for nZEB
transformation as well as on the grid impact due to the fluctuating production profile of PVs.
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Nomenclature

AC Alternative Current
ASHP Air-source heat pump
BAPV Building Applied Photovoltaic System
BEA Building Energy Analysis
BHEs Borehole heat exchangers
BIPV Building Integrated Photovoltaic System
BIPV/T Building Integrated Photovoltaic/Thermal system
CCHP Combined cooling, heating and power system
CHP Cooling, heating and power system or cogeneration system
CO2 Carbon dioxide
COP Coefficient of performance
Cstorage Storage capacity (kWhe)
Cstorage,ref Reference value of storage capacity (kWhe)
d Discount rate (%)
D Down payment (%)
DHW Domestic hot water
DSO Distribution System Operator
e Escalation of energy costs (%)
e(K) Cost function of optimal storage capacity
E Annual cost of the energy (€)
EABSORBED Absorbed energy (€)
EAHP Exhaust air heat pump
EER Energy efficiency ratio
EESU Electrical energy storage unit
ESS Energy storage system
ESUs Energy storage units
EU European Union
g Inflation rate (%)
GCHP Gound-coupled heat pump
GDHS Geothermal district heating system
GHEs Geothermal heat exchangers or Ground heat exchangers
GHP Geothermal heat pump
GSHP Ground-source heat pump
GWHP Ground-water heat pump
HEDNO Hellenic Electricity Distribution Network Operator
HPSU Heat pump storage unit
HVAC Heating, ventilation and air-conditioning
i Borrowing rate (%)
I Funding of the investment (%)
IC Initial Cost (€)
K Normalized variable
LCCTOTAL Total life cycle cost of the building (€)
LCCA Life Cycle Cost Assessment
Li-ion Lithium iodide battery
LPG Liquified Pretroleum Gas
LVDS Low Voltage Distribution System
N Period of analysis (years)
N1 The minimum between N and N1 (years)
NΔ Borrowing period (years)
nZEB nearly Zero Energy Building
OM Operation and Maintenace (€)
PV Photovoltaic system
PV Present Value (€)
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PVABSORBED Present value of absorbed energy (€)
PVENER Present value of the energy cost that is supplied by the grid (€)
PVINT Present value of the annual interest (€)
PVITC Present value of the funding of the investment (€)
PVLOAN Present value of the lean installment (€)
PVMISC Present value of the various costs during the life cycle, such as maintenance costs (€)
PVREP Present value of the replacement costs (€)
PVSYS Present value of total system cost (€)
PVSV Present value of the system remaining value at the end of the period of analysis (€)
PVTOTAL Total present value of the investment (€)
PVF Present Value Function (€)
PV/GHP Photovoltaic/Geothermal heat pump system
PV/ST Photovoltaic/Solar thermal system
PV/T Photovoltaic/Thermal system
r The number of replacements during the analysis period
R Replacement cost of a subsystem with reference to the first year of operation (€)
RES Renewable Energy Sources
SOCmax Maximum State of Charge value (%)
SOCmin Mimimum State of Charge value (%)
STC Standard Test Conditions
t Income tax (%)
TES Thermal energy storage
UTES Underground thermal energy storage
WPP Wind power plant
X Any investment to be analyzed (€)

ΔEgrid, month
Absolute value of the maximum energy transaction between the building and the
electricity grid during the 10 – years period (kWhe)

ΔEgrid, month,ref
Reference value of maximum energy transaction between the building and the
electricity grid during the 10 – years period (kWhe)

ΔEpeak-to-peak Peak-to-peak stored energy fluctuation in EESU (kWhe)
ΔEstorage, month Maximum permitted energy fluctuation in the EESU per month (kWhe)

ΔEstorage, month,ref
Reference value of maximum permitted energy fluctuation in the EESU per month
(kWhe)
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Abstract: Cost-optimal analysis was pointed out in the 2010/31 European Directive as a tool to
evaluate the achievable building energy performance levels as a function of the corresponding costs.
These analyses can be carried out by a financial projection for private investors and a macroeconomic
approach to establish the minimal energy performance levels. Consequently, the financial projection
provides different results that could stimulate private investors toward other cost-optimal solutions
that do not match the minimal energy performance levels. For this purpose, both the projections
were analyzed in the BEopt environment, developed by NREL, on a multistory building located in
two contrasting climatic zones of the Mediterranean area, one cold and the other warm, highlighting
the differences. The cost-optimal solutions were identified by a parametric study involving measures
that affect thermal losses and solar gains, whereas the air-conditioning plant was left unchanged in
order to include a fraction of renewable energy in the coverage of the building demands. Results
showed that both the projections produced the same cost-optimal solutions, however, the latter
matches the building designed to fulfill the minimal energy performance levels only in the cold
climate. Conversely, noticeable deviations were detected in the warm location, therefore minimal
energy performance levels should be revised, with preference for less insulated opaque surfaces and
better performing glazing systems. Moreover, the macroeconomic scenario returns a more limited
distance between the minimal energy performance levels and the cost-optimal solutions, therefore, it
is far from the real economic frame sustained by private investors.

Keywords: building design; cost-optimal analysis; BEopt; economic projections

1. Introduction

Modern economy is based on the energy availability to guarantee development and benefit for
society, the improvement of life quality and to satisfy human needs. In the EU, energy demand is
strongly affected by the building sector that is responsible for 40% of the global energy consumption for
final uses and for 36% of CO2 emissions, with a residential sector that contributes by itself for 25.4% of
the total demand [1–3]. Consequently, the spread of residential nZEB (nearly Zero Energy Buildings) [4]
constitutes an appropriate strategy aimed at reducing the EU energy dependence and for limiting
pollutant emissions. Clearly, suitable legislative plans have been developed in order to improve energy
efficiency politics, as well as energy savings interventions and integration of renewable systems in the
building sector. However, all these targets have to be attained in regard to a sustainable economic
frame, as stated by article five of the 2010/31 European Directive [5,6]. The idea to design new buildings
as nZEB with reduced investment costs, in fact, is still too far from an actual application. Other
building configurations, instead, appear more attractive due to cheaper initial investments that result
in more favorable outcomes despite a slight increase in running (operating) costs. Consequently, the
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building–plant system with the lowest energy demand represents the cost-optimal solution; conversely
the latter can be identified as a favorable balance point between energy consumption, investment
and operational costs [7]. The 2010/31 EU directive represents the first attempt for the definition of a
comparative methodological framework for the calculation of the optimal energy performance levels
as a function of the costs, with reference to new and existing buildings [8]. The procedure cannot
be generalized across Europe, therefore Member States have to adapt it to the climatic context, the
accessibility to the energy infrastructures and the local market. In order to overcome these drawbacks,
appropriate guidelines (Regulation 244) [9] were formulated to support the implementation of the
cost-optimal procedure in every country by different steps:

1. Definition of a reference building (RB) relative to its functionality and climatic context;
2. Identification of the energy efficiency measures (EEM) that apply to the RB at a global level or on

the single component or on their combination;
3. Evaluation of the energy performance levels before and after the interventions, in accordance

with the European technical standards;
4. Global cost calculation in accordance with the net present value (NPV) concept and the

international standard EN 15459:2008 [10], taking into account initial, operative, maintenance
and disposal costs;

5. Sensibility analysis on the costs as a function of different energy carriers;
6. Identification of the optimal solutions as a function of the cost and the corresponding energy

performance levels.

The economic analysis can be carried out in two different ways. The financial projection, in which
actual economic indexes are used and all the charges are included in the formation of the costs, is
suitable for private investors. Alternatively, the macroeconomic projection, where the costs have to be
evaluated by excluding every typology of taxes, but including the CO2 emissions cost and applying
a lower discount rate index than the prior case, can be used to emanate building regulations [11].
Indeed, at a national level, Member States use the results obtained with the macroeconomic projection
to define the minimal energy performance requirements in buildings. Nevertheless, they have to verify
periodically that the minimal energy performance requirements do not produce a worsened scenario
than the energy performances corresponding to the cost-optimal solution. For instance, the latter could
be subjected to variations due to the oscillations of the energy carrier costs. If the deviances are greater
than 15%, appropriate modifications to the national legislation should be produced.

The general purpose of this paper is to perform the cost-optimal analysis by using the two
economic projections, which will quantify the deviances in terms of corresponding costs detected on a
reference building. The cost-optimal approach was widely considered in recent literature to identify
suitable EEMs for the design of new buildings or for refurbishment planning. However, the majority of
these investigations regard dominant heating climates. For instance, in [12] a cost-optimal approach for
the identification of suitable insulation materials to adopt in the refurbishment of historical buildings
was carried out, but the analysis was limited to heating applications because the RB was located in the
Prealps with a prevalent continental climate. A cost-optimal analysis aimed for the attainment of nZEB
schools located in Northeast Italy was carried out in [13], considering only the heating requirements due
to the particular intended use. A school building was also investigated in [14] to define the optimum
insulation thickness and the best glazing system by locating the edifice in a mountain city of South Italy.
In [15], specific EEMs were contemplated for a Czech building stock, creating the basis for calculating
the cost-effective solution at a national level. Finally, a study concerning the renovation of Swedish
multistory buildings is reported in [16] by considering only heating and domestic hot water production,
however, no information was provided for the design of new structures. Other investigations can be
found for buildings located in warm climates, such as the Mediterranean area, where the role of cooling
demands cannot be neglected. The involvement of the cooling requirements makes the cost-optimal
analysis and the identification of suitable EEMs difficult, often because solutions employed to reduce
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heating needs produce cooling demand growth, and vice versa. Cooling requirements were involved
in [17], where appropriate EEMs were identified specifically for the refurbishment of the typical Italian
social housing stock. Furthermore, in [18] a cost-optimal analysis was developed for reference buildings
located in each of the three different climatic zones of Cyprus, limiting the investigation only to the
main components of the building envelope, without considering the replacement of the technical plant.
In [19], by means of the results provided by the European project RePublic_ZEB, a cost-optimal analysis
was carried out to achieve public nZEB located in five different countries, considering requirements for
both heating and cooling. The cost-optimal analysis was the approach employed for the design of a
new prototype of residential buildings, as shown in [20] where cost-effective nZEBs were achieved
for different localities across Europe, highlighting also the role of appliances and lighting on energy
consumption. With reference to the European situation, other studies focusing on the role of cooling
demands were carried out in [21] but specifically for non-residential buildings located in Serbia. In [22],
a cost-optimal analysis was conducted for warm climates in order to carry out a comparison between
standard and high-performance, single residential buildings in the design phase. A multistory building,
representative of existing Italian building stock, was investigated in [23] by proving the feasibility of
nZEB in warm climates, especially in presence of massive structures. However, only the macroeconomic
projection was employed, highlighting that it is very difficult to reduce the gap between cost-optimal
and lowest energy consumption solutions. Finally, Portuguese buildings were investigated in [24]
by considering both heating and cooling, but the cost-optimal analysis was addressed exclusively to
the renovation of existing residential edifices. In Table 1, a list of the literature noted is summarized
by highlighting the economic scenario followed, the energy services considered and the building
typology investigated.

Table 1. Synoptic framework of the main documents found in literature, providing authors, economic
scenario (F = Financial, M =Macroeconomic), energy services (H = Heating, C = Cooling, DHW =
Domestic Hot Water, A = Appliance) and building typology (R = Residential, NR = Nonresidential).

Authors Economic Scenario Energy Services Building Typology

Lucchi et al. [12] M H R (historical)
Mora et al. [13] F H NR (school)

D’Agostino et al. [14] F/M H NR (school)
Karásek et al. [15] M H/DHW R/NR

Bonakdar et al. [16] F H/DHW R (multistory)
Carpino et al. [17] M H/C/DHW R (social housing)

Loukaidou et al [18] F H/C R/NR (nZEB)
Aelenei et al. [19] Not indicated H/C/DHW NR (office)

D’Agostino&Parker [20] F H/C/DHW/A R (two-story)
Stevanović [21] Not indicated H/C NR (office)

Baglivo et al. [22] F/M H/C/DHW/A R (single-story)
Zacà et al. [23] M H/C/DHW/A R (multistory)

Brandão De Vasconcelos [24] F/M H/C/DHW R (existing)

Clearly, a comparison between the cost-effective solutions provided by financial and macroeconomic
projections for a large building located in the Mediterranean area is missing. For this reason, this document
describes a parametric study carried out on a multistory building located in contrasting climatic zones
to develop an optimized building envelope by means of the cost-optimal approach. Indeed, the main
goal of this paper is the comparison between the solutions provided by the two economic scenarios
and, eventually, to evaluate if private investors could be attracted by more favorable measures than
those imposed by current regulations. Moreover, regarding the more influential features of the building
envelope, the same analyses allow verification if the macroeconomic projection produces an optimal
solution that matches the constraints imposed by regulations, in order to validate the minimal energy
performance levels currently adopted in both the climatic zones. Finally, from the comparison between
the two projections, the role of CO2 emissions on the results obtained can be quantified.
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2. Description of the Multistory Residential Building Considered

In the cost-optimal analyses, a building benchmark is required and this configuration is represented
by the building–plant system that complies with all the measures in terms of minimal energy
performance levels, as set by Italian legislation for the climatic zone considered, including a fraction
over 50% of primary energy requirements provided by renewable sources [25]. The envelope
morphologically consists of a single structure about 60 m long, with the ending modules (each about
20 m long) shifted back 5 m, configuring three well-identified blocks with a depth of about 10 m, see
Figure 1. It was developed with five stories above the ground and a floor height of 2.85 m, with a
neither habitable nor air conditioned attic. The large structure size was chosen in order to detect a
greater impact of the CO2 emissions for the provision of heating, cooling and domestic hot water.

 

Figure 1. Perspective view of the investigated multistory residential building.

Three different types of apartments were developed, as depicted in Figure 2, where all the rooms,
including the corridor, were designed as conditioned indoor environments. The apartments were
classified as a function of the net conditioned area as:

1. Small, about 60 m2;
2. Medium, about 80 m2;
3. Large, slightly over 120 m2.

Figure 2. Typologies of apartments in the analyzed building (S: living room, B: bathroom, L: bedroom;
C: kitchen).

In every floor (excluding the attic), two small, two large apartments and six medium flats were
distributed around five external stairwells. Globally, the building included a total of 50 apartments for
a total conditioned surface of about 4200 m2.

For the energy evaluations, the building was located in a warm location (zone B) characterized by
899 winter degree-day (WDD) and 977 summer degree-day (SDD). The second cold location (zone F)
was characterized by 3959 WDD and 74 SDD [26] with dominant heating needs. The structure was
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constructed of framed reinforced concrete. The external walls were developed with an internal plaster
2 cm thick with a thermal conductivity of 1 W/m·K, a hollow brick of 30 cm with thermal resistance
of 0.79 m2·K/W and a commercial ETICS panel (External Thermal Insulation Coating System) with
thermal conductivity of, 0.0595 W/m·K), whose thickness varied as a function of the climatic zone to
provide the thermal transmittance values listed in Table 2. Corresponding insulation thickness are
indicated in centimeters (Table 2, values in round brackets). For the dynamic performances of opaque
walls subjected to the solar radiation, in every building configuration surface mass greater than 250
kg/m3 and periodic thermal transmittance lower than 0.06 W/m2K were attained [25].

Table 2. Thermal transmittance of opaque walls (with correspondent insulation thickness in cm in
round brackets) and windows (with normal solar factor of glazing in round brackets) for the building
benchmark in climatic zones B and F.

Climatic Zone
Thermal Transmittance (W/m2K), Insulation Thickness (cm) and Normal Solar Factor (-)

Vertical Wall Basement Floor Second-Last Floor Windows

B 0.43 (8) 0.44 (8) 0.35 (10) 3.00 (0.75)

F 0.24 (15) 0.24 (15) 0.20 (18) 1.10 (0.60)

Regarding the non-dispersing surfaces, such as the horizontal inter-floor and vertical walls
separating different apartments, a thermal transmittance of 0.8 W/m2K was imposed, as well as for the
pitched roof. Every room was equipped with a transparent surface whose area was set to one-eighth of
the floor surface to exploit daylight adequately. Table 2 also reports window thermal transmittance
and the corresponding normal solar factors (round brackets). In accordance with the minimal energy
performance levels, a wooden frame mounting two clear glasses 4 mm thick with 12 mm of air-gap
was required for the warm location. For zone F, instead, three panes 4 mm thick with the two external
glasses subjected to low emission treatment and argon-filled in two 8 mm spaces were necessary [27].
The control of solar gains, especially crucial in the warm location, was modeled by using rolling
shutters, controlled as a function of the exposure and time of the year, and by setting the reduction
factors listed in Table 3 when incident solar radiation exceeded 300 W/m2 [28]. In winter, instead, the
same devices were considered fully closed during the night to reduce thermal losses. Internal gains of
352, 413 and 450 W for the apartments of 60, 80 and 120 m2, respectively, and a natural ventilation
with 0.5 air-change per hour, in accordance with Italian standards, were set [29]. Finally, energy
requirements for heating and cooling have been determined with indoor set-point temperatures of
20 ◦C in winter and 26 ◦C in summer [29].

The air-conditioning plant was modeled as a split system (air–air heat pump) in every room,
opportunely sized as a function of the cooling loads for Zone B and for heating in Zone F. No power
integration was considered in winter because of the cut-off temperature of −10 ◦C and the bivalent
temperature of −7.7 ◦C for Zone F. Independent heat pump water heaters (HPWH) were located in
every bathroom to produce domestic hot water (DHW), satisfying the requirements calculated by
setting a daily volume of hot water equal to 100, 122 and 165 L for the small, medium and large
apartments, respectively [30].

Beyond the aerothermal source, the renewable fraction in the building–plant system benefits
from a photovoltaic (PV) generator installed on the roof tilted southward and with a peak power
of 16.1 kWp [31]. The renewable electricity was considered totally absorbed by heat pumps (if their
operation is required) when energy surplus was not detected. When the electricity demand was
greater than the PV production, the remaining part was absorbed from the external grid, conversely in
presence of surplus, the renewable electricity was delivered outward.
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Table 3. Solar gain reduction factors set for the investigated building, as a function of the exposure and
for the month, used to manage solar shading devices during simulations (diurnal hours).

North East South West

Jan 1.00 0.72 0.57 0.79

Feb 1.00 0.74 0.56 0.71

Mar 1.00 0.65 0.57 0.66

Apr 1.00 0.62 0.61 0.67

May 1.00 0.62 0.67 0.66

Jun 1.00 0.60 0.70 0.64

Jul 1.00 0.61 0.67 0.61

Aug 1.00 0.60 0.59 0.62

Sep 1.00 0.61 0.56 0.64

Oct 1.00 0.62 0.54 0.68

Nov 1.00 0.67 0.55 0.84

Dec 1.00 0.73 0.54 0.78

3. Methodology

The cost-optimal analyses found in literature and previously mentioned were carried out by
employing different tools for the energy performance analysis, for the optimization criteria or
both [32]. Suitable software, in fact, was necessary to determine energy requirements as a function
of a large number of possible combinations of measures, by considering different building envelope
configurations, several energy provision systems, as well as the presence of renewable sources, thus
requiring a large number of simulations [33]. Successively, an economic analysis with actualized costs
had to be carried out in order to analyze the same EEMs also in monetary terms. Both these features
can be attained simultaneously by using BEopt v. 2.8 (Building Energy Optimization tool), developed
as freeware tool by NREL, the national renewable energy laboratory of the U.S. Department of energy,
that can be considered as an Energy Plus front-end, aimed at the cost-optimal analysis of buildings [34].
The EnergyPlus engine was used for the calculation of the primary energy requirements for heating,
cooling, domestic hot water and also lighting and appliances if needed, by separating the fossil and the
renewable contributions and quantifying the CO2 emissions required for the macroeconomic projection.
In presence of renewable sources, the annual net primary energy, defined as the difference between
the actual energy employed for the provision of the energy services and that exported outwards, was
also evaluated. Since software and database were developed mainly for the North America context,
appropriate adjustments were necessary. However, BEopt is highly flexible, allowing for the analysis
of several building typologies in specific climatic contexts by introducing personalized components,
upgrading the cost modules and including the economic indexes, as well as the use of an apposite
weather database. In this regard, BEopt was used in [35] to investigate an optimal nZEB design
characterized by the lowest costs in fourteen different locations across Europe, with particular reference
to a single-story structure. Moreover, BEopt was used in [36] to investigate the cost-effectiveness of
residential building stock retrofits in Italy and Denmark. BEopt was also used in [37] for building
optimization in different Japanese cities.

The investigated building was simulated with different insulation thicknesses in the opaque
dispersing walls and by equipping the envelope with two different glazing systems. This was done to
investigate other configurations and to compare energy performances with the RB. These parameters
affect thermal losses and solar gains and an optimal compromise had to be found to minimize the
annual energy demand. Conversely, the air-conditioning plant for the provision of heating and cooling
was maintained unvaried by always considering the use of electric air–air heat pumps. The choice
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to analyze these devices as a generation system exclusively was due to different reasons. Firstly,
the same air conditioning system can be used for the provision of heating and cooling, resulting
as less invasive from the installation point of view and consequently economically more attractive.
Secondly, heat pumps assure the coverage of a noticeable fraction of the building requirements by
means of the aerothermal renewable source [31]. Finally, these devices are able also to exploit the
renewable electricity, rationalizing the electricity produced by the PV generator installed to meet the
Italian regulation in terms of integrating renewable systems in buildings [31]. For the same reasons,
the HPWHs equipped with electrical boosters were considered as an unchangeable system for the
production of DHW. Despite that it affects the results noticeably [38], the influence of occupant behavior
was not considered in the energy analysis because the main goal of this paper was the optimization of
the building–plant system during the design process

For the financial and the macroeconomic projections, the cost-optimal analysis results were
displayed in terms of annualized energy-related costs against the fossil contribution in the formation
of the annual net primary energy absorbed from the grid. The first were defined by considering the
electricity expenses sustained in the lifespan, annualized by a capital recovery factor and incremented
by the EEM costs (and CO2 emission cost in macroeconomic evaluations), obtaining more reduced
values when compared with the items provided by the life cycle cost (LCC) analysis. For the purpose
of this work, the CO2 emissions were determined as a function of absorbed electric energy from the
grid, whose production also requires the employment of fossil primary sources. As a precaution, a
conversion factor of 1.95 to transform electricity into fossil primary energy was set constant for the
whole building–plant lifespan, because of the high production percentage already obtained by means
of renewable systems (especially photovoltaic and hydroelectric) and the massive use of natural gas in
fired power plants [25]. Successively, appropriate emission factors related to the current Italian power
generation system were employed [39].

Regarding the EEMs considered, the reference building was modified by including two improving
and one worsening intervention, the latter to verify also if the cost-optimal solution could be detected
in the presence of a pejorative energy scenario. The modified configurations present the same
characteristics in terms of shape and orientation, whereas the thermal and optical properties of the
envelope were varied. The potential optimization actions attainable by specific EEMs involve the
reduction of the transmission losses through the dispersing surfaces and the optimization of solar
gains through the glazing systems, the latter crucial for the reduction of the cooling requirements
and avoiding the worsening of heating needs. These analyses were aimed at the identification of the
optimal insulation thicknesses and the more appropriate windowed system to adopt in the building
envelope, for the specific climatic context. In order to limit the simulation times, four different insulation
thicknesses were considered for each of three dispersing surfaces, whereas two different typologies of
glazing systems were investigated, producing 128 combinations of different measures. In detail, Table 4
lists the values of the insulation thicknesses and the corresponding thermal transmittances, the thermal
transmittances and the normal solar factors of windows in the simulated building-plant configurations.

For the cost analysis, the approach adopted was based on the evaluation of the annualized
energy-related costs, increased by the EEMs cost and determined in accordance with EU Regulation
244/2012 [9,10]. In particular, the economic analysis involved construction, management and
maintenance costs of the building–plant system, beyond the operative (or running) costs derived from
energy consumption during the lifespan, which the same regulation sets in 30 years for residential
buildings. Since running costs are extremely volatile during the mean-long periods, their actualization
to the initial years (when the initial investment is sustained) by means of appropriate inflation and
discount rates, was required. For financial evaluations, the economic indexes employed in the
cost-optimal analysis were set to 4% for the discount rate that represents the maximum interest that
investors could obtain by an alternative safe investment. Currently, the latter are represented by a
deposit account with restricted funds (generally greater than one year) that have a better yield than
thirty-year government bonds. Greater discount rates were not considered because the latter represent
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the more favorable situation for a private investor, whereas a lower discount rate was contemplated in
the macroeconomic projection. Regarding the other economic indexes, 0.3% was set for the general
inflation rate [40] and 3.2% for the energy carrier inflation rate (electricity) [41]. Table 5 lists the
economic indexes employed in both economic scenarios.

Table 4. Insulation thicknesses and thermal transmittances of opaque walls (VW, vertical wall; GS,
ground slab; SF, second to last floor), thermal transmittances and normal solar factors of the windowed
systems in climatic zones B and F.

Opaque Walls Windowed Systems

CLIMATIC ZONE
Insulation Thickness (cm),

Thermal Transmittance (W/m2K)
Thermal Transmittance (W/m2K)

Normal Solar Factor (-)

VW GS SF

B

4 0.60 0.62 0.46
3.00 75%

8 0.43 0.44 0.40

10 0.38 0.38 0.35
1.10 60%

12 0.33 0.24 0.31

F

10 0.30 0.31 0.27
3.00 75%

15 0.24 0.24 0.22

18 0.21 0.20 0.20
1.10 60%

20 0.20 0.20 0.19

Table 5. Economic indexes employed for the economic projections.

Economic Scenario Discount Rate General Inflation Rate Energy Inflation Rate

Financial 4% 0.3% 3.2%
Macroeconomic 2% 0.3% 3.2%

For macroeconomic projections, only the discount rate was changed to 2% in order to consider a
discount rate lower than that available on the market, as prescribed by regulation. The CO2 emission
cost was determined at annual level as an additional term in the evaluation of the global costs of the
building-plant system. Nevertheless, the same regulation set a constant flat rate of 20 €/ton per year
(valid until 2025) as stated by the current commission forecast of the carbon prices of the ETS (Emission
Trading System) of the European Commission. It is worth mentioning that the CO2 emission cost is
very dissimilar from that found in literature; for instance, an average value of 375 € per ton of emitted
CO2 per year was determined in [42]. However, beyond the environmental costs, this is comprehensive
of other items (for instance the social costs connected with human health effects).

For each package of measures, BEopt determined internally the corresponding NPV (Net Present
Value) starting from the corresponding cost, also including installation costs. The NPV is usually
employed in capital budgeting and investment planning to analyze the profitability of a projected
investment. It is defined as the difference between the present value of cash inflows and outflows
over a period of time. The construction costs that do not produce deviances in the comparison of
the different building configurations (for instance structural frame, foundations, internal partitions
or wall finish) were not considered. The different constructive solutions that minimize the global
costs as a function of the different levels of energy savings were identified by adopting a sequential
search optimization technique on discrete packages of measures to consider realistic design options.
Because EU regulation establishes that measured costs have to be determined as a function of market
investigations, a local regional data base [43], coherent with the locations and the construction times,
was adopted. These lists include the installation costs, the transportation and the costs concerning the
rental of machinery and equipment, provided per unit of surface or per component. The regional price
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lists guarantee cost uniformity across the involved territory, as well as adequacy to the market value,
defining average costs for every component and material. In Table 6, the investment costs, as well
as the main specific costs concerning the envelope and technical plants for the building benchmark
located in the two climatic zones, are listed. It is worth mentioning that in the financial projection, a
VAT of 4% was applied to the EEM components that were involved. Clearly, in zone F, the greater
insulation thicknesses and the windows equipped with triple pane were major initial investments
when compared to the RB in zone B (about 17%), as well as the air-conditioning plant due to the greater
required heating power and the correspondingly larger size heat pumps. Taxes, excises and other
charges were not considered in the macroeconomic projections. At annual level, the sustained costs
were considered to involve building–plant management (running costs) and ordinary maintenance. In
the formation of the running costs, by considering that the adopted energy carrier was represented
exclusively by electricity, an average energy cost was evaluated at national level by considering the
price determined for the quarter January–March 2019 [41]. In this regard, in BEopt, a user-specified
electricity price as a function of the time of intended use, was implemented. In particular, three hourly
intervals were set and distinguished with F1, F2 and F3 [41]. The corresponding electricity prices are
listed in Table 7 including, in the financial projection, excises of 0.0227 €/kWhe and VAT of 10%. The
same costs were reported without charges for the implementation of the macroeconomic projection.
The PV electricity surplus delivered to the grid, due to the very limited average sales price (about
0.04 €/kW) [44] and the different production achievable among the climatic zones considered, was
neglected and not included as positive cash flow to reduce the annual running costs. Finally, periodic
costs were considered for the substitution of components due to obsolescence and wear, assuming the
replacement times listed in Table 8 [9]. Building-envelope components were not replaced during the
lifespan considered, whereas HVAC systems, HPWH and PV panels were changed at least one time
during the economic analysis. These features allow for the depiction of the annualized energy-related
costs corresponding to the different packages as a function of the net primary energy from fossil
fuels. The annual CO2 emissions costs for every building configuration were quantified only in the
macroeconomic projection.

Table 6. Initial investment costs required for the reference building (RB) in climatic zones B and F,
classified as a function of the main expense components.

Total Initial Investment

Components
Financial Projection Zone F Macroeconomic Projection

Zone B Zone F Zone B Zone F

Costs (€) Costs (€) Costs (€) Costs (€)

External Walls 849,937 1,148,000 798,197 1,078,116

Top Floor + Roof 79,666 103,389 73,300 95,128

Foundations + Basement 25,157 35,717 23,303 33,084

Internal Partition + Floor decks 300,327 300,327 283,074 283,074

Windows & Doors 127,384 146,883 103,667 119,536

Rolling shutters 25,154 25,154 20,770 20,770

Air Conditioning 257,265 266,252 205,860 213,051

Domestic Hot Water 115,832 115,832 91,230 91,230

PV Generator 25,766 25,766 21,262 21,262

INITIAL INVESTMENT 1,806,488 2,167,320 1,620,663 1,955,250
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Table 7. Average electricity price determined for the quarter January–March 2019 concerning the Italian
market, as a function of the three intervals defined by the time for intended use.

Italian Electricity Price (€/kWhe)

F1: from Monday to Friday
8:00–19:00

F2: from Monday to Friday
7:00–8:00 and 19:00–23:00

Saturday 7:00–23:00

F3: from Monday to Saturday
23:00–7:00

Sunday and Holidays

Financial 0.19615 0.18613 0.18613

Macroeconomic 0.15384 0.14482 0.14482

Table 8. Replacement times assumed for the main building–plant system components in a lifespan of
30 years.

Considered Duration (years)

Typology Components/Systems Years

Building envelope

Concrete masonry unit Not replaced

External insulation system Not replaced

External plaster 30

Windowed system 30

Roof slab Not replaced

Roof covering 30

Foundations Not replaced

HVAC Heat pumps 15

HPWH Heat pump water heater 12

Renewable system PV generator 25

4. Results and Discussion

Every package of measures was characterized by a precise value of the annual primary fossil
energy demand and the corresponding energy-related annualized costs, opportunely plotted. Thus,
the set of the packages considered determined a graph where the frontier points in the lowest part
denote the Pareto front, representing the geometrical place that joins the optimal outcomes with a
broken line. No points can be detected beyond the Pareto front, with the EEMs close to the y-axis that
indicate interventions characterized by lower primary energy demands but higher costs, whereas the
points close to the x-axis represents interventions that lead to lower costs but higher primary energy
requirements and CO2 emissions. Usually, the solution with the lowest annualized energy-related cost
identifies the cost-optimal solution. In the graphs, only some representative points with remarkable
results were highlighted. In particular, in every graph the points listed in Table 9 were emphasized.

Moreover, the other three combinations of interventions belonging to the Pareto front were
considered, because these were representative of other alternative cost-effective solutions, and are
indicated as OP1, OP2 and OP3. For every point considered, the deviances with COS (cost-optimal
solution with the lowest annualized energy-related cost) were determined both in terms of costs and
energy demands. The same procedure was carried out for both scenarios, in order to evaluate the
differences between the building configurations considered when two different approaches concerning
the economic analyses were carried out. Furthermore, in the macroeconomic projection, COS and RB
(building benchmark designed as a function of the minimal energy performance levels) should be very
close in order to verify if minimal energy performance levels were formulated as a function of the
cost-optimal solution, as stated by the European regulations.
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Table 9. Points indicating of the more representative building configurations.

Point Description

COS Cost-optimal solution with the lowest annualized energy-related cost

RB Building benchmark designed as a function of the minimal energy performance levels

EEB Building configuration with the lowest primary fossil energy demand

PEJ Pejorative solution than minimal energy performance levels

MEC Building configuration with the highest energy consumption

MC Building configuration with the highest cost

OP1 Other building configuration belonging to the Pareto front

OP2 Further building configuration belonging to the Pareto front

OP3 Further building configuration belonging to the Pareto front

4.1. Cost-Optimal Analysis with Financial Projection

In accordance with the standard EN 15459, the annualized energy-related costs against the fossil
primary energy demand provided by BEopt for climatic Zone B are shown in Figure 3. In Table 10, the
results corresponding to the constructive solutions for each point considered are specified.

Figure 3. Annualized energy-related costs plotted against primary energy demands for the more
representative EEMs analyzed for the warmer climatic zone B, including a financial projection.

Clearly, for the climatic context considered, the deviances in terms of cost between the COS and
the RB point are evident; the latter produces an annualized extra cost of 1900 €, against a primary
energy saving of 2.4 kWh/m2. It means that, for the considered location and from the financial point
of view, investors should prefer a solution energetically less efficient than that suggested by Italian
legislation, because the reduction of the costs related to the attainment of the COS measures prevails
on a slight annual running cost growth due to the higher electricity consumption. Moreover, the
cost-optimal solution is placed on the right side of the graph, meaning that in the warm location
the point economically looks more favorable toward greater energy consumption. The EEB solution
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allowed for reducing the primary energy demand to 24.9 kWh/m2, with an energy saving of 17% and
26.5% when compared with RB and COS, respectively. However, the annualized extra cost increase
of 3250 € (+25%) and 1300 € (+8.7%) make the result unattractive. The solutions OP1 and OP2 offer
similar costs to the COS solution; however, the primary energy demands are slightly higher, therefore
these packages of interventions are not recommended. Conversely, OP3 determined an augmented
annualized global cost of about 1300 € (+10%); however, the primary energy demand was reduced
significantly to 27.3 kWh/m2, resulting in OP3 being more favorable than EEB. Finally, the PEJ point
produced similar results to the MEC point and both were more expensive than COS. Therefore, the
running cost growth due to the limited insulation thicknesses and the cheapest installed window
system prevailed on the reduction of investment expenses. The analysis of the values listed in Table 10
suggests that in the warm location, the solution of a scarcely insulated ground slab is always preferred,
whereas reduced insulation thicknesses in the dispersing vertical walls are recommended when triple
pane systems are installed. Considering the cooling-dominant location, in fact, in summer the first
allows for dissipation of thermal power toward the soil, and the second one permits the attainment of
the best compromise between the augmentation of thermal losses and the limitation of solar gains.
It is worth highlighting that, conversely to the cost-optimal solution, the EEB requires an envelope
that is highly insulated, excluding the ground floor and glazing with reduced normal solar gains. The
COS point, instead, requires only a large insulation thickness on the second last floor, whereas the
thicknesses inside the vertical walls and ground slab are halved compared to those imposed by minimal
energy performance levels. This is in agreement with [45], where excessive insulation thicknesses are
not recommended for an office building in a warm climate, with thicknesses that have to be further
reduced in the presence of high internal gains. In another investigation [11], instead, a reference office
building in a warm climate met the nZEB target in conjunction with a favorable economic frame only
when the building fabric is characterized by high thermal inertia.

Table 10. Detected optimal constructive solutions concerning different energy efficiency measures
(EEMs) for climatic zone B (VWT, insulation thickness in vertical wall; GST, insulation thickness in the
ground slab; SFT, insulation thickness in the second last floor; GS, glazing system).

EEMs VWT GST SFT GS

PEJ 4 cm 4 cm 4 cm Double pane

OP1 4 cm 4 cm 8 cm Double pane

OP2 4 cm 4 cm 12 cm Double pane

OP3 8 cm 4 cm 12 cm Triple pane

RB 8 cm 8 cm 10 cm Double pane

EEB 12 cm 4 cm 12 cm Triple pane

MEC 4 cm 12 cm 4 cm Double pane

MC 12 cm 4 cm 4 cm Triple pane

COS 4 cm 4 cm 12 cm Triple pane

Moving to the climatic zone F, as shown in Figure 4, a different trend of the points depicting the
several EEMs was detected. It seems that a major number of cases were analyzed when compared
to the warm location, actually for the latter, some points are very close and tend to overlap due to
the lower primary energy demands. The colder climatic zone involves greater heating requirements,
consequently a noticeable increment of the net primary energy demand determined higher annualized
energy-related costs. Consequently, for this case, the cost-optimal solution looks toward measures
with reduced energy requirements. This effect is further amplified due to the scarce employment of the
renewable sources related to the limited solar irradiance availability, and scarce PV production as a
consequence, and the outdoor air temperatures that affect negatively the heat pump’s performance in
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the winter. Comparison with Figure 3 shows a consistent limitation of the gap between the COS and
the RB points. Nevertheless, in comparison with the warm location, the minimal energy performance
levels determined a worsening of both the energy and economic scenarios, detecting a greater primary
energy demand of 2.1 kWh/m2 and an extra cost of 829 € per year compared to the cost-optimal
solution, meaning the minimal energy performance levels should consider insulation thicknesses
slightly greater than those currently imposed. In addition, the distance between the EEB and COS
points is more limited than that determined for the warm location, with the first producing a reduction
of the primary energy demand of 6.2 kWh/m2 with an extra cost of 1356 € per year, confirming
that the employment of insulated envelopes is suggested to match more closely the cost-effective
solutions. The other considered EEMs provided, in every case, worsening results and therefore should
not be taken into account. In particular, the worst package of measures is represented by the MEC
point, representative of a medium-insulated envelope, with annualized energy-related costs similar
to the MC point. Evidently, these building configurations determined a noticeable increment of the
running costs that prevail on the reduction of expenses required for these packages. In Table 11, the
results corresponding to the constructive solutions for each point considered were specified for the
respective climatic zone. The only differences between COS and EEB concern the employment of a
lower insulation thickness in vertical walls. Window systems equipped with triple pane are required
to prevent, this time, excessive thermal losses during winter rather than to limit solar gains in summer.
It is worth noticing that OP1 and OP2 allowed for the attainment of annualized energy-related costs
limited to values lower than 1000 € per year when compared to COS, despite the employment of double
pane windows. In addition, OP3 considered the same insulation thicknesses as OP2 but involving
triple pane windows; however, the economic and energy scenarios worsened further, meaning that in
this location the best compromise between thermal losses and solar gains also has to be identified.

Figure 4. Annual energy-related costs against primary energy demands for different EEMs analyzed
for the colder climatic zone F, including a financial projection.
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Table 11. Detected optimal constructive solutions concerning different EEMs for climatic zone F (VWT,
insulation thickness in vertical wall; GST, insulation thickness in the ground slab; SFT, insulation
thickness in the second last floor; GS, glazing system).

EEMs VWT GST SFT GS

PEJ 10 cm 10 cm 10 cm Double pane

OP1 15 cm 10 cm 15 cm Double pane

OP2 15 cm 15 cm 15 cm Double pane

OP3 15 cm 15 cm 15 cm Triple pane

RB 15 cm 15 cm 18 cm Triple pane

EEB 20 cm 20 cm 20 cm Triple pane

MEC 10 cm 10 cm 10 cm Double pane

MC 20 cm 10 cm 10 cm Double pane

COS 15 cm 20 cm 20 cm Triple pane

4.2. Cost-Optimal Analysis with Macroeconomic Projection

The same calculations were repeated for the localities by adopting the macroeconomic projection.
It is clear that the point distribution is similar to the prior cases, however, a noticeable limitation of the
annualized energy-related cost gap was detected. This limitation is due mainly to two factors:

1. The more limited EEMs cost due to the exclusion of taxes,
2. The lower annualized energy-related costs according to electricity prices considered without VAT

and excises.

These effects prevail on the reduction of the discount rate that, conversely, produced greater
annualized energy-related costs compared to the financial scenario when projected to the initial year.
The combination of these items determined a downshift more or less constant for all of the EEMs,
however, few differences among the points’ position can be observed due to the different CO2 emission
costs among the investigated interventions. In Figure 5, the results of the macroeconomic projection
are shown for the warm location, whereas Table 12 lists for the more representative packages the
annual CO2 emission, their costs, energy-related costs of financing and macroeconomic projections
highlighting the differences. The deviance of the annualized energy-related costs between EEB and
MEC, representing respectively, the better and the worst EEM from the point of view of energy
consumption and CO2 emission, is only 210 € per year. Therefore, the inclusion of the CO2 emission
costs in this location did not affect the results noticeably. Indeed, the CO2 emissions in the formation of
the annualized energy-related cost contribute from a minimum of 4.5% to a maximum of 7.5%; however,
they did not modify the optimal building configuration and the point distribution. Nevertheless,
expensive EEMs producing limited running costs, for instance MC, EEB and RB, provided higher
differences between the two projections, meaning a major role of interventions cost compared to the
running cost. Consequently, the results of the macroeconomic scenario are more precautionary in
presence of buildings with high-energy performances that do not match the cost-optimal solution.
Conversely, the differences decrease compared to the two cost-effective interventions and the minimum
gap that was detected with OP2. Clearly, the macroeconomic scenario highlighted a consistent
reduction of the cost gap between RB and COS, passing to 1000 €when compared with the financial
projection (−45%). Nevertheless, in the warm location, the cost-optimal solution provided with the
macroeconomic projection, also in this case, did not match the minimal energy performance levels,
therefore the latter should be revised for the considered building typology.
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Figure 5. Annualized energy-related costs against primary energy demands for the more representative
EEMs analyzed for the warmer climatic zone B, including a macroeconomic projection.

Table 12. CO2 emissions and corresponding cost for the EEMs considered and comparison between the
annualized energy-related costs (AERC) determined for the financial and macroeconomic projections
in the warm location.

CO2 Emissions
(Tonnes/Year)

CO2 Emission
Cost (€/Year)

Macroeconomic
AERC (€/Year)

Financial
AERC (€/Year)

Difference
Macro/Financial (€/Year)

PEJ 33.3 666 8841 13,745 −4904

OP1 31.4 627 8490 13,229 −4739

OP2 30.5 610 8396 13,105 −4709

OP3 25.3 507 9001 14,390 −5389

RB 27.0 540 9360 14,933 −5573

EEB 22.9 458 10,024 16,272 −6248

MEC 33.4 668 9009 14,030 −5021

MC 25.8 516 10,500 16,940 −6440

COS 29.1 583 8319 13,034 −4715

The same evaluations were carried out for the building located in the cold location, as depicted in
Figure 6; it is clear that the macroeconomic scenario produced a more evident limitation in the cost gap
between the RB and the COS points, now separated by 300 € per year with a percentage deviation of
62%, when compared with the financial projection. Effectively, the latter confirms that minimal energy
performance levels seem to be developed not far from the cost-optimal solution but exclusively for
cold climatic context. In Table 13, the emitted CO2 and corresponding costs are listed, as well as a
comparison between the annualized energy-related costs determined for the two economic scenarios.
The colder climatic context, due to the major heating requirements, made the role of CO2 emission
cost more influential, with an average percentage of 8% of the annualized energy-related cost. In this
case, the running cost is augmented and significant for the quantification of the deviances between
the financial and macroeconomic projection, as demonstrated by the EEMs with the greatest energy
consumptions (MEC and PEJ). OP1 becomes the solution that allows for minimizing the gap between
financial and macroeconomic projections.
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Figure 6. Annualized energy-related costs against primary energy demands for more representative
EEMs analyzed for the colder climatic zone F, including a macroeconomic projection.

Table 13. CO2 emissions and corresponding cost for the EEMs considered and comparison between the
annualized energy-related costs (AERC) determined for the financial and macroeconomic projections
in the cold location.

CO2 Emissions
(Tonnes/Year)

CO2 Emission
cost (€/Year)

Macroeconomic
AERC (€/Year)

Financial
AERC (€/Year)

Difference
Macro/Financial (€/Year)

PEJ 96.3 1926 22,998 35,306 −12,308

OP1 79.4 1588 19,724 30,429 −10,705

OP2 80.7 1614 19,945 30,749 −10,804

OP3 81.3 1625 20,024 30,861 −10,837

RB 70.3 1407 19,413 30,686 −11,273

EEB 62.7 1253 19,729 31,213 −11,484

MEC 96.3 1926 22,998 35,306 −12,308

MC 79.0 1581 22,869 36,604 −13,735

COS 68.4 1368 19,098 29,857 −10,759

5. Conclusions

The cost-optimal analysis was used to design a new multistory building in two contrasting climatic
zones of the Mediterranean area in order to identify the best building envelope configurations. The latter
designed to verify the current regulations in terms of energy performance levels for the climatic zones
considered were used as benchmarks (RB). The main investigated parameters concern the insulation
thickness in the dispersing opaque walls and the windowed system, with an unvaried air-conditioning
plant to meet regulation constraints on the integration of renewable systems in buildings. The analyses
were carried out by a financial approach (for private investors) and a macroeconomic projection
(to plan regulations) by highlighting the differences among the detected optimal measures. Mainly,
financial and macroeconomic projections provided the same cost-optimal solutions. Nevertheless,
with a macroeconomic projection, the RB matches the cost-optimal solution only in the cold location,
whereas in the warm climatic zone a noticeable deviance was detected and a less insulated envelope
equipped with triple pane systems is recommended. In particular, a scarcely insulated ground floor
allows for the transfer of thermal power to the soil during summer, limiting the cooling requirements.
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Furthermore, lower insulation thicknesses in vertical opaque walls equipped with triple pane windows
represent at an annual level the best compromise between thermal losses and employment of solar
gains. Consequently, in the warm location, the minimal energy performance levels set for the RB
should be revised, because less insulated building configurations allow for a reduction of the initial
investment that prevails on a slight augmentation of the running costs. Regarding the cold climate,
the macroeconomic projection produced a noticeable reduction of the cost gap between RB and the
cost-optimal solution, however, a combination of measures that further reduce the thermal losses
through the envelope are suggested. Nevertheless, the results confirm the good agreement between
the measures imposed by regulation and the cost-effective solution.

The cost-optimal analyses carried out by the financial projection highlighted a major gap between
the RB and cost-optimal solutions, especially for the warm location. In particular, the RB showed a
greater annualized energy-related cost increment. Therefore, from the perspective of private investors,
a further distance growth between the two points, equal to 859 € per year, 82% higher than the
macroeconomic scenario, was detected. The role of the CO2 emission on the points’ distribution is
marginal, by considering that the annualized energy-related costs varied between 4.5% and 7.5%.
This is due to the favorable application of renewable systems connected with the advantageous
climatic conditions. In the cold location, a distance growth between RB and the cost-optimal solution
was detected again, this time at 514 € per year (+ 163%). However, the role of the CO2 is more
significant with an average weight of 8% on the global costs, due to the greater energy consumptions
for heating. When the distance of the points denoting the several combination of measures is compared
between the two economic projections, the deviances were more evident in the presence of expensive
interventions in the warm location, denoting a greater role of the investment costs than the running
costs. Conversely, the greatest deviances were detected also in correspondence to interventions with
large energy consumption in the cold location, due to the major role of the CO2 emissions. Globally, the
financial projection tends to provide results close to the macroeconomic projection in warm climatic
zones or in the presence of a high percentage of primary energy covered by renewable sources.
However, the macroeconomic scenario returns a more limited distance between the minimal energy
performance levels and the cost-optimal solutions, therefore it is far from the real economic frame
sustained by private investors.

Despite the regulations being susceptible to further improvements, especially in warm climates, the
results produced by the two projections confirm the possibility to design highly efficient buildings in the
context of a sustainable economic frame. Regarding the required costs, the role of the renewable systems
is marginal when compared with the other items, producing beneficial effects on the environmental
impact point of view. In this way, the cost-optimal analysis can support the diffusion of more sustainable
edifices because it is confirmed that use of this tool can effectively limit energy consumption in buildings
and increase benefits for the society. Therefore, this approach is highly recommended in countries
where directives concerning building energy performances are not yet promulgated.
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Abstract: Sicily is characterized by rural buildings, Palmenti, destined to wine production, which
are scattered along the countryside and part of the local historical heritage. There are different
types of rural buildings, but all have in common the use of ancient and well-established bioclimatic
techniques for wine conservation and aging. Most of them were built with the double function of
living space for the owner and productive spaces for all the activities correlated to the cultivations.
Indeed, many rural houses, destined to the wine production, are characterized by wineries and
wine cellars (the first for the wine production, the second to store the wine for the aging process).
The growing production of high-quality Sicilian wines, very appreciated all over the world, leads to
upgrade the ancient Palmenti to seek optimal hygrothermal conditions and, therefore, to guarantee
high performance of the produced and stored wines. The purpose of this study is to investigate how
the retrofit measures taken to comply with the energy regulations could affect the thermal behavior of
a wine cellar constructed with consolidated bioclimatic technics. The results show the importance of
not insulating the solid ground floor for maintaining suitable temperatures for the fermentation and
aging of wine. This study can be useful for future analysis when comparing the optimal hygrothermal
conditions of wine cellars located in homogeneous viticultural areas (with same climate, geology, soil,
physical features, and height) in other parts of the world.

Keywords: bioclimatic strategy; traditional constructive technology; wine vinification; energetic retrofit

1. Introduction

The European Commission provides for reducing building energy consumption through the
Energy Performance Building Directive 2002/91/EC [1] and 2010/31/EU [2]. The first directive is focused
on new buildings while the second is concerned with existing buildings, not only when subjected
to major renovation, but also when the building’s technical elements and/or technical systems are
retrofitted or replaced [3–5]. In the Eastern Sicilian territory, on the slopes of Etna volcano, the grapevine
has the most widespread cultivation. The millenary viticultural tradition of the Mount Etna area
dates back to Greek and Roman domination. Since 1968, Etna wines have acquired the Registered
Designations of Origin (R.D.O.) denomination, established by Decree of the President of the Italian
Republic on 11 August 1969 (one of the oldest in Italy) and today, Sicilian wines are highly valued
throughout the world [6].

The vineyard, following the orography of the ground, hosts a number of diverse rural constructions
adapted on the height of the site [7]. Between 700 and 1000 m above sea level, there are two prevalent
kinds of farm buildings: two-story rural houses with the winery and warehouse on the ground floor
and the owner’s residence on the top floor, or small-sized buildings with a single room for wine
pressing and storage in small barrels (Palmenti). The rural buildings of the Eastern Sicilian territory
have a historical importance due to their cultural and architectural value. These buildings present

Energies 2020, 13, 3237; doi:10.3390/en13123237 www.mdpi.com/journal/energies127



Energies 2020, 13, 3237

elements of historical, ethnic, and anthropological interest, and are often subject to protection by the
competent authorities. As it will be shown, this Etnean rural and vernacular heritage is significantly
homogeneous concerning the use of local building materials, constructive technologies, traditional
passive design features, indoor planimetric organization, and morphological aspects [8]. The rural
houses are characterized by generally squared volumetry and lie on the natural irregular ground. Thus,
farm buildings are organized on different levels which ensure that pressed grapes (must) naturally
flow downwards through the vats into the tank. Despite the rural houses not having been constructed
based on geometric plans, they always complied with a few features of simplicity and common sense
considering the exposure, the sunlight, the view and many other bioclimatic aspects [9].

The Mediterranean climate heavily influenced design choices of the rural houses, which are
constructed with natural materials and bioclimatic solutions, with the aim of mitigating winter and
summer climatic extremes. Rural buildings display structural and thermophysical characteristics
suitable not only for hygrothermal comfort and wellbeing of the occupants, but also for aging and
conservation of the wine. The rural house exposure takes advantage of the natural ventilation provided
by the winds of the Mount Etna area, which ensures that the building is always cooled. The rural
houses are built by lava stone masonry (60 cm thick) with a loadbearing and buffering function.
Moreover, the great mass, typical of high-density materials that characterize traditional architecture
of Mediterranean area, improves the energy performance of the building envelope and guarantees
thermal and acoustic comfort [10]. The building envelope behaves as a thermal flywheel and modulator
element of the heat flow between the outside and the inside. This leads to a reduction of thermal load,
especially in summer periods, increasing the temperature gap between the interior and exterior to more
than 10 ◦C, and therefore improving indoor thermal comfort [11]. The openings are small, especially on
the south exposure, preventing direct radiation and excessive heat transmission in summer days.
The solid ground floor insulation is guaranteed by the fact that often the buildings are separated
from the foundation ground by a widespread “crawl space”, which physically separates the building
from the foundation ground, therefore diminishing both energetic dispersions and rising dampness.
In addition, the building’s ceiling is often tall enough to guarantee adequate and natural ventilation for
the indoor spaces. Furthermore, the roof stratigraphy is usually composed by a loadbearing wooden
structure (beams and rafters) covered by intertwined canes and roof tiles [12]. In addition, the rural
houses are often characterized by other elements that help mitigate climatic conditions that are typical
of traditional dwellings in the Mediterranean area, such as loggias, balconies, verandas, pergolas,
openings [13].

State of Art on Farm Wineries Thermal Performance

All materials and low energy and passive solutions not only made the rural houses comfortable,
but allows for the control of the internal microclimate; this aspect is of fundamental importance
concerning winemaking and conservation of wine, whose production and conservation activities
were always located along the north façades or, when it was possible, in the basement, in order to
preserve the quality of wine [14,15]. Temperature control during the winemaking process and storage
of wine is of paramount importance for the final quality of the wine. Indeed, temperature affects
the activity of enzymes, which are involved at various stages in the whole wine production process.
In fact, enzymes and bacteria are already present in the grape and may influence its degradation
during the mush–maceration phase or affect the final aroma of wine through oxidation. As it is known,
the activity of micro-organisms always depends on the temperature of the surrounding environment.
From a metabolic point of view, a temperature range from 20 to 25 ◦C is very favorable for alcoholic
fermentation [16]. But at that temperature the fermentation activity becomes too strong and some
aromatic compounds can diminish. Thus, in general, alcoholic fermentation should be operated at
temperatures from 15 to 18 ◦C to achieve a satisfactory result [17] and make the wine age slowly,
without losing quality [18]. Moreover, in Sicily, wine is traditionally bred and stored in wooden barrels.
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Authors in general agree that relative humidity is of secondary importance when it comes to wine
aging: in general, a high relative humidity is good because it reduces losses due to evaporation, but it
is important to note that those high values should not produce mold in the barrels; ventilation can help
in reducing mold-growth risk [18]. At the stage of aging, the stability of air is very important, and it
should range between 12–16 ◦C (lower temperatures during winter would make wine aging slower)
with a relative humidity between 70–82% (to prevent from mold growth in poorly ventilated spaces).
In general, the more stable the wine cellar is, the less contraction–expansion phenomena will affect
the quality of the wine. That is the reason why historically, some types of building were claimed to
be more suitable than others to host some food industry like wineries; in particular, underground or
partially underground building solutions, with massive envelopes, were constructed to maximize their
thermal inertia, thus preventing effects from outdoor climate swings [19,20].

A common feature between traditional wineries from all over the world is the attention given to the
relation between the envelope and the foundation ground. In this sense, many authors [21] confirmed
that is precisely the thermal stability given by the contact with the ground, which makes traditional
buildings (underground and partially underground) so competitive when compared to contemporary
wineries (usually built aboveground and often provided by HVAC systems). Some authors proposed
an analytical model to predict the thermal interaction between the wine cellar and underground [22],
but in the following paragraphs we will explain that in our case study, the contact with the ground
is slightly different. As Tinti et al. [22] point out, from the second half of the Twentieth Century,
underground buildings were progressively abandoned and substituted with single-story aboveground
buildings where indoor temperature and humidity are controlled by air-conditioning systems. Use of
HVAC systems to maintain appropriate indoor temperatures and humidity is correlated to surrounding
environmental conditions and, in some areas, it was quantified that 50% of the total energy demand is
for wine production [23]. It is thus understandable why so much effort in recent years was focused on
decreasing energy consumption in the food industry, in general, and in farm wineries [24]. Currently,
renewed attention is given to historic small and medium farm wineries, which play a key role in the
Italian wine sector [19] for their overall production, for the close relations exchanged with surroundings
economies and landscapes, and for their good thermophysical performance.

Our study moves from these considerations with the aim to confirm (1) the effectiveness and
efficiency of traditional wine cellars to maintain adequate indoor thermal conditions, thanks to
ancient passive design solutions, and, subsequently, (2) to investigate which possible retrofit energy
solutions could simultaneously comply with the Italian energy-saving regulation, improve indoor
thermal stability, and guarantee the aspect of correct temperatures for the aging and storage of wines.
The improvement of the hygrothermal condition for traditional wine cellars and, therefore, the resulting
energetic retrofitting, is more notably motivated by the high quality required by the DOC denomination
of Sicilian wines. The results of the study underline how a “proper balance between traditional
bioclimatic ideas and modern technologies” [25] must be pursued and prioritized, in justified cases,
over the national and international energetic regulations.

The results of the study are not merely useful for an in-depth study of the appropriate retrofit
strategies aimed at optimizing the conservation and production conditions of wine in local wineries,
but above all they could represent a useful feedback for similar research conducted in other parts of
the world that share the same characteristics in terms of geology, pedology, climate, and topography.
Obviously, the previous technical considerations are strictly related to other factors that contribute
to the quality of the final product, which are the so-called organic factors (vine, rootstock) and the
anthropogenic ones (cultivation techniques and oenological practices) [26–28].
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2. Materials and Methods

In many cases, the palmenti of Eastern Sicilian territory are used for vinification, aging,
and conservation of the wine. The retrofitting and/or the functional reorganization of vernacular
buildings involve a change in the internal environmental conditions (temperature, relative humidity,
quality of the air, lighting, etc.). Thus, attention must be paid to the improvement of energy performance
of the building envelope. Since the thermal performance of buildings and the influences of thermal
mass and passive strategies can be evaluated only through dynamic thermal simulations [29–31],
the authors investigated the thermal performance of a vernacular building in free-running conditions,
i.e., without any energy systems for indoor air conditioning. The thermophysical properties of
the building were deduced by archival data, endoscopic inspections, and in situ measurements.
Starting from an instrumental diagnosis based on heat flow meter and temperature probe data,
a calibrated building model was created and yearly dynamic simulations were performed to evaluate
the influence of different retrofit measures on the internal microclimate that is of fundamental
importance for wine making and conservation of wine. The heat flow meter allowed estimation
of wall thermal transmittance; the temperature probes were employed to measure air temperature
inside the construction. Indoor humidity measurements were also carried out. The measurements
were conducted using a climate measuring instrument, Testo 445, and a Thermozig heat-flux meter,
according to ISO 9869. The weather data recorded by a local meteorological station were used as input
for building simulation. Detailed dynamic thermal behavior and compliance with the normative in
force of the buildings were analyzed using the software tool Design Builder, which is based on the
calculation engine of Energy Plus. The building simulation model was calibrated using the temperature
measured inside the wine cellar. The model validation was carried out by calculation of some statistical
indices. The Mean Absolute Error (MAE), Mean Bias Error (MBE), Coefficient of Variation of the Root
Mean Squared Error (CVRMSE), coefficient of determination (R2) [32], Pearson correlation coefficient
(r), and index of agreement (d) were calculated with the aim of evaluating the reliability of the numerical
model [33].

Starting from the results of the annual dynamic simulations, it was possible to assess the suitable
energy retrofit solutions to obtain the optimal thermo-hygrometric values for winemaking and
conservation of wine. For the sake of brevity, from the yearly analysis, the authors extrapolated and
analyzed the thermal behavior of the palmento in two representative weeks: 27 January–5 February
and 5–14 September. The two weeks selected had the most extreme temperature and humidity values,
and are fundamental for the fermentation, aging, and storage of wine on the Etna Volcano area.
The winter week chosen is the coldest representative week of winter season and, moreover, is the
week in which the wine is already suitable for consumption, with further possibility of improving
its qualities by means of aging and storage. The summer week chosen corresponds to the typical
harvest week and to the beginning of the long and delicate process of wine aging in order to confer
the distinctive typical flavor; additionally, it is also the ending-week of the summer season, which is
characterized by the highest temperature values.

3. Case Study: The Wine Cellar

3.1. Description of the Building Features and Constructions

The building (Figure 1) is located in Santa Maria di Licodia (latitude 37.66◦, longitude 14.92◦,
Southern Italy), built during the late Eighteenth Century and currently used for production and storage
of wine. The palmento has an overall net floor surface as large as 726 m2. The property is located
outside the town center, in Contrada Cavaliere, in a large area occupied by various kinds of cultivations
close to the wooded areas of Etna volcano.
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Figure 1. (a) The north façade of the wine cellar; (b) internal room of the wine cellar.

This building is undoubtedly representative of the rural building stock of that area. The main
material used for the opaque envelope consists of rough-hewn stones obtained from remote lava fields
of the Etna volcano, arranged with a lime mortar. This construction technique was very widespread
in the Etna volcano area up until the end of the 1950s, and it is still quite common due to the great
availability of volcanic rock. The exterior side of the wall is covered with a thick layer of lime-based
plaster and its aggregate a volcanic sand derived from Etna activity, which is a local construction
tradition. Lava stone masonry provides high thermal inertia, which is particularly suitable for the
climate in this area; indeed, the summer season is quite long and hot, with peak daily outdoor
temperatures that may easily exceed 35 ◦C. The thickness of the walls ranges from 60 to 80 cm.

Thermal transmittance of the walls was measured by using a heat flux meter. The heat flow plate
and the external temperature probes were applied on a north-facing wall to avoid direct solar radiation.
In agreement with standard ISO 9869, measurement time was chosen equal to three days (from 13 December
until 16 December 2017). A value of thermal transmittance equal to 1.780 W/m2 K was measured.

As a result of the transmittance measurement of the walls and their stratigraphy known by
endoscopic inspections, the thermal conductivity of basalt stone with mortar was acquired by means
of an inverse analytical expression for the calculation of U-values according to ISO 6946. The values of
density and specific heat used to characterize the layers of the walls were acquired by ISO 10351.

Table 1 reports the thermophysical properties of the external walls for the building in its
current configuration.

Table 1. Thermophysical properties of the external walls for the building in its current configuration.

Layers (from Inside to Outside) s (m) λ (W/m·K) ρ (kg/m3) Cp (J/kg·K) R (m2·K/W)

Internal surface resistance - - - - 0.13
Basalt stone with mortar 0.78 2.47 2550 1000 0.32

Plaster (lime) 0.02 0.80 1600 1000 0.025
External surface resistance - - - - 0.04

The building is also characterized by a traditional wooden pitched roof constructed as follows
(from bottom to up): a double system of beams (main beams and rafters), an intertwined canes mat,
and the typical terracotta roof tiles. This type of roof shows a U-value around 1.477 W/m2·K.

The windows are single-glazed and with wooden frames (U = 4.82 W/m2·K). The solid ground
floor of the wine storage room is unpaved, and it consists of a tamped earth floor (made of a mixture of
clay, gravel, and sand), laid over the top of a subfloor composed of a crawl space.

Generally, for a traditional tamped earth floor, the topsoil (with organic matter) is removed
and filled up with a well compacted inorganic soil (composed of a mixture of clay, sand, gravel).
More specifically, a 10 cm-thick barrier layer of clay-rich soil is first applied to a plane level and
compacted. Then, a 20–25 cm layer of coarse to medium gravel is added, which acts as a capillary break.
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Finally, 20 cm of tamped earth is compacted in layers approximately 6–7 cm thick. The consistency of
the tamped earth material at the time of installation is semisolid to rigid. Each layer is thoroughly
compacted and left to dry before the next layer is added. After leveling and compaction, the earth
screed, which is the last layer, is additionally tamped with a flat board to tighten the “grain-on-grain”
structure. After that, pore water is released, and the surface gathers a shiny appearance with improved
mechanical strength.

In the crushing and primary (alcoholic) fermentation room, the ground floor is composed of the
crawl space and the earthen layer and finished with lava stone slabs.

The superficial mass (SM) of the building components was calculated using the density values
drawn from ISO 10351 and literature. The thermal transmittance of the roof, ground floor, and windows
were calculated according to ISO 6946, and values of thermal conductivity acquired by ISO 10351 were
used for each layer.

In Table 2, the values of Superficial Mass (SM) and thermal transmittance of the envelope (U)
components are reported together with the threshold thermal transmittance of the envelope (Ulim)
necessary to ensure compliance with Italian regulation [34].

Table 2. Thermal transmittance and surface density of the building components.

Building Components SM (kg/m2) U (W/m2·K) Ulim (W/m2·K)

External masonry 2070 1.78 ≥0.45
Pitched roof 43.8 1.47 ≥0.38

Solid ground floor 190 2.47 ≥0.46
Windows - 4.82 ≥3.20

SM: Superficial Mass (SM); Thermal transmittance of the envelope (Ulim).

3.2. Building Modeling

The dynamic software Design Builder (Version 6.0, Design Builder Software Ltd., Stroud, UK),
a well-known tool based on the calculation engine of Energy Plus, was used to create a model of the
real building. The simulations were performed in free-running conditions (without HVAC system),
referring only to the building used for the wine cellar (Figure 2), while all other adjacent rooms were
considered as adiabatic zones.

 

Figure 2. Design Builder Model of the wine cellar (gray).

According to the measured thermal transmittance value (U-value equal to 1.477 W/m2 K) and to
the endoscopic inspections, the wall’s stratigraphy was built using the software. Moreover, according to
the literature [31,35], the ventilation rate was set equal to 1.5 h−1 considering the air leakage within
the building.
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The model was simulated using the 2017 hourly weather data collected by a meteorological station
located in Santa Maria di Licodia. Files acquired by weather stations of Sicilian Agrometeorological
Information Service were used as input. The model was calibrated using the results of temperature
measurements inside the wine cellar.

As a validation of the building model, the profile of indoor air temperature from the DesignBuilder
simulation and that measured inside the wine cellar were compared. Figure 3 depicts the profiles
of model simulation indoor air temperature plotted against those observed during the period
27 January–5 February 2017.

 
Figure 3. Trend of measured and the model-predicted indoor air temperatures.

The simulated air temperature values have the same trend as that measured. They fit well not
only on the maximum values but also on the minimum values. The good reliability and agreement of
the simulated values are confirmed by the calculation of statistical indexes (MAE, MBE, CVRSME).
Indeed, the value of the coefficient of determination (R2) is equal to 0.90, while the value of the
Pearson coefficient (r) is equal to 0.86. In addition, an index of agreement (d) equal to 0.92 approaching
unity reveals that the simulation model can be considered reliable enough for analysis of the thermal
performance of retrofit strategies based on dynamic simulations. Table 3 summarizes the values of the
statistical indexes calculated for the validation model.

Table 3. Statistical indexes used to validate the building simulation model.

Variables MAE (◦C) MBE (%) CVRSME (%) r (-) R2 (-) d (-)

Indoor temperature 1.53 4.8 6 0.86 0.90 0.92

The Mean Absolute Error (MAE); Mean Bias Error (MBE); Coefficient of Variation of the Root Mean Squared
Error (CVRMSE).

3.3. Retrofit Strategies

In order to carry out the upgrading of the building envelope to comply with the Italian legislation,
some possible interventions [36–38] are contemplated, not only considering the energetic retrofitting
requirement of the rural house, but especially the thermal behavior of the unconditioned space like the
wineries and wine cellars.
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The retrofit strategies essentially consist of:

• application of thermal insulation on the inner surface of the external walls so that the façade is not
disturbed by any intervention, with the aim of not interfering with the architectural attractiveness
of this traditional building;

• replacement of existing wooden roof stratigraphy with an insulated roof with a new wooden
loadbearing structure;

• realization of an insulated solid ground floor;
• replacement of windows components while keeping the chestnut wood as frame material.

The intervention on the external vertical closures is based on the installation of a 4 cm panel
of Aeropan (λ = 0.015 W/m K, cp = 1000 J/kg K, ρ = 230 kg/m3) on the inner side of all masonries.
Aeropan consists of a nanotechnological insulation in Aerogel coupled with a polypropylene breathing
membrane reinforced with glass fiber. Concerning the roof upgrade, a 10 cm insulation layer of hemp
fiber panel (λ = 0.038 W/m K, cp = 1700 J/kg K, ρ = 30 kg/m3) is placed on the wooden planks, upon a
vapor barrier; the insulation is protected from the top by a waterproofing membrane. The upper part
of the roof is completed by wooden laths, which define an unventilated air gap upwards of 8 cm.

The solid ground floor, simply consisting of a tamped earth layer on a crawl space subfloor,
is replaced by a “modern” tamped earth floor. In order to ensure a better distribution of loads for
buildings in seismic areas and to avoid cracks in the clay floor, a concrete screed with electrowelded
mesh was inserted.

Therefore, starting from the original layer of sand and gravel, in the new solid ground floor there
are, in order from bottom to top: a layer of expanded clay granules, a layer of granulated foamglass,
a concrete screed reinforced with electrowelded mesh, and a tamped earth floor. Generally, the earth
floor is finished with four to six coats of oil, often hemp or linseed, then topped with a combination of
soft waxes. This treatment provides sheen and waterproofing to the floor. In our study, we propose
not to complete this finishing to facilitate breathability.

This earthen floor allows regulation of the relative air humidity because clay absorbs water vapor
when the air is too wet, whereas it is able to release water vapor when the air is drier. As some authors
pointed out [39], the physical behavior of raw earth layers is typical of massive porous materials
where coupled hygrothermal mechanisms coexist inside the micropore network geometry; in this case,
the pavement experiences a heat transmission mechanism for materials with a high thermal mass,
with consequent high thermal inertia and heat storage, evaporation, and condensation inside the pores,
resulting from temperature changes produced by thermal waves. An absorption/release of moisture
contained in the pores occurs because of the change in ambient humidity and the influence of rising
dampness [40].

Due to their density and high thermal conductivity, dry earth floors are thermally efficient,
capable of absorbing heat and releasing it gradually over time—the thermal “flywheel” effect.
The English Heritage, in its guidance note titled, Energy Efficiency and Historic Buildings: Insulating
Solid Ground Floors, observes that “the ground itself maintains a surprisingly stable temperature of
around 10 ◦C” [41]. The intervention on the external windows consists in the replacement of the current
single glazing with double glazing (s = 4 mm) separated by an air gap (s = 16 mm) with a chestnut
wood frame. A low emissivity coating (ε = 0.10) on the inner glazing is proposed. Ventilation rate is
set equal to 0.5 ac/h.

The thermophysical properties of each layer that composes the building construction after retrofit
interventions are reported in Table 4.
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Table 4. Thermophysical properties for each layer that composes opaque and glazing components
after retrofit.

a) Wall

Layer s (m) λ (W/m·K) ρ (kg/m3) Cp (J/kg·K)

Basalt stone with mortar 0.78 2.47 2550 1000
Lime mortar 0.01 0.900 1800 1000

Aeropan 0.04 0.015 230 1000
Lime mortar 0.01 0.419 1800 1000

Inner plaster (lime + gypsum) 0.02 0.80 1600 1000

b) Ground Floor

Layer s (m) λ (W/m·K) ρ (kg/m3) Cp (J/kg·K)

Raw earth ground 0.03 0.80 2000 1000
Concrete screed 0.10 1.160 2000 1000

Granulated foamglass 0.04 0.045 125 900
Expanded clay granules 0.10 0.120 280 920

Sand and gravel 0.20 1.200 1700 1000

c) Roof

Layer s (m) λ (W/m·K) ρ (kg/m3) Cp (J/kg·K)

Wooden Plank 0.03 0.15 450 1600
Vapor barrier 0.0002 0.130 950 1800
Hemp panel 0.09 0.038 30 1700

Waterproofing membrane 0.009 0.17 52.50 1800
Air gap 0.08 -

Terracotta tiles 0.02 1.000 2000 840

The values of superficial mass and thermal transmittance of each opaque envelope component
after RIs (retrofitting interventions) are reported in Table 5. It also shows the limit U-values (Ulim)
that the same building components have to comply with the Italian regulation [34] for the climate
zone of Catania. Tables 5 and 6 show the thermal transmittance and superficial mass of the building
components after retrofit interventions (RIs). Moreover, the comparison between the U-values of the
envelope components at the current state and the thermal transmittance of the same components after
retrofit interventions (RIs) are reported.

Table 5. Thermal transmittance and surface density of the opaque components.

Building Components SMRI (kg/m2) URI (W/m2·K) ULim(W/m2·K) ΔU =U–URI (W/m2·K)

External walls 2070 0.315 ≤0.45 1.645
Pitched roof 59.0 0.309 ≤0.38 1.168

Solid ground floor 562 0.460 ≤0.46 2.051

Table 6. Main thermophysical properties of the windows.

Property Unit
Value

Before After

Emissivity of the glazed surface - 0.84 0.10
Glass g-value - 0.85 0.75

Thermal transmittance of the glazing W/m2·K 5.88 2.00
Thermal transmittance of the frame W/m2·K 3.50 3.50

Overall thermal transmittance of the window W/m2·K 4.82 2.70
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It can be observed that the proposed solutions for the building upgrading have lower thermal
transmittance values than the ones imposed by current Italian regulations. It has to be highlighted that
this choice results in a significant thickness of the insulation layer or in the use of very performative
materials in the upgraded building components for satisfying the limit U-values. The results of the
simulations will demonstrate the appropriateness of this choice.

4. Results

4.1. The Building in its Current State

The results of the free-running performance for the current building are shown in Figures 4 and 5.
In Figure 4, the simulated hourly profile of the outdoor temperature (To), the measured indoor air
temperature (Tam), and the simulated indoor air temperature (Tas) can be observed for a representative
week in winter. There is good agreement between the measured and simulated values. The measured
indoor air temperature ranges from a minimum of 10.4 ◦C to a maximum of 15.5 ◦C, and a mean
daily oscillation of 4.1 ◦C is achieved during the period 27 January–5 February. The relative humidity
presents a mean value of 71%, which is suitable for the storage of wine.

 

Figure 4. Daily profile of indoor temperatures at the current state of the building in free-running
conditions during 27 January–5 February.

Figure 5. Daily profile of indoor temperatures at the current state of the building in free-running
conditions during 5–14 September.

The trend of simulated temperature ranges from a minimum of 10.9 ◦C to a maximum of 16.3 ◦C
and a mean daily oscillation of 5.3 ◦C, while the mean value of humidity is 68.8% and not congruent
with the measured value.
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The minimum values of Tam usually occur at 6:00 a.m. and its peak values are at around 3:00 p.m.
The values of indoor temperature testify a good behavior of the building for aging and storage of the
wine in wooden barrels during the winter period, considering that the range of optimal temperature is
from 12 to 16 ◦C. Figure 5 depicts the simulated hourly trend of indoor thermal conditions during
period (5–14 September).

The profile of measured indoor air temperature shows a minimum value of 20.4 ◦C and a maximum
of 22.7 ◦C. Mean daily amplitude of air temperature wave of 3.0 ◦C is obtained.

In summer, the simulated air temperatures values are in good agreement with the measured ones,
oscillating only between 20.3 and 24.0 ◦C. The mean value of humidity measured is 53.5% and is very
close to the one simulated (57.0%).

The minimum values of Tam occur at around 5:00 a.m., whereas its maximum values are at
1:00 p.m. according to the profile of outdoor air temperature. It has to be highlighted that the values of
air temperature are suitable for the alcoholic fermentation of wine because the variation of temperature
of air is included in the range of 20–25 ◦C.

Some peculiarities regarding the constructive technology of our case study—like the lava stone
masonry and the crawl space in the solid ground floor—make our results not immediately comparable
with previous literature. The previous literature review evidence shows that there are few studies
about the indoor thermal behavior of the wine cellars with a massive structure that, together with
differences in terms of orientation, morphological characteristics, and climate conditions, make a useful
comparison difficult.

4.2. Expected Results after Thermophysical Upgrading

The thermal behavior of the building after the upgrading is shown in order to evaluate the
potentiality of the interventions on the performance of storage and fermentation of wine. In this scenario,
all proposed abovementioned technological solutions for building retrofitting are implemented.

For this purpose, Figures 6 and 7 show the results of the simulations with the application of the
retrofit solutions for two representative periods: 27 January–5 February and 5–14 September.

Figure 6. Daily profile of indoor air and operative temperature after retrofit of the building in
free-running conditions during 27 January–5 February.
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Figure 7. Daily profile of air and operative temperature after retrofit of the building in free-running
conditions during 5–14 September.

Figure 6 shows that the hourly profile of air temperature ranges between 12.9–17.7 ◦C and
maximum amplitude of temperature curve about 4.8 ◦C. As a consequence, the indoor thermal state
continues to guarantee adequate conditions for the storage of the wine in the barrels for most of the
investigated period, but the peak values of temperature are always above the upper optimal values.

During the summer period, the indoor temperature is up to the optimal limit due to the application
of the insulation and the replacement of windows with an improvement of air tightness. Indeed,
the profile of temperature of air ranges from 21.7 ◦C to 26.6 ◦C with a maximum daily amplitude
of wave about 5.0 ◦C. As a result, it can be observed that the average indoor temperature (25.1 ◦C)
is higher than the maximum value of temperature for a correct fermentation of wine. The relative
humidity assumes a mean value of 53.8%.

According to these results, the indoor thermal behavior of the retrofit scenario (RI) is worse than
the building’s current state in summer conditions, if alcoholic fermentation and store process of wine
are considered.

4.3. Potential Effects of Insulated Floor on Ground Surface

Comparing the thermal performance of the wine cellar at the current state (TR) and after its
retrofit scenario (RI), it is evident that the implementation of standard energy efficient measures,
applied to a bioclimatic structure, leads to a worst thermal behavior due, basically, to the insulation
of the pavement that plays a fundamental role in heat and mass exchange for the maintenance of
suitable temperature for wine storage and aging. This latter behavior is noticeable in Figures 8 and 9,
where the temperature and humidity trend with (RI) are reported, and without thermal floor insulation
(RI-IGF) and in current state (TR). In addition, in Table 7, the maximum and minimum values of air
temperature, the maximum amplitude of temperature (ΔTa,max), and the average value of relative
humidity (RH) related to the three scenarios mentioned during the period 27 January–5 February are
reported. In Table 8, the maximum and minimum values of air temperature, the maximum amplitude
of temperature, and the average value of humidity related to the three scenarios mentioned during
period 5–14 September are reported.
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Figure 8. Daily profile of air temperature (Ta) in the current state, after retrofit Ta (RI), and retrofit
scenario with uninsulated floor on ground surface (RI-IGF) during the period 27 January–5 February.

Figure 9. Daily profile of air temperature (Ta) in the current state, after retrofit Ta (RI), and retrofit
scenario with no insulated floor on ground surface (RI-IGF) during the period 5–14 September.

Table 7. Maximum and minimum values of air temperature, maximum amplitude of temperature,
and relative humidity of the three investigated scenarios during period 27 January–5 February.

Scenario
Ta,max

(◦C)
Ta,min

(◦C)
ΔTa,max

(◦C)
RH %

Current state TR 16.3 10.9 5.4 71.0
After retrofit RI 17.7 12.9 4.8 63.7

After retrofit with no
insulation on ground floor RI-IGF 16.7 12.2 4.5 65.3

Table 8. Maximum and minimum values of air temperature, maximum amplitude of temperature,
and relative humidity of the three investigated scenarios during the period 5–14 September.

Scenario
Ta,max

(◦C)
Ta,min

(◦C)
ΔTa,max

(◦C)
RH %

Current state TR 22.7 20.4 2.3 57.0
After retrofit RI 26.6 21.7 4.9 53.8

After retrofit with no
insulation on ground floor RI-IGF 25.0 21.6 3.9 54.4

Indeed, looking at the results, it is worth noticing that, in winter, the minimum and maximum
values of temperatures rise, but the optimal value of temperature for wine storage and aging is still
guaranteed. Basically, only the humidity undergoes a decrement from ideal values. However, the peaks
of temperature (RI) exceed the upper limit of 16 ◦C by about 1.7 ◦C. The latter value is lower in the
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RI-IGF scenario configuration by around 0.7 ◦C. In any case, the insulation of the building leads to a
reduction of oscillation between the peak values of temperature as reported in Table 7.

In summer, the thermal insulation applied leads to the overheating of the building and to the
increment of indoor temperatures beyond the optimal values as reported in Figure 9. Indeed, the peak
of maximum temperature is 26.6 ◦C in the RI scenario, on the other hand, although the increment of
temperature occurs also in RI-IGF, the peaks lie within the ideal values (Table 8). On the contrary,
the mean values of humidity do not undergo substantial variation compared to the current state.

The outcomes about the effectiveness of retrofitting scenarios on the indoor thermal conditions of
the wine cellar are not comparable with those of other studies. In literature, there are a few studies [17]
that deal only with the evaluation of indoor thermal conditions of traditional wine cellars in their
current configurations. Poor attention is given to the thermal and physical properties of the materials
used in the building components (such as the lava stone masonry and the crawl space solid ground
floor) and in their retrofitted configurations. Finally, dynamic and energetic thermal simulations have
rarely been used for the analysis of thermal performance of farm winery buildings.

5. Conclusions

The current research focused on the importance of traditional construction knowledge based on
the use of locally sourced natural base materials and bioclimatic design choices, as those used for rural
buildings in Etna volcano area. These dwellings are usually single or double-story buildings, resting on
the slope of the site and using local building materials, such as lava stone. Lava stone is renowned for
its use in masonry for the realization of thick walls, ranging from 60 to 80 cm, providing high thermal
inertia, which is particularly important in Mediterranean climates. A good bioclimatic approach is
always detectable in these buildings, as a result of the adaptation to natural phenomena that could
contribute in creating better living spaces concerning sunlighting, exposure, and ventilation aspects.

This kind of traditional architecture was often used in farm wineries and wine cellars,
productive spaces where typical temperature and humidity conditions must be maintained almost
constant in order to allow an optimal wine fermentation, aging, and storing process.

This study therefore analyzed the effectiveness of a wine cellar located in the Mount Etna area,
concerning its efficiency in maintaining adequate thermal and humidity indoor conditions for wine
production. In this sense, the U-value measurements made onsite have allowed a certain level of
accuracy for the Design Builder model, which was implemented in order to compare the current state
of the building with different retrofit strategies. Temperature and humidity values of the current state
simulation were calibrated with measurements made onsite, confirming the correctness of the model.

The observation of measured and simulated current state temperature and humidity showed
an interesting adjustment within the limits considered to be optimal for wine production
(including fermentation, aging, and storage processes). Nevertheless, the simulation highlighted that
some usual retrofit interventions made to comply with the Italian energy saving regulation, such as the
insulation of all elements of the envelope (roof, walls, and solid ground floor) and the replacement of
the windows, cause an increase in average indoor temperatures during summer, affecting the process
of alcoholic fermentation and storage of wine.

For this reason, a corrected retrofit scenario was investigated, where walls and roof are insulated
whereas the ground insulation is not. This is because the existing earth floor, due to its density and
high thermal conductivity, is particularly capable of absorbing heat and releasing it gradually over
time (thermal "flywheel" effect). Therefore, the heat and mass exchange through the solid ground
floor is not modified, with good consequences in the global thermal behavior of the building. In this
scenario, indoor temperatures in summer conditions are higher than the current state ones, but they
fall within the limits for the wine cellar activity, while humidity values remain closer to the optimal
ones for aging of wine.
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This paper showed the importance of contrasting usual upgrading and retrofit strategies for
existing buildings, with the ones that are possible to apply to vernacular dwellings designed with
a bioclimatic approach. In order to assess the best retrofitting options, several calibrated dynamic
thermal simulations were run on Design Builder software, referring to the most extreme hygrothermal
conditions during a year, and allowing a considerable reduction in data collection compared to
previously used methodologies. The specificity of some traditional constructive practices (as the use
of massive and uninsulated solid ground floors and walls), makes wine cellars an interesting case
study. Because of this specificity, the environmental conditions (indoor temperature and humidity),
which must be maintained for optimal fermentation and aging of wine, have to guide the upgrading
and retrofit strategies on these buildings, even if this means not to comply with current national
energetic regulations.
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Abstract: The use of passive solutions for building envelopes represents an important step toward
the achievement of more efficient and zero-energy building targets. Trombe walls are an interesting
and viable option for the reduction of building energy requirements for heating, especially in cold
climates. This study presents the experimental analysis of an innovative Trombe wall configuration,
named a thermo-diode Trombe wall, which was specifically designed to improve the energy efficiency
by providing a proper level of insulation for the building envelope. Such a design is essential in
cold climates to limit the thermal losses whilst increasing solar heat gains to the heated spaces.
An experimental campaign was conducted from December to March that involved monitoring the
external climatic conditions and the main thermal parameters to assess the thermal performance
of the proposed solution. The results demonstrated that in the presence of solar radiation, the
thermo-diode Trombe wall was able to generate significant natural convection inside the air cavity,
with temperatures higher than 35 ◦C in the upper section, by providing consistent heat gains for the
indoor environment, even on cold days and for hours after the end of the daylight. The efficiency,
relative to the incident solar radiation, reached 15.3% during a well-insolated winter day.

Keywords: trombe wall; experimental analysis; solar gains; PCM thermal storage

1. Introduction

To achieve more sustainable and lower energy-consuming buildings, particular attention has been
paid to the development of green standards for building construction [1]. The use of passive solutions
in the building envelope appears to be more than an obligatory step. In this regard, several solutions
have been proposed and studied by researchers, including green roofs [2], the Barra–Constantini
system [3], the adoption of proper control strategies of venetian blinds [4], and the use of agricultural
building insulating materials [5]. Trombe walls represent an interesting solution in this direction since
they are capable of adequately exploiting solar energy and provide both heating and ventilation for
indoor environments. In a Trombe wall, the solar radiation incident on the vertical surface is captured
by an absorber with a high absorptivity coefficient. Thermal energy is stored in the Trombe wall
structure thanks to the elevated thermal mass. Subsequently, thermal energy is released toward the
indoor environment via air thermo-circulation, convection and long-wave radiation from the absorber
inner surface. Airflow is usually activated and managed through proper vents, and it occurs in an
air gap formed between an external glazed façade and the massive wall. The air in the air gap is
heated and delivered to the adjacent rooms thanks to thermo-circulation, passively providing thermal
energy. The massive wall is the most crucial element of a Trombe wall since it is responsible for the
thermal storage [6]. Therefore, the choice of suitable materials for a massive wall is crucial as well
as the choice of an appropriate glazing system according to the climatic location [7]. The capacity
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of a Trombe wall to achieve energy savings has been investigated in several climatic conditions:
from subtropical locations [8], to semi-arid [9] and hot Mediterranean climates [10], to cold Polish
loc tions [11]. A numerical model of a Trombe wall was developed in the TRNSYS environment
and validated using a small-scale experimental prototype [12], producing a 77% reduction in heating
energy demand for a 16 m2, non-insulated simple Tunisian building. In a Mediterranean location,
it was found that the Trombe wall did not reduce the maximum heating load; however, an annual
heating energy saving of up to 32.1% can be reached with a 37% area ratio [13]. A ventilated low-cost
Trombe wall using low-tech prefab components was designed and tested for passive heating and
cooling of existing buildings in Chile [14]. The results showed predicted energy savings of 44.14% and
25.35%, respectively, for two cities in different winter microclimates. More sophisticated approaches
involved computational fluid dynamics (CFD) [15] for evaluating the achievable thermal performance
using a Trombe wall for either a single room [16] or an entire house [17]. A three-dimensional CFD
model was developed and validated to investigate a Trombe wall equipped with a venetian blind [18].
CFD was also used to investigate a composite Trombe wall, which combined a water wall and a
traditional Trombe wall [19]. A building energy simulation and CFD were coupled to analyze the
thermal performance of a Trombe wall with a venetian blind with the aim of regulating shading and
airflow in the cavity of the solar wall in the cooling season by observing the reduction of energy
consumptions [20].

Indeed, an important issue with a conventional Trombe wall is the excessive solar heat gain during
summer, which can lead to indoor environments overheating by producing a worsening of the cooling
requirements. Stazi et al. [21] also stressed the importance of summer shading of the Trombe wall to
prevent excessive overheating and a counterproductive heat transfer to the indoor environment. The
possibility of achieving summer energy savings thanks to the adoption of proper ventilation strategies
was analyzed in different climatic contexts [22]. The variation of the blind tilt angle of a Trombe wall
was found to have a significant effect on the limitation of cooling loads [23].

The possibility of improving the performance of a Trombe wall with appropriate modifications has
been addressed by some authors. An unvented Trombe wall with an extra window in the massive wall
was simulated using Solidworks in the locality of Athens, Greece, to verify the possibility of producing
greater indoor temperatures and improving the internal space lighting [24]. The addition of vertical
thermal fins to the internal surface was considered to improve the efficiency of an unvented Trombe
wall and to maximize the heat transfer [25]. The application of vertical thermal fins on the absorber
of a Trombe wall was also experimentally addressed in the arid climate of Yazd (Iran), obtaining
an increase in the energy stored by up to 3% [26]. A Trombe wall, together with a solar chimney
and a water spraying system, was experimentally studied in a test room under a desert climate,
which resulted in enhancing the thermal efficiency by approximately 30% [27]. A novel application
proposed a Trombe wall with blinds for shading and water flowing channels, obtaining a higher overall
thermal efficiency [28]. An interactive glass wall, whose working principle is analogous to a Trombe
wall, was presented and experimentally analyzed [29]. A modified Trombe wall prototype called
a collector–accumulation wall (CAW) was experimentally assessed using a laboratory simulator to
evaluate the heat distribution efficiency [30].

Some studies proposed various configurations to improve the storage capacity of the massive wall.
In an experimental study of a small-scale Trombe wall, phase-change material (PCM) was inserted in
the form of a brick-shaped package [31]. The integration of PCM in lightweight building components
has also been considered as an important strategy to compensate for the lack of thermal storage mass of
such buildings [32]. A Trombe wall integrated with a double layer of PCM wallboard on a south façade
was proposed and simulated using TRNSYS software. The results showed a reduction of the peak
cooling and heating loads by 9% and 15%, respectively, compared with a reference Trombe building,
showing that PCM can alleviate summer overheating and maintain indoor thermal comfort like a
classical Trombe building in winter [33].
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In this study, we analyzed an innovative design and configuration called a thermo-diode Trombe
wall (TWTD). The main feature of the proposed systems lies in the capability of providing an
adequate level of thermal insulation to the building envelope that would conversely produce a strong
disadvantage in common Trombe wall configurations, limiting the thermal performance. The proposed
wall is characterized by a highly insulated external wall and a limited glazed surface compared to
a common Trombe wall, which allows for solar radiation to be caught on the absorber surface that
does not extend for the entire wall height. The heat transfer takes place due to natural convection
between the lower and upper sections of the wall air gap that are established because of the peculiar
configuration and thermal insulation disposition. The thermal mass is further enhanced thanks to the
presence of PCM, which has been properly placed in the air cavity to prolong the passive heat gain,
even after the end of the daily solar radiation.

After presenting the operating principle and the experimental set-up, the results of a monitoring
campaign from December to March are reported, which demonstrates the excellent thermal behavior
of the proposed system.

2. Materials and Methods

2.1. Experimental Set-Up

The experimental set-up was located at the University of Rzeszów (Poland). The study was
conducted in winter in the climatic conditions of the same city. A proper heating system was able to
maintain the temperature of the inside air at the desired value. During the experiments, the internal
air temperature was set to 20 ◦C.

The TDTW apparatus in the experimental field had a total height of 2.3 m and a southern
orientation (Figure 1). The system consists of two main sections. The lower zone is responsible for
the absorption of solar radiation and the upper zone is responsible for heat storage and distribution.
An internal air gap, developed through the entire height of the wall, connects the two sections. The
thermal insulation of both sections was made of 10 cm thick expanded polystyrene. The air gap of
the upper section was separated from the inside of the chamber by a 1.25 cm thick plasterboard. The
glazing system consisted of a single-pane glazed unit mounted on an insulated frame. The absorber
was made of a perforated black matter painted stainless-steel sheet with an absorption coefficient of
0.95, as reported in the product data sheet. Thermal properties of the TDTW materials are reported
in Table 1.

Table 1. Trombe wall material and thermal properties.

Material Function
Thermal Conductivity

(W/m·K)
Density (kg/m3)

Specific Heat
(J/kg·K)

Expanded
polystyrene

Upper external
insulation 0.036 20 1460

Plasterboard Internal wall 0.17 900 1000

Expanded
polystyrene

Lower internal
insulation 0.036 20 1460

Stainless-steel sheet Absorber 25 7900 460

Type
Glass Thermal

Transmittance (W/m2·K)
Frame Thermal

Transmittance (W/m2·K)
g Value

Glazing 4/16/4 1.2 0.9 0.68

147



Energies 2020, 13, 2188

  

(a) (b) 

5
7

6
8

4

1
2

3

Temperature sensors
Heat flux density  sensor

T1

T2

T3

T4

0.
5 

   
   

   
  0

.5
   

   
   

   
   

  0
.5

   
   

   
   

0.
5 

   
   

   
 0

.3

TiTe T5

In
si

de

O
ut

si
de

4 6

8

1
2

3

Solar irradiation  sensor

Figure 1. Scheme of the proposed thermo-diode Trombe wall (TDTW): (a) three-dimensional
representation and (b) a cross-section with labels of the main components (1—glazing system, 2—black
steel absorber, 3—lower insulation, 4—upper insulation, 5—vent, 6—internal wall, 7—summer mode
separator, and 8—phase-change material (PCM) containers.

To increase the storage capacity of the upper section, appropriate materials with greater thermal
capacities can be added. The heat can be stored during the hours of solar irradiation and then
transferred to the interior of the building after sunset. Due to the high specific heat value or phase
change heat, water or phase change materials (PCMs) are the most suitable materials for this function.
When using a PCM, it is important to choose an appropriate melting temperature, which should
correlate with the temperature range of the air heated inside the gap of the heat storage and distribution
section, which accompanies the photothermal conversion of the solar radiation in the lower section of
the TDTW. To increase the system’s heat capacity, the storage and distribution section was equipped
with five containers of 0.33 l each of PCM (RT 28, Rubitherm, Germany) placed in the middle of the
height. The PCM has an enthalpy of fusion of 220–225 kJ/kg and declared melting and solidification
temperatures in the range 27–29 ◦C.

The temperature in the air gap cavity was measured at four points at different heights. Sensors
T1 to T4 were placed such that they were spaced 0.5 m from each other (Figure 1). Furthermore, the
internal and external air temperature was monitored at a height of 1.5 m from the ground, while the
heat flux was measured on the internal surface at approximately 1.5 m from the internal floor. The
solar radiation was monitored using a sensor placed vertically in the air cavity of the lower section at a
height of around 0.5 m from the ground to measure the net incident solar radiation on the absorber
surface and by another sensor placed on the vertical external side of the wall at a height of 2 m. The
accuracy and type of sensors used in the experiments are reported in Table 2.

Table 2. Sensors type and accuracy.

Measurement Type Accuracy

Temperature ZA 9020-FS Thermo E4 ±0.05 K, ±0.05% of the measured value
Heat flux density ALMEMO FQ A020 C <6% of the measured value

External air temperature PT1000 ±0.2 ◦C (−200 ◦C to +100 ◦C)
Solar irradiance DeltaOhm LP Pyra12 <1% (first class)

148



Energies 2020, 13, 2188

The study was conducted between December and March 2019 to assess the performance of the
TDTW in winter conditions.

The data were recorded every ten minutes using a 16 channels Data Acquisition System Comet
MS6D. In the following analysis, the hourly averages of the data are reported and discussed for clarity
of interpretation.

2.2. Winter Operating Principles

The proposed thermo-diode Trombe wall (TDTW) system exploits the thermal stratification of
air and natural convection to provide thermal energy to the indoor environment. Solar radiation
penetrating through the glazing located on the lower zone of the wall is absorbed on the black steel-plate
absorber. The air heated by the absorber as a result of the photothermal conversion rises via natural
convection, transporting heat to the top part of the wall. The heat is finally transferred to the interior
room through the internal wall from the accumulation and distribution section (Figure 2).
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Figure 2. Scheme of the proposed thermo-diode Trombe wall: (a) three-dimensional representation and
(b) a cross-section, both with labels of the main components (1—glazing system, 2—black steel absorber,
3—lower insulation, 4—upper insulation, 5—vent, 6—internal wall, 7—summer mode separator,
and 8—thermal storage material (PCM containers)).

In periods of low solar exposure or at night, air movement stagnation was observed due to the
thermal stratification phenomenon.

To limit the heat losses, the TDTW is protected by a thermal insulation layer installed over the
entire wall height but in a different position in the two sections. In the lower part, the insulation is
directly placed on the internal wall, a few centimeters away from the absorber. In the upper section,
the thermal insulation is placed above the glazing and constitutes the physical separation from the
outside. To avoid thermal bridge effects over the border of the two sections, the bottom thermal
insulation should have a height of several centimeters above the upper edge of the glazing system.
This height can be initially determined by imposing a rule stating that the thermal resistance in the
zone where the two insulations overlap (Rha) must be equal to or greater than the thermal resistance
evaluated in a perpendicular direction in each of the upper (Rus) and lower (Rls) sections, namely:

Rha ≥ Rus

Rha ≥ Rls
(1)
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Rha is the thermal resistance of the air layer at the height of the overlap of insulation ha (m),
obtainable using:

Rha =
ha

λa
, (2)

where λa is the thermal conductivity of stagnant air (0.024 W/mK).
Rls is the thermal resistance of the lower section, which is given by:

Rls =
∑

Rsi + Rg + Ragl + Rild + Rwll + Rse. (3)

Rus is the thermal resistance of the upper section, which is given by:

Rus =
∑

Rsi + Ragu + Rilu + Rwlu + Rse. (4)

where:

• Rg is the thermal resistance of the glazing system;
• Ragl/agu is the thermal resistance of the lower/upper section of the air gap;
• Rild/Rilu is the thermal resistance of the lower/upper section of the insulation layer;
• Rwll/Rwlu is the thermal resistance of the lower/upper section of the wall layer;
• Rsi and Rse are the surface air-wall thermal resistances.

2.3. Summer Operating Principles

The TDTW can be additionally modified to provide building cooling by exploiting the ventilation
and the stack effect due to buoyancy. For this purpose, the vent duct should be connected to a solar
chimney, as shown in the example in Figure 3.

  
(a) (b) 

1
2 1

3

4 2

1

3 4

Figure 3. Diagram of the TDTW operation in summer conditions: (a) general view and (b) cross-section
of the wall (1—summer flap separator, 2—vent channel, 3—lockable infiltration channel, and 4—
ventilation hole located on the room of the building).

In summer, the high angle of incidences of solar radiation limit direct radiation of the glazing
and absorber; however, despite this, the air in the lower absorption section can be subjected to
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intense heating and consequently rise to the upper distribution zone, providing an additional load
for the indoor spaces from the upper distribution section of the wall. This undesirable effect can be
counteracted by using shading elements (e.g., louvers, blinds) or by using a summer mode separator
flap. The rising of the flap (Figure 3) blocks the free flow of warm air and unlocks the ventilation duct,
which allows for the connection of the air gap to the solar chimney. In this operational configuration,
the absorber provides an increase in the air temperature of the lower section of the wall that triggers
the stack effect, forcing airflow toward the external solar chimney connected to the cavity, consequently
drawing a colder airflow from indoor spaces through proper vents positioned at the bottom of the
internal wall.

The effectiveness of the chimney in terms of creating draft-intensifying ventilation using the
TDTW in the building depends on the level of air heating in the chimney and its height. The chimney
draft can be estimated using a simple relationship:

pd = hch × g × (ρae − ρach) (5)

where:

• pd is the chimney buoyancy force (Pa);
• hch is the chimney height (m);
• g is the gravitational acceleration (m/s2);
• ρae is the external air density (kg/m3);
• ρach is the air density inside the chimney (kg/m3).

Since the proposed TDTW was developed mainly for continental climates, the article presents and
discusses the results of initial experiments conducted to assess the winter operation mode performance.

2.4. Thermal Storage Tests

A first analysis was performed to evaluate the thermal behavior and the heat storage properties of
the material used in the TDTW. The study aimed to assess the heat storage capacity of PCM material
placed in an aluminum can.

The main advantage of using a phase change material lies in the capacity to store heat during the
melting process, therefore exploiting the latent heat of fusion of the entire container volume. To verify
the heat storage capacity, the PCM cans were tested in a Memmert Humidity Chamber HCP108, with
an operation range +18–160 ◦C and a set-point temperature accuracy of 0.1 ◦C, where controlled air
temperatures of 30 ◦C, 35 ◦C, and 40 ◦C were set in three respective experiments. The experiments
aimed at reproducing the real operation conditions of the can in the TDTW; indeed, these temperatures
expected in the Trombe wall air cavity when solar radiation is available. The temperature was measured
and recorded at intervals of 1 min. Four temperature sensors distributed along the radius were used to
measure the radial temperature profile (Figure 4).
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Figure 4. (a) Memmert climatic chamber, (b) top view of cans with liquefied PCM and temperature
sensors, and (c) temperature sensor distribution in the container.

3. Results and Discussion

3.1. Thermal Storage Capacity of the PCM Containers

The temperatures found during the three tests are reported in Figure 5. Considering the test with a
chamber temperature of 30 ◦C (Figure 5a), it was possible to observe the behavior of the PCM material.
As soon as the chamber was activated, the air temperature jumped to the set-point value of 30 ◦C. As a
consequence, the PCM started to warm rapidly with the most external sensor (T1) increasing before
the others placed in the inner part of the container. When T1 reached a value of about 23 ◦C, a sudden
variation of the curve slope was observed, denoting the beginning of the melting process, and when
it finished, the temperature increase was much slower. When a value of 26 ◦C was reached, there
was another sudden slope variation, where the temperature increased with the same rate as the initial
phase until the achievement of the set-point value imposed by the chamber. It is interesting to observe
that when the melting front reached the most external sensor (T4), all the curves overlapped, indicating
a uniform temperature distribution due to the liquid phase. When the chamber was turned off, the air
temperature swiftly fell to a value of around 20 ◦C. Consequently, the PCM followed the rapid decline
just as quickly until all the sensors registered a value of around 24.5 ◦C. Then, an abrupt change of
slope was observed in the curves, where they tended to be almost flat, denoting, in this case, the start
of the solidification process. It is possible to observe that the most external part of the container, being
directly subject to the cooling effect of the chamber air, was the first to complete the solidification, with
its temperature that started to decrease while the other parts were still completing the phase change.

Similar trends were observed when setting the chamber temperature to 35 ◦C (Figure 5b) and
40 ◦C (Figure 5c).

In light of the obtained results, it is possible to define the effective contribution of PCM in thermal
storage as the period between the time of the discontinuity in the temperature curve during the cooling
process and the time when the most external sensor T4 deviates from the other curves (which denotes
complete solidification of the PCM container). In the three tests, the discharge period was found to be
in the range of 3.98 h to 4.22 h, confirming the positive contribution that the use of such a material can
provide in the proposed TDTW.
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Figure 5. Temperature measurements along the radial direction of the PCM container during the tests
on the climatic chamber with set-point temperatures of 30 ◦C (a), 35 ◦C (b), and 40 ◦C (c).

3.2. Analysis in Clear-Sky Conditions

To assess the performance of the proposed TDTW, Figure 6 represents the monitoring of variables
over three days (17–19 February 2019), which were characterized by clear-sky conditions with the
presence of solar radiation for almost the entire daylight period. In these conditions the registered
external temperatures were low, varying from 1.1 ◦C to 16.4 ◦C, without falling below 0 ◦C. It must
be highlighted that the solar radiation shown in the following graphs was recorded using the sensor
placed in the air cavity of the lower section of the wall, and therefore represents the amount of radiation
that struck the absorber after being transmitted by the glazed surface. The daily peak of solar radiation
ranged between 335.4 W/m2 and 375.5 W/m2, with a distinct daily pattern that is typical of clear-sky
conditions. The indoor environment was kept at 20 ◦C via the climatic chamber operation.

A similar daily pattern appeared for the monitored variables for all three days. For the first
day, during the night, the air gap in the lower section of the Trombe wall (T1 and T2) showed low
temperatures because of the great thermal exchanges toward the outdoor environment throughout
the glazed surface. As soon as the solar radiation appeared, the temperature rose abruptly, with T1
growing from 6.5 ◦C to a peak of 45.2 ◦C at 13:00, and T2 followed a similar trend. The solar radiation
transmitted through the glazed surface was absorbed by the black steel absorber that consistently
heated the air in the cavity’s lower section. The increase in air temperature produced an intensification
of natural convection inside the air cavity by consequently heating the upper section of the wall. This
can be seen by observing temperatures T3 and T4, which registered peaks of 38.9 ◦C and 38.4 ◦C,
respectively, at 14:00, with one hour of time lag compared to the peak temperature of the bottom section.
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Figure 6. Solar radiation (Sol_Rad), external air temperature (T_ext), air gap temperature (T1, T2, T3,
T4), indoor surface temperature (T5), and heat flux (qi) for 17–19 February 2019 (Sol_Rad and qi on the
right y-axis, temperature on the left y-axis).

After sunset, because of the greater thermal losses toward the external environment, T1 and T2
dropped swiftly to reach a daily minimum value that was below 10 ◦C. The effect produced by the
PCM containers was more interesting: it enabled the heat produced by natural convection to be stored
in the upper cavity (T3 and T4) during the peak temperature hours and then release it for a prolonged
time (up to 4 h, as demonstrated in Figure 5). It can be seen from Figure 6 that because of the heat
released by the PCM containers during the solidification process, the upper section cavity temperatures
(T3 and T4) decreased with a lower slope, with T4 remaining higher than T3, as a result of the presence
of the PCM.

The heat flux was positive, indicating a net loss of thermal energy for the indoor environment,
from early morning (04:30) until 13:30. After this time, an inversion of heat flux occurred, denoting
net thermal energy entering the indoor spaces, until the late afternoon (17:30). Then, the heat flux
reversed again in the early morning of the following day. The same daily cycle was repeated for the
next two days.

The results clearly show how the proposed Trombe Wall generated heat gains that shifted in time
after the end of the daylight hours, with a positive contribution until the first hours of the morning.
The peak entering heat flux of 26.6 W/m2, as an absolute value, was found at 17:00.

It must be highlighted that the greater temperature values in the cavity upper section were also
attributable to the heat flux from the conditioned indoor space that provided heat to the cavity (when a
positive heat flux was observed). Yet, the positive effect of the proposed Trombe wall, with staggered
and alternating thermal insulation in the two sections, allowed the upper cavity temperature to not fall
below 15 ◦C. The results also showed that the thermal energy lost through the internal wall toward the
air cavity (36.0 Wh/m2 for the first day) was considerably lower, as an absolute value, than the thermal
energy provided to the indoor spaces (207.7 Wh/m2 for the same day). The other two days repeated
almost the same trends of the examined variables.

A further interesting aspect is the behavior of the wall in the presence of solar radiation but with a
much colder external temperature for 22–23 February 2019, as reported in Figure 7. The solar radiation
still reached a peak of 398.1 W/m2 on 22 February and a peak of 332.1 W/m2 on 23 February, but the air
temperature dropped considerably, reaching minimum values of −5.1 ◦C and −7.0 ◦C, respectively,
and daily peaks of 4.9 ◦C and 3.3 ◦C respectively.
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Figure 7. Solar radiation (Sol_Rad), external air temperature (T_ext), air gap temperature (T1, T2, T3,
T4), indoor surface temperature (T5), and heat flux (qi) for 22–23 February 2019 (Sol_Rad and qi on the
right y-axis, temperature on the left y-axis).

In this scenario, the TWTD was still able to generate high temperatures in the air cavity, even though
the lower solar radiation recorded in the second monitored day produced markedly lower temperature
levels. From Figure 7, it is evident how the Trombe wall was able to increase the air cavity temperature,
even after the solar radiation peak. On 22 February, T1 started from a value of 8.0 ◦C and rapidly
increased to reach a peak of 41.8 ◦C at 15:00, with T2 following the same trend with a slightly lower
peak value. It then decreased as swiftly as it rose, falling to values close to 0 ◦C at midnight because
of the consistent drop of the external temperature and the consequent thermal losses through the
glazed surface. Nevertheless, the cold external air did not prevent the possibility of reaching high
temperatures in the upper section of the cavity, where T3 (and T4 being close) reached a value of
35.3 ◦C due to the natural convection triggered by the lower cavity. As a result, the heat flux inverted
at the time of the temperature peak, showing that thermal energy was provided to the indoor spaces
until the end of the day. For the whole day, the heat gains amounted to 130 Wh/m2 against thermal
losses of 106.2 Wh/m2. Furthermore, it is possible to appreciate how the presence of PCM material in
the upper cavity of the wall produced a more stable temperature (both T3 and T4), which declined
with a low gradient. The heat flux registered a peak of 23.6 W/m2 at 19:00.

On 23 February, the lower available solar radiation induced a lower temperature in the air gap:
in the lower section T1 reached 33.2 ◦C, whereas in the upper section, a maximum of 28.2 ◦C was
attained by T5, again at 15:00. Despite the colder outdoor temperature and lower solar radiation,
the TDTW was still able to generate positive heat gains with a heat flux that inverted at 15:00, similar
to the previous day, showing that thermal energy was transferred toward the indoor space. The heat
gains amounted to 63.7 Wh/m2, lower than the 104.9 Wh/m2 lost toward the air cavity.

3.3. Analysis in Overcast Sky Conditions

Since the main driving force of a Trombe wall is the solar radiation that is converted and transferred
toward the indoor spaces, it is important to verify the thermal behavior of the proposed TDTW in
overcast conditions, which can often occur in winter. The results in Figure 8 show the trend of the
monitored variables for two overcast days in February (21/02/2019 and 24/02/2019).
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Figure 8. Solar radiation (Sol_Rad), external air temperature (T_ext), air gap temperature (T1, T2, T3,
T4), indoor surface temperature (T5), and heat flux (qi) for 21 February 2019 (left) and 24 February 2019
(right) (Sol_Rad and qi on the right y-axis, temperature on the left y-axis).

The scarce amount of solar radiation, which reached a peak of 58.7 W/m2 on 21 February and
39.1 W/m2 on 24 February, was not sufficient to activate the passive heating of the internal space.
On 21 February (Figure 8 on the left), the lower section of the cavity was not able to reach a proper
temperature to adequately transfer heat in the upper section via natural convection, with T1 showing a
modest peak of 15.8 ◦C. T3 and T4 showed a rather stable trend around their mean values of 15.5 ◦C
and 16.7 ◦C, respectively, during the whole day. Even the indoor surface temperature was fairly stable
around its mean value of 18.0 ◦C. In this condition, the upper section TDTW temperature was mainly
produced by the heat flux coming from indoor spaces through the internal wall. A similar situation
was observed on 24 February (Figure 8 on the right), where because of the more stringent temperatures,
T1 in the lower section did not rise above 9.1 ◦C. T3 and T4 again showed a stable trend around their
mean values of 14.0 ◦C and 15.8 ◦C, respectively, whereas T5 showed an almost flat curve around its
mean of 17.7 ◦C.

As already observed for the clear-sky conditions, an evident correlation between thermal flux
and external air temperature appeared. When the average external air temperature was 6.1 ◦C (on
21 February) the registered heat flux peak was 8.0 W/m2, with a total daily thermal energy loss of
138.9 Wh/m2; with an average external air temperature of −0.1 ◦C (on 24 February), the registered heat
flux peak was 11.7 W/m2, with a total daily thermal energy loss of 193.5 Wh/m2.

3.4. Trombe Wall Efficiency

To assess the overall winter performance of the proposed TWTD system, Table 3 reports the
daily summary of the main monitored variables for the whole period of the experimental campaign.
The daily efficiency of the Trombe wall ηd was determined using:

ηd =
rQgain

Qsol
=

r
∫ ∣∣∣q−i ∣∣∣ dt∫
ϕ dt

, (6)

where:

• ϕ is the solar irradiation available on the TWTD absorption surface (W/m2);
• q−i is the heat flux entering the conditioned space through the internal wall (W/m2);

• r is the ratio between the distribution area Ad that provides heat flux to the indoor spaces to the
external glazing area Ag that receives the solar radiation. The integrals are performed over the
entire day considered.
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Table 3. Cumulative daily solar irradiation on the wall’s surface, average external air temperature,
thermal energy leaving the indoor room through the internal, and the thermal efficiency of the
proposed TWTD.

Date
Rad_sol
(Wh/m2)

T_ext,ave (◦C)
Thermal Loss

(Wh/m2)
Efficiency (-)

15 Feb 360.6 5.2 178.5 0.0%
16 Feb 4316.6 6.3 129.9 8.7%
17 Feb 4639.4 7.9 36.0 12.0%
18 Feb 3962.2 6.9 42.3 12.8%
19 Feb 4621.4 8.0 31.5 15.3%
20 Feb 1266.2 6.3 46.3 9.4%
21 Feb 516.2 6.1 138.2 0.0%
22 Feb 4643.8 −0.1 105.3 7.6%
23 Feb 3961.3 −2.0 107.0 4.5%
24 Feb 448.1 −0.1 193.8 0.4%
25 Feb 2896.7 5.5 148.2 5.8%
26 Feb 3163.0 7.2 69.1 7.4%
27 Feb 2315.1 6.0 58.3 5.9%
28 Feb 3722.4 10.4 51.8 7.4%
1 Mar 2499.2 4.0 49.8 9.7%

As seen in Table 3, the TDTW was only unable to provide heat gains in severe weather conditions
with a low amount of daily solar irradiation, where the entering heat flux was not registered.
Nevertheless, the amount of thermal energy leaving the indoor space toward the air cavity (maximum
of 193.8 Wh/m2 on 24 February) was not consistently greater than the amount registered in the days of
normal operation of the Trombe wall. The efficiency reached a maximum of 15.3% on 19 February,
a greatly insolated day. The higher availability of solar radiation produced higher efficiencies; however
a correlation with the external air temperature also appeared. With the same solar irradiation, the
efficiency grew with the daily average air temperature: considering 17, 19, and 22 February, with
similar levels of daily solar irradiation (4639.4 Wh/m2, 4621.4 Wh/m2, and 4643.8 Wh/m2, respectively),
the efficiency grew from 7.6% to 12.0% when the average air temperature increased from −0.1 ◦C to
7.9 ◦C, and reached a maximum of 15.3% for a temperature of 8.0 ◦C. A significant slump in efficiency
from 12.8% to 4.5% was observed when the air temperature dropped from 6.9 ◦C to −2.0 ◦C with a
similar level of solar irradiation (3962.2 Wh/m2 and 3961.3 Wh/m2 on 18 and 23 February, respectively).

It must be noted that the performance of the wall was evaluated in cold winter conditions. It is
possible to assume, based on the results obtained, that in intermediate seasons, where there is a
non-negligible demand of energy for space heating in the particular climate condition, the TDTW can
reach even greater efficiency and produce higher heat gains for indoor spaces.

4. Conclusions

To reach the target of sustainable and lower energy-consuming buildings, the adoption of proper
technical solutions for the envelope appears to be a necessary step. The use of passive systems,
such as Trombe walls, can generate important heat gains by converting the solar radiation striking the
absorbing surface into thermal energy that is available for heating requirements. Especially in cold
climates, the scarce availability of solar radiation can often lead to the adoption of highly insulated
envelopes, limiting the exploitable solar gains. To combine the effects of a high-thermal-resistance wall
and convert the available solar radiation into a positive heat gain, a new Trombe wall concept, called a
thermo-diode Trombe wall, was proposed. An experimental campaign conducted in winter allowed for
analysis of the thermal behavior of the system in different meteorological conditions. The use of PCM
as a thermal storage material proved to be an interesting solution since preliminary tests conducted in
a climatic chamber demonstrated the capacity of the containers to release heat during the solidification
process for a period of 4 h when subject to typical temperatures reached in the Trombe wall.
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The results of the analysis demonstrated the capability of the TDTW to trigger consistent natural
convection, producing temperatures in the air cavity that exceeded 35 ◦C on winter days with available
solar radiation. For a clear-sky day, the thermal energy provided to the indoor room was 207.7 Wh/m2

compared with the 36.0 Wh/m2 lost toward the air cavity. Even on cold days, the system was able to
convert solar radiation and produce considerable benefits for the conditioned room, with a heat gain of
130 Wh/m2 compared with a thermal loss of 106.2 Wh/m2. There were only a few days where an almost
negligible solar radiation was registered and the TDTW was unable to generate positive heat gains,
but being highly insulated meant the thermal losses toward the external environment were constant.

When comparing days with similar solar radiation, the efficiency was found to increase with the
daily average external air temperature. The maximum efficiency of 15.3% was produced on a day with
solar irradiation of 4621.4 Wh/m2 and an average external air temperature of 8.0 ◦C.

Finally, the analysis demonstrated that the proposed system represents an important solution
to improve the thermal efficiency of the buildings, leading to the realization of the nZEB concept,
especially in cold climates where a highly insulated envelope is important.

5. Patents

Szyszka, J. and Lichołai, L., Rzeszow University of Technology, A collector–accumulative barrier;
patent application 21.02.2019 r. nr PL.428996 (in the Polish language).
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Poland, 19–23 June 2018.

31. Zalewski, L.; Joulin, A.; Lassue, S.; Dutil, Y.; Rousse, D. Experimental study of small-scale solar wall
integrating phase change material. Sol. Energy 2012, 86, 208–219. [CrossRef]

32. Fiorito, F. Trombe walls for lightweight buildings in temperate and hot climates. Exploring the use of
phase-change materials for performances improvement. Energy Procedia 2012, 30, 1110–1119. [CrossRef]

33. Zhu, N.; Li, S.; Hu, P.; Lei, F.; Deng, R. Numerical investigations on performance of phase change material
Trombe wall in building. Energy 2019, 187, 116057. [CrossRef]

© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

159





energies

Article

Multi-Objective Analysis of a Fixed Solar Shading
System in Different Climatic Areas

Jessica Settino *, Cristina Carpino, Stefania Perrella and Natale Arcuri

Department of Mechanical, Energy and Management Engineering, University of Calabria, Via P. Bucci,
87036 Arcavacata di Rende (CS), Italy; cristina.carpino@unical.it (C.C.); perrellastefania@alice.it (S.P.);
natale.arcuri@unical.it (N.A.)
* Correspondence: jessica.settino@unical.it

Received: 30 April 2020; Accepted: 16 June 2020; Published: 23 June 2020

Abstract: This study tackles the analysis of fixed external solar shading systems. The geometry of
a building and of the shading system has been parametrically defined and a genetic optimization
analysis has been carried out to identify an architectural solution that would allow the increase of
energy savings, through a suitable window-to-wall ratio and an accurate design of the shading device.
A multi-objective analysis has been performed with the aim of minimizing the energy consumption
for space heating, cooling and artificial lighting, while ensuring the visual comfort of the occupants.
The main goal of the study is to explore the influence of climatic context on the optimal design of
shading devices. The analysis has been performed for three different latitudes across Europe. In all
analyzed cases, a reduction of the annual energy consumption could be achieved, up to 42% if the
optimal shading configuration is used. Moreover, the possibility of integrating the shading system
with photovoltaic (PV) panels has been considered and the electricity production has been estimated.

Keywords: shading systems; multi-objective optimization; energy savings; visual comfort

1. Introduction

During recent decades, the energy demand grew exponentially. The energy consumption in the
building sector accounts for 40% of the whole energy demand in Europe, and this value is expected
to increase due to the higher comfort levels required, if mitigation strategies are not implemented.
In this context, the concept of ’nearly zero energy buildings’ (nZEBs) has been introduced and clearly
defined [1].

NZEBs should combine the use of renewable energy systems with the best available energy
efficiency strategies to minimize the building energy consumption [2]. Moreover, envelope energy
requirements are minimized by employing different solutions, such as green roofs [3], Trombe walls [4]
or direct gain systems [5]. Glazed surfaces and shading systems, in fact, play a crucial role in
minimizing the building energy requirements. Highly glazed surfaces are common in modern building
design. Solar radiation, which penetrates the indoor environment through transparent surfaces,
represents an energy gain during the cold months and positively contributes to the building’s energy
performance growth by limiting both heating loads and the electricity consumptions for artificial
lighting. Nevertheless, during the cooling season, solar radiation causes overheating by contributing
to increase cooling loads and energy consumptions [6]. In order to find a good compromise between
the heating and cooling seasons, shading systems play a fundamental role in the management of
solar radiation and the selection of suitable screens should take place at an early stage of the design
process, since it significantly affects the energy balance of the building. An analysis carried out by
Friess et al. [7] in hot climatic conditions confirms the importance of an ’energy-optimized structure’,
showing the possibility of 20% energy savings through a proper building orientation and thermal
insulation while up to 55% energy savings can be obtained thanks to an appropriate glazing type and
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orientation. An overview of different options to decrease insolation and increase energy savings has
been provided by Valladares-Rendón et al. [8]. The authors analyzed the use of different shading
devices, window-to-wall-ratios and building orientations obtaining potential energy savings ranging
from 4.6% to 76.6%. An optimal window-to-wall ratio (WWR) allows to achieve 54.2% of energy
savings while complex design of shading devices (SDs) can provide 66% of energy savings.

Zhang et al. [9] investigated the building envelope optimization for low-energy buildings in low
latitudes of China. The energy-saving effects of different building characteristics such as the building
shape, building area, aspect ratio and WWR have been evaluated by numerical simulation, and the
cooling load reduction indexes have been calculated by considering different thermal performances of
the envelope and local climatic conditions. Based on the results of the analysis, horizontal shadings of
500–600 mm allow to reduce cooling energy demand by 95% if used on the southern exposure and by
15% if applied on the north facing windows.

Palmero-Marrero and Oliveira [10] investigated the effect on the building energy demand of louver
shading devices applied to the South, West and East facing windows, for different latitudes. An overview
of different shading systems has been provided by Bellia et al. [11] whereas Mandalaki et al. [12]
evaluated the energy performance of thirteen different types of fixed shading devices with integrated
photovoltaic (PV) for a South oriented surface. Regarding the control aspects, Manzan [13] used
genetic optimization to analyze an external shading system for a South facing window. The author
considered a flat panel, parallel to the window, and performed an optimization analysis by varying four
parameters: height, width, angle and distance from the wall. The simulations show that significant
energy savings could be achieved in hot climatic areas up to 30%.

Jayathissa et al. [14] investigated the use of a dynamic integrated photovoltaic shading system to
simultaneously optimize the building energy demand and the PV generation. Bellia et al. [15] analyzed
the effect of an external shading system on the energy consumption, considering both space heating,
cooling and lighting.

Tsangrassoulis et al. [16] proposed the use of a genetic algorithm to design a slat-type shading
system. Rapone and Saro [17] used a Particle Swarm Optimisation (PSO) algorithm addressed to
carbon emissions minimization. Khoroshiltseva et al. [18] carried out a multi-objective optimization
analysis for a building located in Madrid to design an energy-efficient shading system. The authors
considered the trade-off between the increase of the energy demand due to heating and lighting in
winter and the reduction of the overheating in summer as a consequence of the shading devices.

Several studies have been performed to determine the energy savings that could be achieved
thanks to an appropriate design of the shading systems. Nevertheless, only few research papers
consider the visual comfort of the occupants.

Mandalaki et al. [19] analyzed different integrated PV shading systems for Mediterranean countries,
considering both energy efficiency and visual comfort.

The study developed by Xue et al. [20] introduces a workflow for the optimization of WWR
with sunshades by considering both daylighting performance and energy consumption. Weather
conditions of three Chinese coastal cities are selected for testing a case building. A reference WWR is
first defined based on the luminous requirements and the optimal solution is later identified according
to thermal requirements, focusing particularly on the reduction of cooling loads. The results of the
analysis indicate that ‘comprehensive’ sunshades offer the best energy performance, benefiting from
the combined effect of horizontal and vertical overhangs.

Shan [21] proposed a methodology based on genetic algorithms to determine the optimal shading
solution to minimize the energy required for heating, cooling and lighting. Even though daylight has
been considered by the author, it is used to estimate the artificial light required to reach an illuminance
threshold value of 500 lux and is not considered as an objective function. Vera et al. [22] used GenOpt
to optimize a fixed exterior fenestration system considering both energy savings and visual comfort.
The authors considered a fully glazed surface facing South in the locations of Montreal, Boulder and
Miami and facing North in Santiago. The opaque walls, including ceiling and roof were considered
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adiabatic and to perform the optimization study, perforations, louver spacing and tilt angle have been
varied. Nicoletti et al. [23] proposed a control algorithm for venetian blinds to minimize the annual
energy consumption, maximizing solar gains in winter and minimizing the solar radiation in summer,
while ensuring a suitable level of natural lighting to guarantee the visual comfort of the occupants.

This study focuses on external fixed shading systems. External shading devices (SDs) have higher
performance than internal systems [24] while fixed SDs represent a more economical solution than
dynamic systems and no manual adjustments are required.

Unlike existing studies that considered an office-room bordering other air-conditioned environment
and with glazed surfaces exclusively facing South, the present study faced a more complex case
characterized by a larger space, with glazed surfaces on all the exposures and with all dispersing
envelope components. Moreover, a parametric analysis was performed in order to investigate the
variability of the shading configuration according to the climatic context. Therefore, the main goal
of this study is to evaluate how the optimization of fixed solar shading systems is influenced by the
climatic characteristics of the site.

Beside the energy savings, the visual comfort of the occupants is considered as objective function
in the multi-objective optimization analysis. The optimization is performed not only for South facing
windows but the optimal design of glazed surfaces and shading device for all façades is determined.

The shape and size of the shading system are optimized through an evolutionary algorithm
developed with the Grasshopper plug-in of Rhinoceros [25]. The aim of the optimization analysis
carried out in this study is to minimize the overall energy required for air-conditioning and artificial
lighting, while simultaneously maximizing the daylight. Dynamic simulations of the solar radiation
and dynamic lighting simulations have been performed using the Lady-bug plug-in [26] and the
Honey-Bee plug-in [27] of Rhinoceros. Moreover, the optimization software has been coupled with
Energy Plus [28] to evaluate the building performance and determine the thermal energy demands
with real weather data.

A test-case building located in three different European cities has been considered to analyze the
effect of different latitude and climatic conditions on the optimal configuration of the shading system.
The selected locations are: Crotone (South Italy, latitude 39◦5′), Milan (North Italy, latitude 45◦28′) and
Copenhagen (Denmark, latitude 55◦40′).

According to the Köppen–Geiger climate classification [29], the first site is characterized by hot
and dry climate (Csa), the second is representative of hot and humid conditions (Cfa) while the third
selected city is included in the temperate-humid zone (Cfb).

In Section 2, the methodology used to carry out the multi-objective analysis for the different
scenarios is described, in Section 3 the model assumptions are discussed. The main results are
highlighted in Section 4 and discussed in Section 5. In Section 6, the main outcomes are summarized.

2. Methodology

The genetic optimization analysis has been performed using the Grasshopper, a Rhinoceros
plug-in. By imitating natural selection and evolution, multi-objective optimization uses parameters
and optimization functions to quickly explore thousands of design variations and identify the best
solution. It mimics natural selection, crossover and mutation of genes. At each iteration, the best
candidates from the current population are selected, by applying a selection criterion (fitness function),
to populate the next generation and new candidate solutions are generated randomly by crossover and
mutation rules. Iterated over many generations, the average quality of the solutions in the pool of
candidates gradually increases and the population evolves toward an optimized solution that meets
the design objectives within the constrained parameters.

To perform the analysis, the optimization software needs to be coupled with software tools that
allow simulations of the building’s performance and that determine the thermal energy required for
both heating and cooling. In this study, the dynamic simulation software Energy Plus has been selected.
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This calculation engine consists of different models working together to determine building energy
requirements for heating and cooling with a variety of systems and energy sources. Heat diffusion
through the building components is simulated considering one-dimensional heat transfer. Construction
materials properties and indoor air temperature are assumed to be constant. The heat diffusion equation
is solved using the conduction transfer functions (CTF), a transient calculation method based on
instantaneous energy balance usually performed on an hourly basis for each thermal zone defined in
the simulation model. Further details are provided in Section 2.1.

Moreover, to consider the visual comfort of the occupants, dynamic simulations of the solar
radiation and lighting have been performed using the Lady-bug plug-in and the Honey-Bee plug-in.

The Lady-bug plug-in allows importing in Grasshopper the weather files of Energy Plus, providing
the possibility to analyze the sun path, the distribution of wind speed and direction (wind rose),
the solar radiation and shadows. The Honey-Bee plug-in allows the Grasshopper to interface with
Open Studio [30]. This is a platform that provides the possibility to simulate the building energy
demand using Energy Plus and perform daylight analysis using DaySim [31]. The multi-objective
analysis is performed using Octopus [32], a Grasshopper plug-in that extends the functionalities of the
Galapagos for genetic algorithm optimization. A schematic diagram of the tools used to carry out the
multi-objective optimization is provided in Figure 1.

 

Figure 1. Schematic representation of the system architecture and of the software tools used.

2.1. Building Air Conditioning Load

The building air conditioning load (QAC) is determined by a thermal balance on an internal
air node considering the heat transfer through the envelope (Qenv) and the glazed surfaces (Qw),
the infiltration (Qv) and the internal energy sources (Qint), as clearly described by Zhang et al [9].

QAC = Qenv + Qw + Qv + Qint (1)

Qenv, Qw and Qv strongly depend on the external climatic conditions.

Qenv =
n∑

j=1

KjAj(TS − Ta) (2)
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Aj is the area of the envelope surface j, Kj is the convective heat transfer coefficient on the j wall
internal surface, TS is its temperature and Ta the indoor temperature. The surface temperature is
determined by a thermal balance carried out on the structure by involving the infrared radiant exchange
on the external and internal sides and the thermal flux delivered through the wall. The latter is
evaluated by adopting the function transfer method exclusively for opaque surfaces with thermal mass.

The internal surface temperatures are affected also by the internal radiant field, in particular by
the heat transfer through the glazed surfaces that can be determined through the following equation:

Qw = AwItτ+ AwNi(αIt) + KAw(Te − Ta) (3)

where It is the incident solar radiation, Aw is the glazed surface area, τ is the transmission coefficient
and α the absorption coefficient of the glazed surface. Ni is the fraction of the incident solar radiation
that is absorbed and subsequently released in the indoor environment. It is worth noticing that the
software considers short-wave and infrared radiative exchange separately: for the first, the definition of
the internal view factors inside the conditioned cavity allows to evaluate the fraction of solar radiation
that is reflected outwards through the same windowed surfaces. This fraction does not become a
thermal load for the internal environment and, consequently, it is not considered for the evaluation of
the building energy demand.

Usually, the solar heat gain coefficient (F) is defined, considering both the radiation directly
transmitted inward and the fraction absorbed and then released.

F = τ+ αNi (4)

Hence:
Qw = Aw·[ItF + K(Te − Ta)] (5)

The second term on the right-hand side of the equation considers the energy losses due to the
transmittance of the glazed surface and the air temperature difference between indoor and outdoor
environment at temperature Te.

Qv can be determined based on the air flow rate mv and the temperature difference between the
internal and external air.

Qv = mvcpa (Te − Ta) (6)

The internal energy source term, Qint, depends on the devices used, lighting system and on
activities carried out in the building space.

Energy Plus allows to consider all the described terms and accurately estimate the building
thermal energy required. It has been selected for its acknowledged potential to reliably simulate
buildings’ thermal behavior and accurately estimate energy performance, along with its capability of
effectively integrating shading systems [33].

Its development is funded by the U.S. Department of Energy’s (DOE) Building Technologies
Office (BTO) [34] and it is considered a well validated energy simulation engine [20].

2.2. Optimization Algorithm

The optimization analysis performed has two objective functions:

1. Minimize the electrical energy requirements for heating, cooling and artificial lighting
2. Maximize natural lighting to fulfill the requirements for visual comfort. To this purpose,

the percentage of hours, during which illuminance values of 300 lux are ensured on a working
surface located at 1 m from the floor, has been determined.

Every multi-objective optimization problem can be described as a minimization problem,
Equation (7).

Min
(
F
(→

x
))

(7)
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F
(→

x
)
=
{

f1
(→

x
)
, f2
(→

x
)
. . . fob

(→
x
)}

(8)

The subscript ob represents the number of objective functions to be minimized.
Subject to the following constraints:

gi
(→

x
)
≥ 0 (9)

with i = 1, 2, . . . , m, where m represents the number of inequality constraints

hi
(→

x
)
≥ 0 (10)

with i = 1, 2, . . . , n, where n represents the number of equality constraints

xmin ≤ xi ≤ xmax (11)

Equation (11) represents the boundaries of the ith variable.
One of the main difficulties in a multi-objective optimization is that often there is a trade-off

between the different objectives. Hence, it is not possible to identify a single optimal solution but a
pareto front, that is a set of non-dominated solutions which provides a better result for one objective
but worse for the others.

The parameters used in the optimization analysis and the set of boundary conditions are described
in Section 3.

3. Model

A simplified geometry has been selected for the single zone building. The shape is rectangular,
10 × 6 m with a height of 4 m, as schematically represented in Figure 2a. The building was located in
the areas shown in Figure 2b. In order to compare the results obtained for the different sites, the same
building orientation has been considered: North–South for the largest surfaces and East–West for the
smallest surfaces.

 

(a)  

(b) 

Figure 2. (a) Schematic representation of the building; (b) Selected locations

The main characteristics of the building envelope are summarized in Table 1.
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Table 1. Building envelope characteristics.

Wall

Thickness (cm) 40
Thermal transmittance (W/m2·K) 0.4

Density (kg/m3) 2500
Heat Capacity (J/kg·K) 800

Floor and Roof

Thickness (cm) 40
Density (kg/m3) 2000

Heat Capacity (J/kg·K) 800

Glazed Surface

Refractive Index 1.52
Thermal transmittance (W/m2·K) 1.4

Normal Solar Heat Gain Coefficient (SHGC) 0.75
Visible Transmittance (VT) 0.8

In this study, it is assumed that the building is used as an office and mainly computer-based works
are carried out. The CEN EN 12464-1 [35] ‘Light and lighting-Lighting of work places-Part 1: Indoor
work places’ recommends a range of 100–300 lux for computer-based tasks. For these reasons a value
of 300 lux has been considered in the present study.

The office is considered occupied from Monday to Friday and from 9 am to 18 pm. Since the
heating and cooling periods depend on the climatic conditions, in order to compare the results detected
across the considered locations, the same duration for the provision of heating and cooling was
considered. Therefore, the analysis has been performed considering the cooling season from the 1st of
June to the 30th of September and the heating period from the 15th of November to 15th of March.

Weather files from the EnergyPlus data set were used for the simulation. Source weather
data formats include IWEC and IGDG data [36,37] representing a typical year obtained by
assembling measured or modeled data, to match the long-term data from a certain location using a
particular-statistical measure.

Climatic data for the city of Crotone report an external air dry bulb temperature varying between
a minimum of Tmin = −2.2 ◦C and a maximum of Tmax = 36.4 ◦C; for Milan Tmin = −9.4 ◦C and Tmax

= 33.6 ◦C while for Copenhagen Tmin = −9.6 ◦C and Tmax = 26.8 ◦C. The global horizontal radiation
is equal to 1354.4 kWh/m2 year for Crotone, 1070.6 kWh/m2 year for Milan and 980.3 kWh/m2 year
for Copenhagen.

The design temperatures for the cooling and heating seasons have been set equal to 26 and 20 ◦C
respectively. For the artificial lighting system, two LED plafonieras with a nominal electric power of
5 W were assumed installed on the ceiling.

A parametric approach has been used, based on following assumptions:

• The fixed solar shading devices are parallel to each façade;
• Rectangular slats with a thickness of 1 cm are used.

The other geometrical properties of the slats are parametrically defined in the Grasshopper to
determine the optimal design.

A schematic representation of the main geometrical properties is reported in Figure 3.
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Figure 3. Geometrical parameters of the blades: distance between two consecutive slats—d, depth—w
and inclination of the slats—t.

To optimize the office building design and the shading device features, the following variables
have been considered:

• The window-to-wall ratio for each building façade can vary between 10% to 80%;
• The slats can be arranged either in horizontal or vertical direction;
• Number of slats;
• Distance between two consecutive slats (pitch ‘d’) can be varied from a minimum of 400 mm to a

maximum of 1200 mm;
• Inclination of the slats with respect to their longitudinal axis (t) varies from −45◦ to +45◦, with a

step of 5.

The analysis is performed considering different depth (w) of the slats: 200, 400 and 600 mm.

4. Results

Preliminary simulations have been performed considering the minimum and maximum
window-to-wall ratio (WWR) of 10% and 80% for all façades. These scenarios will be considered as
reference cases. The energy demands have been determined, as well as the percentage of hours in
which the minimum natural lighting of 300 lux on the working surface could be guaranteed.

The results obtained for Crotone are summarized in Table 2.

Table 2. Energy requirements for air-conditioning and percentage of hours in which the minimum
lighting requirements are fulfilled, considering the minimum and maximum window-to-wall aspect
ratio. The analysis refers to Crotone.

WWR
(South)

WWR
(East)

WWR
(West)

WWR
(North)

%h > 300
lux

Cooling
Demand

(kWh)

Heating
Demand

(kWh)

Consumption
Artificial

Lighting (kWhe)

80% 80% 80% 80% 86 8277.3 22.2 9
10% 10% 10% 10% 81 3433.6 1 9.5

It is clear that, due to the Mediterranean climatic conditions, Crotone is a cooling dominated
location with negligible heating requirements. However, with the augment of the WWR, the heating
demand slightly increases due to the predominance of thermal losses on solar gains.

Afterwards, the optimization analysis has been performed allowing the WWR to vary between
10% to 80% to obtain a window-to-wall ratio for each façade that guarantees the visual comfort of
the occupants, maximizing the daylight, while simultaneously decreasing the annual energy demand
(required for summer cooling, winter heating and artificial lighting).

Due to the trade-off between these two objectives, a unique solution is difficult to find. Table 3
shows the best results obtained for different WWR.
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Table 3. Individuals of the population obtained using multi-objective optimization for Crotone.

WWR
(South)

WWR
(East)

WWR
(West)

WWR
(North)

%h > 300
Lux

Cooling
Demand

(kWh)

Heating
Demand

(kWh)

Consumption
Artificial

Lighting (kWhe)

50% 10% 30% 70% 86 6333.3 5.2 9
20% 10% 10% 60% 85 4734.2 3.5 9.1
10% 10% 10% 40% 84 3991.3 2.5 9.2
10% 10% 10% 20% 83 3632.9 1.1 9.3

It is evident that increasing the WWR, the number of hours in which the minimum lighting
requirements are fulfilled also increases, at the expenses of higher cooling requirements. The results
reported in Table 3 show that solutions with the WWR above 50% on the South surface, 10% for the East
surface, 30% for the West direction and 70% for the North are not recommended. Conversely, the role
of the South WWR is decisive to drastically reduce cooling demands; lower WWR percentages allow to
reduce the energy required for space cooling, keeping almost unvaried the daylight performance.

Considering the case with a maximum WWR of 80% for all façades, reported in Table 2, not only
the percentage of hours with more than 300 lux does not increase (86%), but also the cooling demand is
considerably higher, 8277.3 instead of 6333.3 kWh. A good trade-off can be represented by a WWR
of 10% for the South, East and West surface and 20% for the North direction. This solution allows
the achievement of a significant reduction of the annual energy requirements of 56%, with only a 3%
decrease in the number of hours with more than 300 lux.

As described in Section 3, the fixed solar shading system has been described parametrically to
allow the variation of the geometric parameters. Tables 4–6 summarize the results of the optimization
analysis for the considered slat depths.

Table 4. Optimization analysis considering a depth of the slats of 200 mm for Crotone.

Orientation Number of Slats Slat Direction Tilt Angle

South 12 Horizontal 45◦
East 12 Horizontal 45◦
West 12 Horizontal 45◦

North 12 Vertical −10◦

Cooling Demand 2192 kWh
Heating Demand 10.3 kWh

%h > 300 lux 75
Consumption for Artificial Lighting 9.9 kWhe

Table 5. Optimization analysis considering a depth of the slats of 400 mm for Crotone.

Orientation Number of Slats Slat Direction Tilt Angle

South 7 Horizontal 40◦
East 7 Horizontal 45◦
West 7 Horizontal 45◦

North 13 Vertical 35◦

Cooling Demand 2186 kWh
Heating Demand 12.3 kWh

%h > 300 lux 74
Consumption Artificial Lighting 10.1 kWhe
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Table 6. Optimization analysis considering a depth of the slats of 600 mm for Crotone.

Orientation Number of Slats Slat Direction Tilt Angle

South 5 Horizontal 45◦
East 5 Horizontal 40◦
West 5 Horizontal 40◦

North 10 Vertical −45◦

Cooling Demand 2104.2 kWh
Heating Demand 15.5 kWh

%h > 300 lux 68
Consumption Artificial Lighting 10.3 kWhe

The results show that the configuration with a slats depth of 600 mm is the one that allows to
achieve the highest energy savings. The total thermal requirement is 2119.7 kWh, i.e., 41.6% lower
compared to the value of 3634 kWh obtained for the same configuration and glazed areas without
shading devices. Moreover, a minimum natural lighting of 300 lux on the work surface is ensured
in 68% of the hours with a correspondent slight increase of the electrical consumption. This result
is due to the shading effect provided by the larger slats that allows to reduce the cooling demand
without affecting negatively the heating demand. The overall energy saving which can be obtained
with an optimized building structure is 38.3% compared to the configuration with the minimum WWR
and without shading devices. Table 6 shows an increase in electricity consumption by the artificial
lighting system of 10%, but it is small when compared to the achievable energy savings for the summer
conditioning (with an appropriate conversion factor). It is worth mentioning the importance to install
vertical slats on the North exposure to exploit daylight rationally by favoring the attainment of the
required lux on the working surface, but the inclination varies significantly with the slat’s width.
Furthermore, the importance of producing shadows on the glazing is demonstrated by the tilt angle
ranging between 40◦ and 45◦ for the surfaces exposed to the solar radiation.

Once the optimal configuration has been determined, it was considered the possibility of integrating
the shading system with photovoltaic cells in accordance with the schematic representation showed in
Figure 4. The main characteristics of the photovoltaic panels are summarized in Table 7.

 

Figure 4. Schematic representation of the shading system.

Table 7. Photovoltaic panel characteristics.

Parameter Value

Type of PV panel Poly-Si
Maximum Power at STC 165 W

Current at Max Power (A) 4.77
Voltage at Max Power (V) 34.6
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The available surface to install PV cells is 90 m2, so an annual electricity production by the
renewable source of 6526 kWh is achievable, sufficient to provide the electricity required for heating,
cooling and lighting (about 700 kWhe assuming an air to air electric heat pump with a mean performance
index of 3).

Similar analyses have been performed for Milan and Copenhagen. The results obtained for Milan
are summarized in Tables 8–12. Table 8 highlights the building performance parameters for both the
minimum and maximum value of the WWR.

Table 8. Energy requirements for air-conditioning and percentage of hours in which the minimum
lighting requirements are fulfilled, considering the minimum and maximum window-to-wall aspect
ratio. The analysis refers to Milan.

WWR
(South)

WWR
(East)

WWR
(West)

WWR
(North)

%h > 300
Lux

Cooling
Demand

(kWh)

Heating
Demand

(kWh)

Consumption
Artificial

Lighting (kWhe)

80% 80% 80% 80% 83 5857.7 1088.3 8.1
10% 10% 10% 10% 65 2045.2 340 13.3

Table 9. Individuals of the population obtained using genetic algorithms for Milan.

WWR
(South)

WWR
(East)

WWR
(West)

WWR
(North)

%h > 300
Lux

Cooling
Demand

(kWh)

Heating
Demand

(kWh)

Consumption
Artificial

Lighting (kWhe)

50% 10% 30% 70% 81 4575.7 984.4 9
30% 10% 10% 60% 79 3401.2 911.5 9.5
20% 10% 10% 50% 78 3312.5 750.8 9.9
20% 10% 10% 40% 76 2882.8 648.6 10.4

Table 10. Optimization analysis considering a depth of the slats of 200 mm for Milan.

Orientation Number of Slats Slat Direction Tilt Angle

South 13 Horizontal 10◦
East 12 Horizontal 45◦
West 13 Horizontal 40◦

North 32 Vertical −45◦

Cooling Demand 1239.9 kWh
Heating Demand 908.1 kWh

%h > 300 lux 65
Consumption Artificial Lighting 13 kWhe

Table 11. Optimization analysis considering a depth of the slats of 400 mm for Milan.

Orientation Number of Slats Slat Direction Tilt Angle

South 7 Horizontal 20◦
East 7 Horizontal 45◦
West 7 Horizontal 45◦

North 15 Vertical −40◦

Cooling Demand 1218.2 kWh
Heating Demand 944.5 kWh

%h > 300 lux 62
Consumption Artificial Lighting 13.4 kWhe
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Table 12. Optimization analysis considering a depth of the slats of 600 mm for Milan.

Orientation Number of Slats Slat Direction Tilt Angle

South 5 Horizontal 45◦
East 5 Horizontal 40◦
West 5 Horizontal 45◦

North 10 Vertical −45◦

Cooling Demand 1267.9 kWh
Heating Demand 843.6 kWh

%h > 300 lux 69
Consumption Artificial Lighting 11.3 kWhe

In this case, an evident increase in the heating demand, with a correspondent decrease of the
cooling requirements, can be observed due to the continental climatic conditions. Again, for the
highest WWR, the thermal losses through the transparent surfaces prevail on the increase in solar
gains. The results of the multi-objective optimization analysis are reported in Table 9 showing the best
individuals of the population obtained using genetic algorithms.

To minimize the thermal energy demand, a WWR of 20% for the South, 40% for the North and
10% for the East and West surfaces are required. It is worth noting that South and North exposures
affect thermal demands considerably, while the electrical consumptions for artificial lighting are only
slightly affected by the window-to-wall ratio.

The results of the optimization analysis performed for the shading system are summarized in
Tables 10–12 considering different slats depth.

The analysis performed for Milan shows that the configuration with a slat depth of 600 mm is
the one that guarantees the highest energy savings with a tilt angle of 45◦ for the South exposure.
Conversely, by limiting the slats depth, the tilt angle decreases. This ensures a more profitable use of
the solar radiation during winter but also determines an increase of the cooling demand. Additionally,
in this case, a tilt angle of 40–45◦ for East and West exposures is recommended as well as vertical
slats with negative tilt angle for the North orientation. The annual energy requirement is 2111.5 kWh,
thus 40.2% lower compared to the 3531.5 kWh required for the same configuration without shading
systems. Natural lighting is sufficient to maintain adequate illumination levels in 69% of the hours.

It is worth noticing that, despite the slight increase in electricity for artificial lighting, the optimized
configuration with shading devices provides a more evident reduction in the annual energy
requirements, highlighting the prevalent role of air-conditioning for the reduction of the overall
energy consumption.

Assuming that the shading surface is covered by PV panels, the annual electricity production
can be obtained. It is equal to 4851.7 kWh and it is enough to cover the energy needs for heating,
cooling and the artificial lighting consumption considering the use of an electric heat pump with a
mean performance index of 3 (about 700 kWhe).

Simulations and optimization analysis have been also performed for Copenhagen. In this case the
energy required for heating is higher than the cooling demand, as shown in Table 13. Nevertheless,
increasing the WWR, not only the heating demand is higher due to the higher thermal losses but
also the cooling demand increases. Energy demands for heating, cooling and electricity for artificial
lighting are provided in Table 13, considering a WWR of 10% and 80%.
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Table 13. Energy requirements for air-conditioning and percentage of hours in which the minimum
lighting requirements are fulfilled, considering the minimum and maximum window-to-wall aspect
ratio. The analysis refers to Copenhagen.

WWR
(South)

WWR
(East)

WWR
(West)

WWR
(North)

%h > 300
Lux

Cooling
Demand

(kWh)

Heating
Demand

(kWh)

Consumption
Artificial

Lighting (kWhe)

80% 80% 80% 80% 75 1249.6 1394.7 20.5
10% 10% 10% 10% 59 232.1 711.8 29

The results of the optimization analysis are reported in Table 14. The best individuals of the
population obtained using genetic algorithms are highlighted.

Table 14. Individuals of the population obtained using genetic algorithms for Copenhagen.

WWR
(South)

WWR
(East)

WWR
(West)

WWR
(North)

%h > 300
lux

Cooling
Demand

(kWh)

Heating
Demand

(kWh)

Consumption
Artificial

Lighting (kWhe)

50% 10% 20% 70% 70 963.6 941.9 22.1
20% 10% 10% 60% 69 666 762.7 23.4
20% 20% 10% 40% 67 559.7 687.1 25.9
20% 10% 10% 10% 65 364.2 605.1 26.6

To minimize the thermal energy demand, a WWR of 20% for the South and 10% for the East, North
and West surfaces is required. This is due to the need of limiting the thermal losses as much as possible
due to the limited availability of solar radiation that could be exploited to reduce the heating demand.

The results of the optimization analysis for the shading device carried out for Copenhagen are
summarized in Tables 15–17.

Table 15. Optimization analysis considering a depth of the slats of 200 mm for Copenhagen.

Orientation Number of Slats Slat Direction Tilt Angle

South 13 Horizontal −10◦
East 13 Horizontal 40◦
West 13 Horizontal 40◦

North 27 Vertical 35◦

Cooling Demand 125.5 kWh
Heating Demand 689.2 kWh

%h > 300 lux 61
Consumption Artificial Lighting 28.6 kWhe

Table 16. Optimization analysis considering a depth of the slats of 400 mm for Copenhagen.

Orientation Number of Slats Slat Direction Tilt Angle

South 7 Horizontal −10◦
East 7 Horizontal 45◦
West 7 Horizontal 45◦

North 16 Vertical −20◦

Cooling Demand 121.5 kWh
Heating Demand 683.0 kWh

%h > 300 lux 59
Consumption Artificial Lighting 29.2 kWhe
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Table 17. Optimization analysis considering a depth of the slats of 600 mm for Copenhagen.

Orientation Number of Slats Slat Direction Tilt Angle

South 5 Horizontal −10◦
East 5 Horizontal 40◦
West 5 Horizontal 45◦

North 10 Vertical 45◦

Cooling Demand 106.9 kWh
Heating Demand 697.3 kWh

%h > 300 lux 60
Consumption Artificial Lighting 30.1 kWhe

The analysis performed shows that even in this case the use of a slat depth of 600 mm represents
the optimal configuration. It is worth noticing that the optimal angle is −10◦ with horizontal direction
for the slats exposed toward South, in order to exploit the scarce solar radiation as much as possible.
Compared to the previous cases, the analyzed location is characterized by a higher latitude and a
lower solar altitude. Therefore, the described configuration allows a better exploitation of the beam
solar radiation. Tilt angles of 40–45◦ are preferred for East and West, and vertical slats for the North
exposure. In the optimal situation, the annual energy demand for air conditioning is 804.2 kWh with
an energy saving of 17% compared to the 969.2 kWh required for the same configuration without
shading elements. Natural daylight is worse than the prior scenarios due to the lower WWR values,
however the level is sufficient to maintain an adequate illumination level in 60% of the hours.

The optimized configuration with shading devices provides a reduction in the overall energy
consumption by 14.8% compared to the solution with the minimum glazed areas and no shading systems.
As for all the other examined cases, the electrical consumption for artificial lighting increases by 13% but
it is negligible compared to reduction in terms of thermal requirements for space cooling and heating.

Once again, assuming that the shading surface is covered by PV panels, the annual electricity
production was determined. It is equal to 3741.8 kWh, i.e., enough to cover the energy needs for
heating, cooling and the artificial lighting consumption assuming the use of electric heat pumps with a
mean performance index of 3 (about 300 kWhe).

5. Discussion

Simulations have been performed to determine the optimal window-to-wall ratio and the optimal
design of external fixed shading systems. The highest energy savings have been obtained for the
locations of Crotone and Milan, characterized by a higher solar radiation and, consequently, by higher
cooling requirements. Solar gains in winter, instead, are counterbalanced by a major increase of the
thermal losses detected with the WWR growth. For this reason, in Copenhagen lower WWR are
recommended. The main contribution of external shading devices to energy saving is due to the
reduction of energy requirements for cooling. Obviously, an increase of the energy consumption for
space heating is registered but the overall energy needs for both the heating and cooling seasons are
significantly decreased by a percentage of 41.6% for Crotone and 40.2% for Milan. Different results have
been obtained for Copenhagen, due to the different climatic conditions. While in Crotone and Milan
the energy required for cooling in summer is substantial, for Copenhagen space heating represents the
most critical aspect and, consequently, the optimization was carried out mainly to limit the energy
consumptions during winter. Despite such a difference, a solution has been identified, that guarantees
10% energy saving.

Even though a point by point comparison with similar studies is not possible since different
building layouts, construction materials, glazed surface properties, methodology, locations and climatic
conditions are considered, it is anyway evident a similar trend. As highlighted by Manzan [13],
the energy savings increase in climatic areas characterized by higher levels of solar radiation and,
consequently, higher energy cooling demand. As underlined by Zhang et al. [9], the use of horizontal
shadings of 500–600 mm on the southern exposure allows to significantly reduce cooling energy demand.
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As far as concerning the visual comfort, satisfactory results have been obtained. As pointed
out by Vera at al. [22], different results are obtained whether the optimization analysis is performed
considering both energy requirements and visual comfort or only the energy consumption criteria.
In the multi-objective analysis this aspect has been considered and the solutions that would decrease as
little as possible the percentage of daily hours covered by natural lighting have been selected. Even if
in some cases a reduction of 15% of sunlight hours was reached, due to the presence of shading devices,
the increase in electrical consumption due to artificial lighting is limited while considerable energy
savings for air conditioning could be achieved.

It is worth noticing that the simulations, aimed at optimizing the glazed surfaces, have highlighted
that a minimum glazed surface is preferable for the South, East and West façades, for both Crotone and
Milan where the summer solar radiation is considerable. On the other hand, higher percentages of
glazed surfaces are obtained for the North direction to capture only diffuse radiation. The opposite
situation occurs in Copenhagen, where the WWR is higher for the South oriented surface by exploiting
slats with negative tilt angle due to the lower solar elevation angle, and lower for the North to contrast
thermal losses. A synoptic representation concerning the energy demand for air-conditioning and
artificial lighting is provided in Figures 5 and 6 respectively, for the considered localities, with and
without the installation of the optimized shading devices. It is clear that a comparison cannot be carried
out among the localities, because different envelope configurations have been obtained. Nevertheless,
in Crotone the 42% of energy savings was attained by limiting exclusively the cooling demands, this is
the reason why the lowest WWR is employed on the surfaces mainly exposed to the solar radiation.
Moreover, the widest slats are preferred, but with a higher distance and a tilt angle of 45◦ for a better
shading, with no significant negative impact on the daylight. Regarding the location of Milan, being
higher the heating requirements, a greater WWR on the South exposure and a minimum value of WWR
on East and West facades, allow a better use of winter solar gains. This effect prevails on the worsening
of the cooling demand, achieving a winter energy saving of 56% that overcomes the worsening of
the cooling demand (−30%). The slats’ configurations are similar to those obtained for Crotone but
the energy consumptions are slightly worsened, due to the 40% WWR resulting for North facade.
Finally, in Copenhagen, characterized by the most severe winter climatic conditions, it is essential to
limit the WWR on the North exposure in order to reduce the thermal losses, sacrificing the daylight
and obtaining double electrical consumption compared to the prior localities. A WWR of 20% with
negative slats tilt angle allows to exploit solar radiation rationally, and WWR of 10% for East and West
orientations allows to obtain a summer energy saving of 70% that prevails on the worsening of the
winter demand (−15%).

Figure 5. Energy demands for air-conditioning detected among the considered localities, assuming the
optimized envelope configurations with and without external shading devices.
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Figure 6. Energy demands for artificial lighting detected among the considered localities, assuming the
optimized envelope configurations with and without external shading devices.

6. Conclusions

The analysis performed in this study shows that the shading device needs to be optimized for the
climatic conditions in order to find the best compromise between the heating and cooling demands,
which are much higher than the energy required by the artificial lighting system. In particular,
the following main findings emerged from the analysis:

• The use of a 60 cm slat represents the best performing solution in all locations. This slat width
allows appreciable shading effects by adjustment of the slats’ tilt angle, which limits the degree of
required elements;

• For surfaces oriented towards the North direction, vertical slats represent the optimal solution
with different tilt angles;

• For surfaces oriented towards the South, East and West direction, horizontal slats are recommended;
• South oriented surfaces are very sensitive to the variations of the building location, for Crotone

the optimal tilt angle is 45◦ while for Copenhagen it is −10◦;
• The glazed areas facing South increase with latitude, while on the contrary those facing North

decrease in order to find the best compromise between thermal losses and solar gains;
• The energy savings for air-conditioning are substantial and overcome the increase in electricity

consumption for artificial lighting;
• PV energy production can supply the energy demand for air conditioning and artificial lighting in

all analyzed scenarios.

The study highlighted the dependence of the shielding systems on the latitude of the site, which
directly affects the inclination of the slats. The relation emerged particularly for the South exposure.
At high latitudes, in fact, the sun is lower on the horizon and a greater tilt angle of the slats is needed
to protect from solar radiation. On the contrary, at lower latitudes, the sun is higher in the sky and the
slats must be tilted slightly to obtain the shading effect. In regards to the East and West exposures,
instead, no significant differences arose among the analyzed sites because for these exposures the sun
is always in a low position for any latitude.

Regarding the trade-off between sun-shades and illuminance, the optimal solution is the one
that allows the minimization of energy requirements of the air-conditioning and to maximize the
illuminance level on the working surface. In particular, it is worth noting that in winter, screens
and daylight can operate synchronously. In fact, during the heating season, it is possible to increase
the transmitted solar radiation to better exploit solar gains and improve daylight, at the same time.
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In summer, however, the two objective functions show conflicting effects, because shielding should be
used as much as possible to reduce the energy for air-conditioning and this negatively affects daylight.
Conversely, to favor daylight, the sunshades should be kept as open as possible, but this increases
the transmitted solar radiation, causing the overheating of the indoor ambient and worsening the
air-conditioning demand.

Optimization is, therefore, essentially required due to the opposing effect between the two factors.
The test case used in the analysis with glass surfaces on all exposures is aimed at stressing the impact
of the cooling requirement, which has become a serious issue in the energy consumption of buildings
due to exponential increases in recent years [38].

This study reported a preliminary investigation. Future research will be aimed at obtaining
correlations considering the optimal design of fixed solar shading systems according to latitude and
parameters that qualify the solar radiation, as well as climatic conditions of the site.
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Abstract: The limitation of fossil fuel uses and GHG (greenhouse gases) emissions reduction are
two of the main objectives of the European energy policy and global agreements that aim to contain
climate changes. To this end, the building sector, responsible for important energy consumption rates,
requires a significant improvement of its energetic performance, an obtainable increase of its energy
efficiency and the use of renewable sources. Within this framework, in this study, we analysed the
economic feasibility of a stand-alone photovoltaic (PV) plant, dimensioned in two configurations with
decreasing autonomy. Their Net Present Value at the end of their life span was compared with that of
the same plant in both grid-connected and storage-on-grid configurations, as well as being compared
with a grid connection without PV. The analysis confirms that currently, for short distances from the
grid, the most suitable PV configuration is the grid-connected one, but also that the additional use of
a battery with a limited capacity (storage on grid configuration) would provide interesting savings to
the user, guaranteeing a fairly energetic autonomy. Stand-alone PV systems are only convenient for
the analysed site from distances of the order of 5 km, and it is worth noting that such a configuration
is neither energetically nor economically sustainable due to the necessary over-dimensioning of both
its generators and batteries, which generates a surplus of energy production that cannot be used
elsewhere and implies a dramatic cost increase and no corresponding benefits. The results have been
tested for different latitudes, confirming what we found. A future drop of both batteries’ and PV
generators’ prices would let the economic side of PV stand-alone systems be reconsidered, but not
their energetic one, so that their use, allowing energy exchanges, results in being more appropriate
for district networks. For all PV systems, avoided emissions of both local and GHG gases (CO2) have
been estimated.

Keywords: renewable energy sources; PV systems configurations; energy storage; net present value;
emission reduction

1. Introduction

Today, the limitation of fossil fuel use, a major cause of the present day climate change, along with
greenhouse gas emission reduction [1–3], represent the main energy challenges that must be faced, being
fundamental aspects of international agreements (COP 2015) and EU (European Union) Directives [4,5],
which are particularly addressed in order to reduce primary energy consumption and increase the
share of renewable energy sources (RES) [6–9].

A significant rate of primary energy (with the associated greenhouse gas emissions) is consumed
in buildings: with reference to Italy, potential savings are about 40% in energy end-use and 36%
in greenhouse gases (GHG). They could be significantly reduced by adopting sustainable design,
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increasing energy efficiency [10–14] and making wider RES use [15–19]. Regional RES implementation
examples are reported in [20,21].

Nowadays, the construction sector is in fact required to guarantee high levels of living comfort [22–26]
with low primary energy consumption and greenhouse gases emissions, in a cost-optimal vision [27,28]:
in the EU, this has allowed for the legislative implementation of the ambitious nZEB (nearly Zero Energy
Building) [29,30], with a particularly high energy performance. Recent progress, future challenges and
a roadmap on this matter are reported in [31–33].

Thanks to such increasingly challenging energy targets, the energy requalification of the building
stock currently offers important opportunities for innovation [34–36], both concerning the envelope [37,38]
and the plants. In Italy, in particular, the Italian National Energy Strategy [39,40] adopts both challenging
thermal characteristics for the envelope (such as minimum transmittances) and the use of RES.

The integration of renewable energy systems with storage systems, both electrical [41–43]
and thermal [44–46], would completely satisfy the energy demand, so that storage techniques,
including innovative ones [47–51], currently represent a peculiar interest for both researchers and
technicians. Anyway, the present cost of energy storage and other critical issues within the systems
(over-dimensioning and energy surplus) currently make them neither energetically nor economically
sustainable, unless the cost of grid connection is higher for elevated distances [52–55].

Consequently, the new energy paradigm to be established in the future would mainly be based on
energy districts, nZEBs, grid-connected RES [56–59] endowed with energy storage, smart grids [60–62]
and electric mobility [63,64], rather than on completely autonomous renewable systems.

To this end, in this paper we analysed different configurations of PV plants in a residential
building (grid-connected, storage-on-grid and stand-alone) in terms of energy rates, costs and emission
reductions, as a function of the distance from the grid.

The main aim of the study is the evaluation of the current cost of building energetic self-sufficiency
and thus of user independency in the national electric network. As mentioned above, the use of
stand-alone PV systems is not in fact sustainable, as both their generators and batteries must be
dimensioned so as to guarantee an energy load in the worst condition, which is to say on the day
of the year with the least daylight and energy production (i.e., winter solstice), which requires PV
generators and batteries with an overflowing power and capacity: this implies a dramatic cost increase
and no corresponding benefits for most months of the year, as it is not possible to use the respective
surplus of energy production elsewhere. This means that PV stand-alone configurations are, in general,
not advisable, apart from in isolated areas where the cost of a grid connection would result in being
greater that of an autonomous system.

The most suitable system is, on the contrary, a grid-connected configuration [65], also using
a battery of limited capacity, with no PV generator over-dimensioning, which therefore markedly
reduces the system cost, allowing an energy surplus sale and its purchase within only months,
with minimum irradiation. This concern about PV systems is not markedly underlined in the literature.

Within this field, the case study compares the energy rates, costs and avoided emissions of
a stand-alone PV system located in the Italian city of Reggio Calabria, dimensioned in two different
configurations with decreasing autonomy (and the consequent power and cost), guaranteeing a load
for one or two days respectively, with those of both a grid-connected configuration of the same plant,
also endowed with a small battery (storage on grid), and a simple connection to the grid (Figure 1) as
a function of the distance from the grid.

To compare the five configurations, their Net Present Value was evaluated at the end of the plant
life, identifying the relative cost/benefit items (the latter assessed on the basis of the Italian Government
incentivizing fares), and the drawn vs. distance from the grid.

The analysis has been conducted by setting the same case study in three Italian areas with different
latitudes (and therefore different irradiations), showing the same results.

Moreover, for all PV configurations, the avoided emissions of both GHG (CO2) and local pollutants
(NOx, SO2, PM10) have been estimated.
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Figure 1. Assessed patterns of power supply.

2. PV System Sizing

2.1. Daily Load Assessment

The electric energy daily demand (D), simulated using the software PVSol (PV*Sol 2020 R7,
Valentine Software GmbH, Stralauer Platz 34, 10243 Berlin, Germany) (by Valentine Software German
company), was assessed in order to determine the yearly load, in order to size up both the nominal
power of the PV array and, when present, the battery capacity. Further information required in order
to dimension the stand-alone generator was the daily maximum load in the year.

2.2. Solar Irradiance on the Panels

The purpose of this step is the maximization of solar irradiance striking the panels’ surfaces,
corresponding to an optimal orientation and tilt angle at the site’s latitude. Starting from the values of
solar irradiation on the horizontal surface of the site (UNI 10349 [66]), the corresponding values on
panel’s surface, I, have been derived.

2.3. Nominal Power Assessment–Grid-Connected and Storage-on-Grid PV plant

The peak power of the grid-connected PV systems was estimated on the basis of the user
consumption and solar irradiation in the site. It has been assessed by referring to the peak solar hours
teq, the equivalent period of time with a constant irradiance Is = 1 kW/m2 providing the same actual
radiation I (kWh/m2) striking the module’s surface [67]:

teq =
I
IS

(1)

The nominal power delivered by the PV array in the absence of power losses Pid is calculated as:

Pid =
D
teq

(2)

where D is the yearly energy demand.
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The nominal power under the real condition P, considering power losses in the PV system
(depending on cell temperatures, shading effects, solar radiation reflections, dirt on module surfaces,
etc.) and in its electronic devices (inverter, batteries, charge regulator, link cables, etc.) is then calculated
as:

P =
Pid
η

(3)

where η is the system’s overall efficiency.

2.4. Nominal Power Assessment–Stand-Alone PV Plant

Stand-alone systems must provide power to loads, even when solar irradiance is insufficient or
during night time: during such periods, batteries must support the generation system, so their proper
capacity must be sized up.

The power of the PV array must consequently be determined so that during sunshine periods it
can allow both load feeding and battery charging. The energy that is to be delivered daily and stored
in batteries is a function of the number N of autonomy days of the system and of the load to satisfy.

Two different configurations, with increasing autonomy (referred to as case a and case b), have been
considered. The maximum user’s daily demand, Dmax, is to be guaranteed for one day (N = 1) in case
a and for two days (N = 2) in case b.

The nominal power of the PV array in the absence of power losses Pid that is able to generate the
energy required to meet the load and completely charge the battery is given by:

Pid =
Dmax + NDmax

t∗eq
=

(1 + N)Dmax

t∗eq
(4)

where t*eq are the equivalent hours of the minimum irradiance day (21st December). The nominal
power under the real condition P is subsequently obtained from Equation (3).

2.5. Battery Sizing

The battery capacity Ca is:

Ca =
NDd

V(1− Lc)
(5)

where:

Dd is the design load,
V is the rated voltage of the array (V),
Lc is the minimum allowed depth of the battery discharge (%).

2.6. Charge Controller Dimensioning

In stand-alone and storage-on-grid systems, an essential component for their operation and lifetime
is the charge controller, which adjusts the energy flow and protects batteries from an insufficient or
excessive charge, increasing their life. Its selection depends on the maximum producible current from
the PV field:

Imax = nIcc,modulemax (6)

with n being the number of strings and Icc,module the short circuit current.

2.7. Shadows Pattern

The shadow patterns of the installation site are fundamental for the sizing procedure; they can
both reduce solar irradiance on panels and produce dissymmetry within their operation, modifying
the solar irradiance profiles and strictly affecting the system arrangement. To this end, knowledge of
the yearly sun paths at the site’s latitude is required.
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The string distance d, minimizing reciprocal shadows, has been determined assuming that it
avoids shadows in the worst case, that is on 21 December (winter solstice) at 12 a.m. [68]:

d = L cos δ
(
1 +

tan δ
tanα

)
(7)

where:

L module installation height (m),
δ module tilt (◦),
α sun altitude at 12 a.m. on 21 December (◦).

3. Energy Production

The energy production E has been determined with an hourly step through PVSol software using
the following equation:

E = ηSI (8)

where

η panel efficiency,
S panels surface (m2),
I solar irradiance on the panel (kWh/m2),
η is a function of the temperature (it decreases as the temperature increases):

η = ηr[1− β(tc − tr)] (9)

where

ηr panel efficiency at reference temperature,
β panel temperature coefficient (%/◦C),
tc cell temperature (◦C),
tr reference temperature (25 ◦C).

The cell temperature is estimated using the expression:

tc = ta +
NOCT − 20

800
Is (10)

where
ta air temperature (◦C),
NOCT Nominal Operating Cell Temperature (◦C),
Is solar radiation power on the panel (W/m2).

4. Case Study

The described methodology has been applied to a residential user, placed in Reggio Calabria
(38◦06’ N, 15◦39’ E) in the South of Italy. The generator lies facing south, inclined at 28◦ (optimal
inclination for the site). No shadows are present over the PV system in order to consider the most
general case.

The load profile is reported in Figure 2; the total yearly demand is 3035 kWh.
For the presence of an energy-consuming air conditioning system, the maximum load is observed

in summer, whereas the lower demand in winter is due to the use of a gas boiler for heating purposes.
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Figure 2. Electric energy load.

4.1. PV System Sizing

The UNI 10349 standard provides the values of the monthly average solar irradiation on a horizontal
surface for the city of Reggio Calabria; from these, the corresponding values on the generator surface
facing south, inclined at 28◦, have been derived (Figure 3).

The selected PV modules are in monocrystalline silicon, with an efficiency of 0.205, and have
a module power Pm = 280 Wp.

 

Figure 3. Monthly solar irradiation in Reggio Calabria.

4.1.1. Case 1: Grid-Connected PV System

Using Equation (3), the value of the peak power of the plant has been obtained (2.1 kWp).
The minimum number of modules is:

n =
P

Pm
=

2.1 kWp

0.28 kWp
� 8 (11)
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For the conversion DC/AC, an inverter has been inserted, selecting a pure sine wave one; it has
a 2.8 kW power, assessed on the basis of the maximum absorption.

In Figure 4, a schematic representation of the PV systems is reported. The panels are arranged
in two strings of four modules each; the distance between the modules is 3.38 m, calculated by
Equation (7).

 
Figure 4. Schematic representation of the grid-connected PV system.

4.1.2. Case 2: Storage-on-Grid PV System

This represents an intermediate case, realised with a grid-connected plant equipped with a battery
pack dimensioned only so as to satisfy the average night load (4 kWh/day), without the necessity of
returning to the national grid. Consequently, the generator power, the number of panels and their
arrangement in strings, together with the inverter characteristics, are the same as the grid-connected
configuration. In Figure 5, a schematic representation of the configuration is reported.

Figure 5. Schematic representation of the storage on the grid PV system.

The batteries have a gel electrolyte, 12 V voltage and a capacity of 4.8 kWh, considering a minimum
discharge level of 20%. From (5), the capacity in Ah results in:

Ca =
NDmax

V(1− Lc)
= 406 Ah (12)

An acid control valve allows for a long duration (average lifetime over 10 years),
with no maintenance.

4.1.3. Case 3: Stand-Alone System

In the case of stand-alone systems with no grid support, a failure of energy occurring particularly
in winter due to insufficient sunlight must be avoided by increasing the plant power in order to store
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part of the energy production. To this end, the determinations of both the daily maximum consumption
in the year Dmax (13.1 kWh) and the minimum number of peak solar hours (2.7 h) are necessary.

If only a day’s autonomy is to be guaranteed (N = 1, case a), Equation (4) provides:

Pid,a =
(1 + N)Dmax

teq
=

(1 + 1)13.1 kWh
2.7 h

= 9.7 kWp (13)

Assuming an overall plant efficiency equal to 0.8, its peak power P results in:

Pa =
Pid,a

η
=

9.7 kWp

0.8
= 12.1 kWp (14)

and the minimum number of modules to be installed is:

n =
P

Pm
=

12.13 kWp

0.28 kWp
� 44 (15)

Two arrays of 22 modules each connected in parallel have been chosen. The distance between
the modules is unvaried with respect to the grid-connected configuration. The load being unvaried,
the same inverter as for the grid-connected case has been adopted.

The batteries for energy storage have a 7.6 kWh capacity. In order to guarantee the demand,
two batteries with a capacity of 1365 Ah are required.

As for the charge controller, given that Icc,modulemax = 8.33 A, we have Imax = 4× 8.33 A = 33 A
from (6). Four charge controllers, connected in parallel, have been adopted, allowing a 40 A input
current each.

When considering two days of autonomy (N = 2, case b), we have a peak power of 18.2 kWp,
and the number of panels to install is 66, arranged in six arrays of 11 that are connected in parallel and
are spaced as in previous configurations.

The storage capacity is higher, requiring four batteries. As for the charge controllers, for 66 modules,
a maximum producible current of 50 A is obtained: six controllers have been used, allowing a 50 A
input current each.

In Figure 6, a scheme of the configured stand-alone system is represented.

Figure 6. Schematic representation of the stand-alone PV system.

4.1.4. Case 4: Connection to the Grid

In order to evaluate the economic convenience of the configured systems, a comparison of their
cost with that resulting from a simple connection to the electric grid has been conducted.

186



Energies 2020, 13, 3846

5. Energetic Analysis

The energetic behaviour of the plant typologies has been simulated with an hourly step using
PV-Sol software.

In Figure 7, referring to the grid-connected configuration, the energy production and energy shares
(directly used energy, grid intake and energy provided by the grid) are reported. Further information
that can be drawn from the figure are the load and energy production:

load = direct use + from grid
produced energy = direct use + to grid

 

Figure 7. Monthly energy flows for the grid-connected PV configuration.

Similarly, in Figure 8, referring to the storage-on-grid configuration, the energy production and
energy shares (directly used energy, energy stock in batteries, grid intake of surplus and energy
provided by the grid) are reported.

 

Figure 8. Monthly energy flows for the storage-on-grid PV configuration.

Further information that can be drawn from the figure are the load and energy production:

load = direct use + battery withdrawal + from grid
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produced energy = direct use + battery income + to grid

From an energetic point of view, the presence of the battery leads to a reduction of the energy
withdrawn from the grid and at the same time a lower energy exported to the grid.

Finally, in Figures 9 and 10, the energy production shares (load, battery recharge and
over-production) are reported with reference to the two stand-alone configurations. From the
figures, it is possible to draw the following information:

produced energy = load + battery charge + over production

As one can note, in stand-alone configurations, the production amply satisfies both the load
and battery recharge needs; obviously, such sizing conditions markedly increase the system cost and
over-production, which is equal to 21,496 kWh in case a and appreciably higher, at 33,762 kWh, in case b.

 

Figure 9. Energy flows for the stand-alone PV configuration (case a).

 

Figure 10. Energy flows for the stand-alone PV configuration (case b).
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6. Economic Analysis

In order to assess the financial viability of the alternative configurations, an economic analysis
was carried out through the assessment of the indicator Net Present Value (NPV), defined as:

NPV =
n∑

k=0

Ck − Bk

(1 + r)k
+ Ik (16)

where:

k year,
C annual operating costs,
B annual benefits,
I investment costs,
r annual return rate.

which has been calculated vs. grid distance and is the particular parameter used in order to determine
the economic convenience of the different choices.

For each case, the main cost/benefit items [69] have been identified, referring to both investment
and annual operating costs (Table 1) and to income tax deduction and on-site exchange benefits
provided by the Italian Government [70] (Table 2).

Generally, the investment cost is entirely supported at the beginning of the plant life, but PV plants
also include inverters and other components (the stand-alone also includes batteries), whose economic
life is usually smaller.

Given that an inverter’s average life is about five years, it needs to be replaced three times during
the plant’s life (25 years); batteries, being a long-lasting type, are supposed to be replaced once.

Table 1. Investment and operating costs.

Design Configuration Investment Costs Annual Operating Costs

Photovoltaic panels
Inverters and accessories

Connection to the grid

Energy purchases
Maintenance facility

Photovoltaic panels
Inverters and accessories

Batteries
Charge Controller

Connection to the grid

Energy purchases
Maintenance facility

Photovoltaic panels
Inverters and accessories

Batteries
Charge Controllers

Maintenance facility

Connection to the grid Energy purchases
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Table 2. Benefits.

Design Configuration Investment Benefit Energy Benefit

Income tax deduction On-site energy
exchange mechanism

Income tax deduction On-site energy
exchange mechanism

Income tax deduction

In contrast, in the grid connection, the most relevant burden consists of the connection cost,
given as the sum of a fixed cost and a variable one, as a function of the power that is available and
of the distance. Both of these costs are given by ARERA (Authority for the Regulation of Energy,
Grids and Environment) [71], and their sum is shown in Figure 11.

 

Figure 11. Grid connection cost vs. distance.

The benefits refer to both the investment cost, with an income tax deduction equal to 50% of
the initial cost, and to the energy purchase, for which an on-site exchange mechanism allows for
an in-taken energy surplus to be drawn from the grid in periods of PV production lack. The cost items
are reported in Tables 3 and 4 [72,73], whereas the benefits are shown in Table 5.

As concerns the interest rate provided by the Bank of Italy, in accordance with the methods
specified by the Special Data Dissemination Standard (SDDS) and promoted by the International Monetary
Fund [74], a value of 0.69% has been assumed [75].
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Table 3. Investment costs.

Configuration Investment Item Unit Quantity Unit Cost (€/unit) Total Cost (€)

Photovoltaic panels each 8 195 1560

Inverters each 1 1000 1000

Cables, installation, support structures, etc. 2000

Photovoltaic panels each 8 195 1560

Inverters each 1 1000 1000

Cables, installation, support structures, etc. 2000

Battery and charge controller each 1 3500 3500

(case a) 

Photovoltaic panels each 44 195 8580

Inverters each 4 1000 4000

Batteries each 2 5000 10,000

Charge controllers each 4 200 800
Cables, installation support structures, etc. 3000

(case b) 

Photovoltaic panels each 66 195 12,870

Inverters each 6 1000 6000

Batteries each 4 5000 20,000

Charge controllers each 6 300 1800
Cables, installation support structures, etc. 4000

Connection to grid:

a) power rate
b) distance rate km Figure 11

The diagram in Figure 12 reports NPV vs. grid distance.
It can be seen that, relative to the five configurations, NPV functions show intersection points,

for given distances from the grid, at which their total cost is equal.
In particular, the analysis points out the existence of two critical distances (4 km and 5.7 km):

below 5.7 km, the cheapest PV configurations result in being both of the grid-connected ones, which
show almost the same trend, whereas over such a distance the stand-alone with a lower autonomy
(case a) becomes the most convenient; in contrast, the stand-alone case b is never convenient due to the
high cost of its batteries.

A further result is that the two grid-connected plants are cheaper than the grid connection for any
distance from the grid, which, starting from 4 km, becomes even more expensive than the stand-alone
case a.

Table 4. Annual operating costs.

Configuration Annual Cost Item Unit Quantity Unit Cost (€/unit) Total Cost (€)

Maintenance
Energy purchase kWh 1

1406
100
0.22

100
309.3

Maintenance
Energy purchase kWh 1

197
100
0.22

100
43.4

Maintenance € 1 100 100

Energy purchase kWh 3035 0.22 667.7
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Table 5. Annual benefits.

Design Configuration Benefit Item Unit Benefit (€/year) Total Benefit (€/year)

Income tax deduction
On-site energy

exchange mechanism

228
(years 1–10)

226.8
454.8

Income tax deduction
On-site energy

exchange mechanism

403
(years 1–10)

50.8
453.8

Income tax deduction
(case a)

Income tax deduction
(case b)

1319
2233.5

1319
2233.5

 

Figure 12. NPV of the configurations.

7. Environmental Analysis

An environmental analysis was conducted considering the pollutant emissions that, on the basis
of the adopted RES plants, can be avoided, with respect to an equivalent energy production provided
by traditional fossil fuels.

The energy amount that is referred to is only the used part (load) of the whole PV production
in the case of stand-alone plants and the shares that are directly used plus the grid in-taken shares
in the case of the grid-connected ones.

Tables 6 and 7 show, respectively, the emission factors of the main pollutants generated during
the combustion of fossil fuels both with global and local effects, and the avoided emissions by
analysed plant.

Table 6. Emission factors, reproduced from [76], ISPRA 2018.

Pollutant
Emission Factor

(g/kWh)

CO2 303.5

NOx 0.2376

SO2 0.0716

PM10 0.0057
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Particularly concerning CO2 emissions, it can be observed that stand alone configuration allows
to avoid 0.92 t/year, whereas the two grid connected ones 1.36 t/year.

Table 7. Avoided emissions.

Design Configuration
PV Energy
(kWh/year)

Avoided Emission (kg/year)

CO2 NOx SO2 PM

4468
(produced energy) 1356 1.1 0.3 0.03

4468
(produced energy) 1356 1.1 0.3 0.03

3035
(load) 921 0.7 0.2 0.02

8. Discussion of Main Results and Achievements

The analysis has shown that the use of stand-alone PV systems is only convenient for the analysed
site (it has also been verified for different latitudes) from distances of the order of 5.7 km, confirming that
such a configuration is neither energetically nor economically sustainable, requiring both its generator
and batteries to be over-dimensioned (with an overflowing power and capacity, respectively) in order
to satisfy the worst conditions, which occur on the winter solstice on the day of the year with the least
daylight and energy production.

This implies a dramatic cost increase and no corresponding benefits during most months of the
year: the surplus of energy production present during these months cannot, in fact, be used elsewhere,
but must be dispersed; moreover, batteries are only filled to their maximum level during a few months
of the year.

The result, according to which PV stand-alone configurations are in general not advisable,
apart from in isolated areas where the cost of a grid connection would result in being greater that of
an autonomous system, can be extended to other geographical areas, but the peculiarity of the critical
distances which make PV stand-alone configurations convenient should be further analysed.

On the contrary, the most suitable system, at the moment, would use a grid-connected configuration,
allowing for an energy surplus sale and its purchase within only months, with minimum irradiation;
it is even endowed with a battery with a limited capacity, markedly reducing the system cost. Moreover,
for any distance from the grid, it always results in being cheaper than the grid connection without PV.

A future drop of both battery and PV generator prices, indispensable for a RES market extension,
would allow for the economic aspect of PV stand-alone systems to be reconsidered, but not their
energetic aspect, so that their use could be preferably evaluated in district networks, allowing for
energy exchanges.

9. Conclusions

The integration of RES plants with energy storage systems allows for the satisfactory guarantee of
energy demands in buildings, with different costs depending on the presence of a grid connection or
batteries so as to satisfy production lacks.
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In order to evaluate the current cost of energetic self-sufficiency in buildings, in this paper a case
study analyses the economic feasibility, as a function of the distance from the grid, of a stand-alone
photovoltaic plant located in the Italian site of Reggio Calabria, and which is designed through two
configurations with different autonomies (guaranteeing, respectively, a load for one or two days);
this is compared to the same plant in a grid-connected configuration, which is also endowed with
a small battery (storage on grid), and to a grid connection in the absence of PV. In fact, stand-alone
configurations, due to high investment costs, are currently disadvantaged; nevertheless, they can
become convenient as the distance from the grid increases.

The energetic behaviour of the plant typologies has been simulated with an hourly step, allowing
for an energetic, environmental and economic assessment, the latter being evaluated through the
Net Present Value, which previously identified the respective main cost/benefit items.

The analysis has shown that the use of stand-alone PV systems is only convenient for the
analysed site (and was confirmed for two different Italian latitudes) from distances higher than 5 km
(5.7 km) and with a one-day autonomy, confirming that such a configuration is neither energetically nor
economically sustainable (given that both its generator and batteries are over-dimensioned, respectively,
with an overflowing power and capacity) for satisfying loads during the worst conditions, which occur
on the winter solstice on the day of the year with the least daylight and energy production. This implies
a dramatic cost increase and no corresponding benefits during most months of the year: the surplus
of energy production present during these months cannot, in fact, be used elsewhere, but must be
dispersed; moreover, batteries are only filled to their maximum level during a few months of the year.

A future drop of both battery and PV generator prices, indispensable for a RES market extension,
would allow the economic aspect of PV stand-alone systems to be reconsidered, but not their
energetic aspect, so that their use could be preferably evaluated in district networks, allowing for
energy exchanges.

On the contrary, the most suitable system, at the moment, would use a grid-connected configuration
only allowing for an energy surplus sale and its purchase during months with a minimum irradiation
and also endowed with a low-capacity battery to reduce the grid dependence (storage on grid),
thus markedly reducing the system cost. Such a configuration is also more convenient than a grid
connection without PV for any distance, as from a 4-km distance the latter also becomes more expensive
than the previous stand-alone configuration.

A further result of the analysis is the environmental benefit provided by all of the plants, which
in particular allow one to avoid more than 15 tCO2/year.
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Nomenclature

teq equivalent period of time with constant irradiance
I irradiance
Is solar radiation power on the panel
Pid nominal power delivered by the PV array in the absence of power losses
D yearly energy demand
P nominal power under real condition
η system overall efficiency
Dmax maximum daily load
N autonomy days of the system
t*eq equivalent hours of the minimum irradiance day
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D’max maximum evening load
C battery capacity
V rated voltage of the array
Lc minimum allowed depth of battery discharge
Imax maximum producible current from the PV field
n number of modules
Icc,module max short circuit current
d string distance minimizing reciprocal shadows
L module installation height
δ module tilt
α sun altitude at 12 a.m. on 21 December
E energy production
S panels surface
ηr panel efficiency at reference temperature
β panel temperature coefficient
tc cell temperature
tr reference temperature
ta air temperature
NOCT Nominal Operating Cell Temperature
Pm module power
NPV Net Present Value
k year
C annual operating costs
B annual benefits
I investment costs
r an
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Abstract: Building energy simulations are normally run through Typical Weather Years (TWYs) that
reflect the average trend of local long-term weather data. This paper presents a research aimed at
generating updated typical weather files for the city of Catania (Italy), based on 18 years of records
(2002–2019) from a local weather station. The paper reports on the statistical analysis of the main
recorded variables, and discusses the difference with the data included in a weather file currently
available for the same location based on measurements taken before the 1970s but still used in
dynamic energy simulation tools. The discussion also includes a further weather file, made available
by the Italian Thermotechnical Committee (CTI) in 2015 and built upon the data registered by the
same weather station but covering a much shorter period. Three new TWYs are then developed
starting from the recent data, according to well-established procedures reported by ASHRAE and ISO
standards. The paper discusses the influence of the updated TWYs on the results of building energy
simulations for a typical residential building, showing that the cooling and heating demand can differ
by 50% or even 65% from the simulations based on the outdated weather file.

Keywords: weather data; typical weather year; building energy simulations; residential building;
energy demand

1. Introduction

The energy consumption in buildings, which is in large part due to heating, ventilation, and
air-conditioning, covers a high share of the overall energy balance worldwide. According to the
International Energy Agency (IEA), construction and operation of buildings accounted for 36% of
the global final energy use and 39% of the energy-related CO2 emissions in 2017 [1]. In particular,
the energy use in urban areas amounts to over two thirds of the world’s energy consumption and is
responsible for more than 70% of the global CO2 emissions [2].

Then, in light of the rising concern towards environmental issues, and in accordance with the
growing number of national and international regulations aiming at a severe reduction in the depletion
of non-renewable primary energy sources, the need of detailed studies concerning the energy behavior
of buildings has recently become strongly felt.

To this aim, software tools for dynamic energy simulation of buildings are nowadays commonly
available and widely used by researchers, engineers, and others involved in the design and optimization
of the energy performance of buildings. Indeed, these tools allow a detailed evaluation of both the
time-dependent thermal loads and the indoor thermal comfort conditions, while taking into account
the inertial effects due to the thermal capacity of the building enclosure [3].
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However, reliable energy simulations depend strongly on the availability of accurate weather
data. Most building energy simulation tools make use of weather files based on a Typical Weather Year
(TWY), that is to say a full year of typical local hourly weather data generated by statistically averaging
long-term weather measurements, issued by weather stations commonly placed in peripheral or rural
zones. The use of TWYs has gained wide consensus in the building simulation community because
they depict average climate trends, which in turn are related to the thermal behavior of a building in
average conditions, while disregarding extreme weather events [4].

Now, the users of a building energy simulation tool should be aware that several drawbacks may
arise when using a TWY as an input to energy simulation. Indeed, a TWY may not reflect the actual
weather conditions experienced by a building in a specific site due to year-to-year climate fluctuations:
Hence, a TWY does not account for the yearly variations in the energy needs, which would only be
highlighted through a multi-year energy simulation process [5,6], nor can it be reliably used to calculate
the peak loads occurring in design conditions [3]. Moreover, many available TWYs are out-of-date,
meaning that they are based on weather measurements dating back several decades. This is likely
to affect the calculated energy needs of a building, in a range between 5% and 10% according to
Wang et al. [7], as well as the predicted indoor thermal comfort [8]; similar conclusions were drawn by
Pernigotto et al., who found out that even the energy rating of a building can be influenced by the
use of inappropriate or outdated weather files [9]. Lou et al. suggest that the weather files should be
updated every 12 years [10]. These results question the suitability of many existing—and universally
used—TWYs for the accurate prediction of heating and cooling loads of buildings.

In Italy, most of the currently available weather files derive from hourly measurements taken
in the period 1951–1970. These data were then elaborated in the framework of the national research
project entitled “Progetto Finalizzato Energetica” in 1979, and led to the release of the Italian climatic
data collection “Gianni De Giorgio” (IGDG): This is a database populated by weather information
from 68 weather stations evenly distributed in the national territory, later processed in order to be
used in different simulation tools [11]. An update of many weather files was released in 2015 by the
Italian Thermotechnical Committee (CTI), which enlarged the original domain by considering a set of
110 localities [12]. However, for many of the available locations the period of measurement is short
(i.e., less than 10 years), and this may undermine the reliability of these weather files in the field of
building energy simulation. It is then undeniable that new TWYs are needed based on more recent
and extensive weather data.

Under these premises, this paper presents recent hourly weather data recorded from 2002 to 2019
by a weather station owned by the Sicilian Agrometeorological Information System (SIAS) in Catania
(Italy). A statistical analysis compares this dataset with the old IGDG dataset available for the same
city and currently largely used by the local research community thus underlining the main differences.
Then, after a literature review regarding the creation of typical years in different countries worldwide,
as well as their effect on the outcomes of energy simulation tools (Section 2), in Section 3 the paper
describes three well-established procedures commonly used to extract a typical year from a set of
weather data, which are then used to generate three new TWYs from the SIAS dataset. The aim is not
only the development of the updated TWYs, but also a critical comparison of the different procedures
and their outcomes, while also discussing the need to perform some pre-processing activities for data
quality check and gap filling (Section 4). Finally, the paper investigates the influence of these updated
weather files on the results of building energy simulations for a typical residential building located in
the city of Catania.

2. Literature Review on Typical Weather Years for Energy Simulation of Buildings

A literature review on this topic shows that many different procedures have been established
to extract a typical weather year from a multi-year weather dataset. However, in the field of energy
simulation of buildings and their technical systems, three procedures are mainly used:
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• the procedure designed by Hall et al. [13] at Sandia Laboratories in 1978, leading to the original
format called Typical Meteorological Year (TMY) and then slightly modified by the National
Renewable Energy Laboratory (NREL) into the more recent formats called TMY2 in 1995 [14] and
TMY3 in 2005 [15];

• the ASHRAE procedure, leading to the IWEC format (International Weather for Energy
Calculations), respectively in its original version of 2002 [16] and the updated IWEC2 version of
2014 [17];

• the procedure introduced by the ISO 15927-4 Standard in 2005 [18].

Other procedures proposed in the literature, such as the Festa-Ratto method [19] and the Danish
method [20], did not find wide diffusion in the scientific community and are seldom used. In Canada,
the weather files are instead created according to the Canadian Weather Year for Energy Calculation
(CWEC) method [21].

In any case, these procedures aim to extract—for each calendar month—a typical month from all
the years of observation. The twelve selected typical months, which do not necessarily belong to the
same year, are then concatenated to create a typical year. This approach must not be confused with the
generation of a Typical Reference Year (TRY) introduced by ASHRAE in the 1970s [22], where an entire
year—with its 8760 h series of data—is selected out of the multi-year measurements.

The three previously listed methods differ from each other in various aspects, such as the list
of weather parameters included in the selection process and the weights that are attributed to them.
These weights are intended to describe the relative importance attributed to each weather parameter,
and should in principle be coherent with the final purpose of the selected typical weather year. As an
example, the original TMY was firstly developed for the simulation of solar energy systems, and for
this reason a very high weight is attributed to the solar irradiation, while other parameters (wind speed,
relative humidity) have a minor role [13]. Other differences concern the source of the weather data:
In some cases, the values of solar irradiation (either global horizontal or direct normal) do not derive
from actual measurements, but they originate from the application of suitable mathematical models.
More details about the methodological differences among the selection procedures are provided in
Section 3.1.

Table 1 reports a list of papers dealing with the generation of typical weather years for studying
the energy performance of buildings and their energy systems, published in the last twenty years
either on peer-reviewed journals or on conference proceedings [9,23–54]. The original TMY format
has been adopted in 63% of the papers, and is by far the most commonly used, followed by the ISO
procedure (23%) and the IWEC procedure (14%).

A few studies adopt other official procedures, such as the Festa-Ratto method and the Danish
method, or even try to develop new procedures implemented in TRNSYS [44] or C++ [51]. All studies
conducted in Canada rely on the CWEC procedure [26,38]. Finally, around 47% of the reported
papers discusses the influence of the newly generated weather files on the results of building energy
simulations, when compared with outdated weather files.

The first message emerging from this literature review is that a weather file built upon a too short
weather dataset (i.e., below 10 years) is likely to produce misleading results [9]. Actually, this problem
affects many of the recent weather files prepared by CTI for Italian locations, including Catania:
Then, these CTI files do require further development based on more years of measurements.

As far as the different selection procedures are concerned, it is not possible to identify a single
procedure that always performs better than the others. Some authors found out that the results of
the energy simulations carried out with different typical weather years are similar [25,43], while other
authors could find some discrepancies (up to 10%) in the calculation of the annual energy needs [35,
37,49], which may also influence the decision-making process during the design stage [47]; however,
this outcome depends on the specific building and climate.
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Table 1. Papers dealing with the typical weather year (TWY) generation and their effect on building
energy simulation.

Authors Ref. Year
Selection Procedure Number

of Sites

Energy
Simulation

Country
TMY IWEC ISO Other

Argiriou et al. [23] 1999 x - - x 1 x Greece
Kalogirou [30] 2003 x - - - 1 - Cyprus
Sawaqed et al. [41] 2005 x - - - 7 - Oman
Levermore and Parkinson [33] 2006 - x - - 14 - UK
Chan et al. [24] 2006 x x - - 1 - Hong Kong
Rahman and Dewsbury [40] 2007 - - x - 1 - Malaysia
Skeiker [35] 2007 x - - x 1 x Syria
Lhendup and Lhendup [44] 2007 - - - x 4 - Australia
Yang et al. [52] 2007 x - - - 35 - China
Janjai and Deeyai [43] 2009 x - - x 4 x Thailand
David et al. [51] 2010 - - - x 23 - Worldwide
Ebrahimpour and Maerefat [42] 2010 x - - - 1 - Iran
Lee et al. [32] 2010 - x - - 7 - South Korea
Jiang [28] 2010 x - - - 8 - China
Oko and Ogoloma [34] 2011 x - - - 1 - Nigeria
Bhandari et al. [37] 2012 x - - - 1 x USA
Sorrentino et al. [49] 2012 x - x x 1 x Italy
Kalamees et al. [29] 2012 - - x - 4 x Finland
Ohunakin et al. [45] 2013 x - - - 5 - Nigeria
Ohunakin et al. [53] 2014 x - - - 1 - Nigeria
Pernigotto et al. [9] 2014 - - x - 5 x Italy
Pernigotto et al. [48] 2014 x - x - 5 x Italy
Bre and Fachinotti [27] 2016 - x - - 15 x Argentina
Chan [25] 2016 x x - - 1 x Hong Kong
Zang et al. [46] 2016 x - - x 35 - China
Kulesza [31] 2017 x - x - 1 - Poland
Yilmaz and Ekmekci [36] 2017 x - - - 81 - Turkey
Pernigotto et al. [47] 2017 - - x - 2 x Italy
Hosseini et al. [38] 2017 - - - x 1 x Canada
Kim et al. [50] 2017 x - x - 18 x South Korea
Arima et al. [54] 2017 - - - x 1 x Japan
Crawley and Lawrie [39] 2019 x - - x 5 x USA, UK
Siu and Liao [26] 2020 - - - x 1 x Canada

Moreover, many authors agree that using a single typical weather year cannot reflect the
year-by-year variability in the energy demand of a building. Indeed, this can deviate from the
results of a single-year simulation, especially in the winter and for residential uninsulated lightweight
buildings [9,23,27], while in the summer the deviation is less evident, unless in largely glazed
buildings [9]. In commercial buildings with large flat roofs, the deviation in the seasonal energy
demand for cooling may reach 12% [38]. Bevilacqua et al. highlighted that simulated heating and
cooling load for a building equipped with a green roof in Southern Italy may vary by around 30%
and 15%, respectively, when adopting weather files based on two consecutive actual years [55].
This suggests that further investigation is needed to develop case-dependent weighting sets in order to
minimize the distance with the average multi-year simulation results [9,25,29,39,48].

Finally, several authors have underlined that the use of outdated typical years, dating back from
the 1990s or even before, causes a significant overestimation in the heating demand of buildings, and a
slight underestimation in the cooling demand [26,56–58]. This also suggests the need to investigate
how weather data can evolve according to different climate scenarios, and to generate suitable
TWYs referring to future time horizons. An interesting application of this approach is presented by
Vasaturo et al. [59].
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3. Methodology

3.1. Procedure for the Identification and Concatenation of the Typical Months

This section describes the methodology followed to build the typical weather years according to
the different selection procedures. It is here worth highlighting that the authors made the choice of
working only with measured weather data, thus not relying on the adoption of mathematical models
for the estimate of the different solar irradiation components. For this reason, and because the SIAS
weather station does not measure the direct normal irradiation, the only procedures considered in
the paper are those not requiring this parameter through the selection process, that is to say TMY
(first original version), IWEC, and ISO 15927.

The procedure for the extraction of Typical Months (TMs) from a long-term observational weather
dataset can be summarized in the following sequential steps:

1. Selection of the weather parameters for statistical analysis. TMY and IWEC methodologies, building
upon the original method by Hall et al. [13], choose the following nine parameters that are
considered with daily frequency: Minimum, maximum and mean values of dry bulb air
temperature (◦C) and dew point temperature (◦C), maximum and mean values of the wind speed
(m/s), and cumulated global horizontal solar irradiation (Wh/m2). The ISO 15927-4 Standard
reduces this set of parameters to only three, i.e., the daily average of dry bulb temperature (◦C),
relative humidity (%), and global horizontal solar irradiation (Wh/m2). In all cases, the dew
point temperature can be replaced by the relative humidity because the two variables can be
determined from each other by also using one more independent moist air property (dry bulb
temperature) through psychrometrics.

2. Construction of the Cumulative Distribution Functions (CDFs) for the selected weather parameters.
For every calendar month, the daily values of the selected weather parameters are sorted in
ascending order and then used for creating monthly CDFs referred both to the whole period of
record (long-term) and to each single year (short-term). CDFs are built according to Equation (1)
in the TMY approach, or Equation (2) if the ISO 15927-4 Standard is adopted:

Sn(x)TMY =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
0 for x < x(1)
(k− 0.5)/n for x(k) ≤ x ≤ x(k+1)
1 for x > x(n)

(1)

Sn(x)ISO = k(x)/(n + 1) (2)

In the above equations, x is the weather parameter, n is the total number of daily observations for
that parameter, k is the order number for each x-value within that calendar month (short-term) or
within the whole dataset (long-term). No explicit reference to the previous equations is made
in the IWEC method. In this paper, the approach indicated in Equation (1) is followed in the
construction of the IWEC typical year.

3. Estimate of the closeness of single months’ CDFs to the long-term CDF. For each weather parameter
and for each calendar month, the distance between long-term and short-term distributions is
evaluated by means of the Finkelstein-Schafer (FS) statistics [60], which is defined as follows for
the different procedures:

FSTMY-IWEC(x) =
1
n
·

n∑
k=1

δk =
1
n
·

n∑
k=1

∣∣∣Sn,year(xk) − Sn,long-term(xk)
∣∣∣ (3)

FSISO(x) =
n∑

k=1

δk =
n∑

k=1

∣∣∣Sn,year(xk) − Sn,long-term(xk)
∣∣∣ (4)
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being n the number of days of that specific month and δk the absolute difference between the
long-term and the single month CDF values evaluated for every day of the month.

4. Weighted sum of the FS statistics and ranking order. Since some weather parameters may be
deemed more important than others for building energy simulations, the IWEC and the TMY
procedures introduce a weighted sum of the single FS statistics calculated for every parameter, as
in Equation (5):

WS =
9∑

j=1

FS(j)·Wj (5)

The weighting factors Wj attributed to each of the nine weather parameters vary with the
standards, and are summarized in Table 2. As far as the ISO 15927-4 Standard is concerned,
this does not introduce any weighting process, meaning that the same importance is attributed to
the three weather parameters considered in this standard.

5. Selection of the Typical Month (TM). Here, the IWEC approach implies—for the five months with the
lowest WS—the calculation of the monthly mean and median of both the dry bulb temperature
and the global horizontal irradiance, and eventually chooses the month closest to the long-term
series. On the other hand, the TMY includes a persistence analysis: The candidate months
with the longest run and with the highest number of runs either above the 67th long-term
percentile or below the 33rd long-term percentile, as well as those with no runs, are excluded;
eventually, the top ranked candidate month remaining after the persistence analysis is retained
as the Typical Month. Finally, the ISO 15927-4 Standard selects the TM amongst the three best
candidate months coming from step 4 as the one with the lowest deviation of the monthly mean
wind speed from the long-term figure.

6. Smoothing discontinuities at month interfaces. Since the 12 selected Typical Months are likely to
belong to different years of observation, a smoothing procedure is needed between the last hours
of the preceding month and the beginning hours of the following month via curve-fitting or
interpolation techniques.

Table 2. Non-dimensional weighting factors according to different procedures (T: Dry bulb temperature;
RH: Relative humidity; W: Wind speed; GHI: Global horizontal irradiance).

Method Tmin Tmax Tavg RHmin RHmax RHavg Wmax Wavg GHIcum

IWEC 5/100 5/100 30/100 2.5/100 2.5/100 5/100 5/100 5/100 40/100
TMY 1/24 1/24 2/24 1/24 1/24 2/24 2/24 2/24 12/24

3.2. Preparation of the Weather File in the .epw Format

The final step required to use a typical weather year in a building energy simulation tool consists
of arranging the weather data in a suitable format. Amongst the various available formats, this paper
relies on the EnergyPlus Weather file (.epw), which can be used with several simulation tools such as
EnergyPlus, DesignBuilder, TRNSYS, IES, and ESP-r. This is an ASCII file where, along with a header
containing information about the site and the period of record, a series of weather variables are listed
with an hourly time step for each Julian day of the year [61].

In addition to the weather variables used to select the TMs, i.e., dry bulb temperature (◦C), relative
humidity (%), wind speed (m/s), and global horizontal solar irradiance (W/m2), the weather file must
contain other physical quantities to correctly estimate the energy and mass exchange between the
building and the surroundings. These can be classified as:

• Compulsory parameters: Dew point temperature (◦C), atmospheric pressure (Pa), horizontal infrared
radiation intensity (W/m2), direct normal irradiance (W/m2), diffuse horizontal irradiance (W/m2),
wind direction (degrees from north), and opaque sky cover (tenths of coverage).
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• Additional parameters: Snow depth (cm) and liquid precipitation depth (mm).

Actually, once the atmospheric pressure is known (e.g., measured), the dew point temperature
depends on the dry bulb temperature and the relative humidity, thus it can be easily calculated by
means of psychrometric relations [62].

Building a weather file that can be read by energy simulation programs is then a further demanding
step that adds to the generation of the TWY and may even need specific software tools [63].

In this paper, since the direct normal and diffuse horizontal components of the solar irradiance are
not measured by the weather station, they are estimated starting from the global horizontal irradiance
through the well-established model elaborated by Boland and Ridley [64], which is also the one
suggested in the Italian technical norm UNI 10349:1 [65]. Another important parameter to consider is
the horizontal infrared radiation of the sky that affects the long-wave radiant exchange of the building.
Very few meteorological stations are able to record this quantity, so it has been estimated through
Equation (6) [66,67]:

GIR = εSKY·σ·T4
DB (6)

Here, GIR is the horizontal infrared radiation intensity in W/m2, σ = 5.67 × 10−8 W/(m2 K4) is the
Stefan-Boltzmann constant, TDB is the dry bulb temperature recorded at the weather station (in K).
The sky emissivity εSKY can be calculated through Equation (7) [66,67]:

εSKY =
[
0.787 + 0.764· ln

( TDP

273.15

)]
·
(
1 + 0.0224·CC− 0.0035·CC2 + 0.00028·CC3

)
(7)

where TDP is the dew point temperature (K) and CC is the opaque sky cover, also known as cloud cover
(tenths of sky coverage). Through this approach, the only missing variable is the sky cover.

Since the local weather station does not measure this quantity, the surface-based total cloud cover
data have been acquired from the NCDC (National Climatic Data Center) Integrated Surface Database
(ISD). Hourly data are freely available at the NCDC website for any user-selected time period and
station [68]. Periods of missing data (2 h gaps) were linearly interpolated and adjusted to be consistent
with the other meteorological factors.

3.3. Case Study Building and Dynamic Energy Simulations

The building chosen as a case study is an apartment block with four storeys located in Catania
(Italy), a city with hot and humid climate and sunny days for most of the year. Figure 1 reports a view
of the north facade. This residential building has a rectangular shape, and consists of two identical
blocks placed side by side; each block has an overall gross floor area of 816 m2 and a net floor area of
around 725 m2. The gross height of each storey is 3 m, while the heated gross volume of the entire
building is around 2500 m3.

There are two apartments per floor organized following the same internal distribution and number
of rooms: Two or three bedrooms, a kitchen, a living room, two bathrooms, a balcony facing south,
and a balcony with a veranda facing north (Figure 1). A stairwell on the north side provides access to
the flats at the different floors.

The envelope is quite typical of the Italian buildings constructed in the 1970s, and this makes the
building representative of the vast majority of the residential stock in Catania. In particular, the exterior
walls are cavity walls with two layers of hollow clay bricks (8 cm on the inner side and 12 cm on the
outer side, respectively) and a 10-cm thick air space in between. The intermediate floors and the roof
are made of a 20-cm thick lightweight concrete slab, covered with 2-cm thick tiles. Internal partitions
consist of 8 cm-thick hollow clay bricks covered with concrete plaster on both sides, while windows
are single-glazed with an aluminum frame and no thermal break.

No insulating material is applied to the envelope in its current state. However, the dynamic
energy simulations will also consider a variant of the building where the exterior walls are insulated
through the addition of a 4 cm outer layer of extruded polyurethane (XPS, λ = 0.030 W m−1 K−1), and
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the existing windows are replaced by double-glazed low-emissivity windows. This makes it possible
to investigate the effect of the different weather files also on a more modern building with better
insulation levels that comply with current regulations. The corresponding U-values of the different
components, together with the SHGC of the windows, are summarized in Table 3.

Table 3. Features of the envelope for the selected building.

Building Component

U-Value SHGC

Uninsulated Case
[W m−2 K−1]

Insulated Case
[W m−2 K−1]

Uninsulated
Case [–]

Insulated
Case [–]

External walls 0.86 0.40 - -
Slabs 2.72 2.72 - -

Windows and glazed doors 5.78 1.82 0.862 0.743
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Figure 1. North view of the apartment block (left-hand side) and plan of a typical floor (right-hand side).

For energy simulation purposes, the well-known and validated EnergyPlus v.9.0.1 software is
used [61]. The simulation only regards one of the two middle-storeys in the Western block that is
representative of the average behaviour of the entire building: Accordingly, the adjoining surfaces with
the upper and the lower apartments, as well as with the adjacent block, have been treated as adiabatic.
The resulting thermal model is shown in Figure 2. In the simulations, the thermal conductivity of the
various materials is kept constant; the air cavity is simulated in EnergyPlus as a thermal resistance
with no inertial effect. Heat conduction is simulated through the Conduction Transfer Function option
in EnergyPlus, with a two-minute time step; the distribution of the solar radiation over the indoor
surfaces is computed through the Full Interior and Exterior with Reflections algorithm.

  

3 m 

Figure 2. Axonometric view of the thermal model with two apartments per floor (pink surfaces:
Adiabatic; blue surfaces: Exterior; white surfaces: Shadings).
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The incoming outdoor air flow rate is supposed to be composed by a fixed value amounting to
0.3 h−1 (average intentional ventilation rate) plus an additional contribution related to air infiltration
paths that varies with time according to wind pressure and temperature difference between indoors
and outdoors. This contribution is computed through the Effective Leakage Area (ELA) method
proposed in the Fundamentals volume of the ASHRAE Handbook [69]. Such an approach first defines
a leakage area AL (in cm2) for every thermal zone as a function of its net volume Vn (in m3) by using
the following relation:

AL =
nΔp·Vn

3600
·
√

ρ

2·Δp
·10000 [cm2] (8)

Here, nΔp is the air exchange rate (in h−1) under a pressure difference Δp. If one assumes
Δp = 50 Pa, the corresponding value (n50) can be measured through the blower door test. In the
absence of experimental measurements, n50 has been here set to 8 h−1 as suggested by the Italian
technical Standard UNI 11300-1:2014 [70] for multi-family apartment blocks with high air permeability.
Eventually, the rate of adventitious air flowing through the envelope is computed accounting for both
the stack and wind effects by means of Equation (9):

.
Vinf =

AL

1000
·
√

Cs·ΔT + Cw·w2 [m3/s] (9)

Here, the stack coefficient Cs depends on the number of floors in the buildings, whereas the wind
coefficient Cw is a function of the number of floors and the type of surrounding shelters. The selected
values (Cs = 1.45 × 10−4 (L/s)2 (cm4·K)−1 and Cw = 2.71 × 10−4 (L/s)2 (cm4 m2/s2)−1) are derived from
the ASHRAE Handbook [69].

As far as internal gains are concerned, different schedules are defined for the kitchen, bathroom,
living room, and bedrooms, but their intensity is kept the same for all the rooms. More in detail,
the average occupation rate is 0.04 person/m2 with people involved in sedentary activities and releasing
120 W/person indoors (30% of heat is released via the radiant heat exchange). Additionally, internal
lights and various electric equipment are lumped together and result in 4 W/m2 discharged indoors
with a radiant fraction of 20%.

The HVAC system is modeled as an ideal air system, that is to say a fictitious whole-air system
with infinite capacity that is always able to instantaneously meet the thermal load. The heating mode
runs for 24 h during the winter period (from 1 October to 31 March) at a set point temperature of
20 ◦C, whereas the cooling mode is in place throughout the day during the summer (from 1 June to
30 September) at a set point temperature of 26 ◦C. These set point values are chosen according to the
provisions of EN 15,251 Standard for Category II of comfort [71].

The simplifications employed in the energy modeling, such as adopting adiabatic surfaces for the
bottom and top floors and considering an ideal air system working for 24 h during the heating and
cooling seasons, are justified because the aim of these simulations is to highlight the role of weather
variables and the consequent differences in the energy needs for space heating and cooling according
to different weather datasets only, rather than running detailed building-scale analyses.

4. The Weather Station

The building energy simulation practice currently relies on the use of weather data collected at
rural weather stations for performing hourly annual simulations, thus neglecting—or in the best cases
correcting this inaccuracy via morphing procedures [72]—the so called Urban Heat Island (UHI) effect,
i.e., the increase in air temperature values in urban settlements if compared to rural ones [73].

For this reason, the weather data used in this study have been recorded by the rural weather
station owned by SIAS (Sicilian Agrometeorological Information System), which is located at the
following geographical coordinates: 37◦26′31′′ N, 15◦04′04′′ E (altitude 10 m asl). Instead, the data
included in the IGDG series refer to the weather station next to Fontanarossa airport (37◦27′52′′ N,
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15◦03′30′′ E, altitude 17 m asl), which is located just 3 km north of the SIAS station. As shown in
Figure 3, both weather stations are placed in a rural area, overlooking the sea on the east side and
mainly agricultural fields on the north and the south side. The SIAS station has a light industrial and
warehousing district to its west side.

The SIAS weather dataset covers a period of 18 years (2002–2019) and contains hourly values
of dry bulb temperature (in ◦C), relative humidity (in %), global horizontal irradiation (in MJ/m2),
wind speed (in m/s), wind direction, and atmospheric pressure (in hPa). The dry bulb temperatures
were measured from 2002 to 2009 with a MTX-TAM sensor (accuracy ±0.15 ◦C), whereas in 2010 a
Vaisala HMP45 temperature and humidity probe was installed (accuracy ±0.2 ◦C and ±1% at 20 ◦C,
respectively). The global horizontal irradiation is measured by a Schenk pyranometer type 8102
(accuracy < 10 W/m2). The wind speed and direction are measured by two Gill Windsonic ultrasonic
anemometers (accuracy ±2% and ±2◦, respectively) placed at 2 and 10 m above ground, as shown in
Figure 4.

 

CAT ANIA 

FONT ANAROSSA 

 IGDG Weather Station  

SIAS Weather Station  

Fontanarossa Airport 

Industrial District 

N 

Figure 3. Position of the weather stations in relation to the city of Catania site.

   

VAISALA  
T and RH probe 

Ultrasonic 
anemometer  

(2 m) 

Pyranometer 

Ultrasonic 
anemometer 

(10 m) 

Figure 4. Picture of the Sicilian Agrometeorological information system (SIAS) weather station and
its probes.
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The collected data were preprocessed and checked for detecting missing or invalid measurements.
In particular, the criteria listed in Table 4 were used to identify invalid measurements. Table 5
reports the number of gaps in the hourly data for at least one of the following parameters: Dry bulb
temperature, relative humidity, wind speed, and solar irradiation. Those months showing gaps longer
than 72 consecutive h were rejected (in bold) and not considered in the further analyses for the typical
weather year development, whereas different interpolation methods were used for all gaps up to
72 consecutive h.

In particular, invalid and missing data up to six consecutive h were replaced by using linear
interpolation, while gaps between 6 and 72 h were filled by linear interpolation of the measured data
having the same position (i.e., hour) in the neighboring days.

Table 4. Criteria leading to the identification of invalid measured data.

Dry bulb Temperature

• Values outside an acceptable range (−30 ÷ 50 ◦C)
• Values exceeding by 50% the 99th percentile
• Constant values for more than five consecutive h
• Data with a derivative larger than ±6 ◦C/h

Relative Humidity
• Values outside an acceptable range (0 ÷ 100%)
• Constant values for more than five consecutive h

Global Horizontal Irradiation
• Values outside an acceptable range (0 ÷ 1400 Wh/m2)
• Positive values after sunset or before sunrise

Wind Speed

• Values outside an acceptable range (0 ÷ 50 m/s)
• Values exceeding by 50% the 99th percentile
• Constant values for more than five consecutive h

Table 5. Gaps in the hourly data measured by the SIAS station, before and after the filling procedure.

Year Jan Feb Mar Apr May Jun Jul Aug Sept Oct Nov Dec

2002 744/- 672/- 744/- 720/- 744/- 720/- 517/744 329/744 -/- 528/- 720/- 448/-
2003 -/- -/- -/- -/- -/- -/- -/- 287/744 34/- -/- 483/720 744/744

2004 348/744 96/672 -/- -/- -/- 200/720 -/- 35/- 1/- -/- 171/- 208/744

2005 41/- -/- -/- 1/- -/- -/- -/- -/- 107/720 2/- -/- 53/-
2006 124/744 3/- 65/- 1/- 150/744 -/- -/- -/- 16/- 199/744 16/- 83/-
2007 1/- 10/- 39/- 5/- -/- 7/- -/- -/- -/- 8/- 10/- 21/-
2008 1/- 95/672 32/- -/- -/- -/- 33/- -/- -/- -/- 217/720 12/-
2009 40/- 4/- 3/- -/- -/- -/- -/- -/- 2/- 11/- -/- 13/-
2010 221/744 45/- 117/744 269/720 34/- 1/- 17/- 10/- 4/- 1/- 8/- 2/-
2011 2/- -/- 2/- -/- 2/- 2/- -/- -/- -/- -/- -/- 1/-
2012 1/- 2/- -/- 1/- 1/- -/- -/- -/- -/- 1-/- -/- -/-
2013 4/- 4/- -/- 6/- 14/- -/- -/- 2/- -/- -/- -/- -/-
2014 1/- -/- -/- 1/- 1/- -/- -/- -/- -/- -/- -/- 25/-
2015 2/- -/- -/- -/- -/- -/- -/- 2/- 2/- -/- -/- -/-
2016 -/- -/- -/- -/- -/- 1/- -/- -/- -/- -/- -/- 2/-
2017 -/- 1/- -/- 1/- -/- -/- -/- -/- -/- -/- 3/- 1/-
2018 -/- -/- 1/- -/- -/- -/- -/- -/- -/- 2/- -/- 94/-
2019 -/- -/- -/- -/- 1/- -/- -/- -/- 1/- -/- -/- 1/-

Examples of the filling procedure are reported in Figure 5. The filled values were adjusted to
preserve nonlinearities and appropriately scaled to match the endpoints of the interpolation interval.
Most of the global horizontal irradiation data are missing in 2002: In this case, hourly data for
solar irradiation were recovered from the National Aeronautics and Space Administration (NASA),
MERRA-2 Project (http://gmao.gsfc.nasa.gov/reanalysis/MERRA-2).
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     January 2013 May 2013 

March 2006 
16/03 18/03 20/03 22/03 24/03 26/03 

(a) (b) 

(c) 

Filling 

Filling 

Filling 

12/05 13/05 14/05 15/05 29/01 30/01 31/01 

Figure 5. Examples of the filling procedure. (a) 0–6 h gaps. (b) 6–24 h gaps, (c) 24–72 h gaps (the dotted
lines correspond to the data added through the filling procedure).

At the end of this section it is worth recalling that the data recorded by the SIAS weather station
from 2002 to 2009 have been used by the Italian Thermotechnical Committee (CTI) for the release of a
Test Reference Year in 2015. This reference year, which is based on a very short observation period,
will be used as a term of comparison in the following.

5. Results

5.1. Statistical Analysis of the SIAS Weather Data

This section discusses the main weather data measured by the SIAS weather station between
2002 and 2019 and compares them with the data included in the weather files available for the
airport “Catania Fontanarossa” in the EnergyPlus website (IGDG) and in the website of the Italian
Thermotechnical Committee (CTI).

The parameters considered for this analysis are the air temperature, the daily global irradiation
on the horizontal plane (GHI), the relative humidity, and the wind speed. The calculation of the daily
GHI has implied the integration of the hourly values registered by the pyranometers over every day
of the recording period. The analysis was performed after the filling and quality check procedure
described in Section 4.

The plots reported in Figure 6 show, for each of the above parameters, the monthly average
calculated for the IGDG and the CTI (marker points) along with their range of variation (min, max and
mean, solid and dotted lines) for the single years of measurement from 2002 to 2019.

Starting from the dry bulb air temperature (Figure 6a), for each calendar month the mean monthly
values referring to the 18 years included in the SIAS dataset can vary within a range whose amplitude
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is around 3 ◦C. The IGDG series reports systematically lower mean values, which in some cases fall
below the range of variation for the SIAS dataset. This means that a slight increase in the mean air
temperature has been observed in the 30 years elapsed from the recording of the IGDG data to the
recording of the SIAS weather station. As an example, in July the average of the IGDG series is 24.8 ◦C,
but it rises to 26.1 ◦C in the SIAS weather dataset. Coherently, a non-negligible overestimation in the
mean relative humidity emerges when using the IGDG dataset, especially in the summer months,
amounting to around 5% or 10% (Figure 6b).

The GHI shows even more evident differences (Figure 6c). Indeed, the GHI measured by the SIAS
weather station is constantly well above the values reported in the IGDG weather file: As an example,
in April the mean value is around 4700 Wh/m2 in the IGDG dataset, but it rises to 5600 Wh/m2 in the
SIAS dataset (2002–2019), meaning an increase by 20% on average. In July, the average increases from
6300 Wh/m2 in the IGDG dataset to 7300 Wh/m2 in the SIAS dataset, which corresponds to 17% higher
solar energy available on average.

Finally, the mean wind speed measured by the SIAS weather station is significantly below the
values proposed in the IGDG typical year, especially in January and April, despite the fact that the
distance between the two weather stations amounts to just a few kilometers (Figure 6d). This difference
could originate from a variation in the local wind pattern in the last fifty years, but it is much more
likely that the wind speed measured by the SIAS station is affected by the proximity of an industrial
district with low-rise warehouses at a distance of approximately 300 m, which can be observed in
Figure 3.

As far as the CTI data are concerned, these are generally quite close to the mean SIAS values:
Indeed, they derive from a recent (although shorter) recording period and also from the same weather
station. The only relevant difference concerns the wind speed (Figure 6d): However, it is important
to observe that the wind data included in the CTI weather file refer to a height of 2 m above ground,
while all other wind data have been measured at 10 m above ground. This is in the authors’ opinion
a serious flaw in the CTI dataset, which implies the need to perform arbitrary conversions through
suitable equations in order to make comparisons—and simulations—possible.

One more comparison that is here proposed concerns the wind direction. Figure 7 shows the wind
rose plotted both for the IGDG and the entire SIAS dataset: In this case, the wind rose refers to the
whole period of 18 years, but similar plots can be obtained if one considers every single year. The wind
roses suggest that very different wind patterns emerge from the two data sources. In particular,
the prevailing wind direction in the SIAS dataset is from South-West, which is coherent with the
presence of Mount Etna in the North-West quadrant, acting as a shield. On the contrary, the wind
rose for the IGDG dataset suggests an even distribution for the wind direction, with a slightly lower
frequency from North-West. As already discussed for the wind speed, such a significant difference is
actually difficult to justify.

Finally, Figure 8 compares, on a monthly basis, the mean values of the daily minimum and
maximum dry bulb temperature, and consequently the mean diurnal temperature fluctuation.
These data are particularly relevant to calculate the peak daily energy demand and, especially
in the summer, to assess the effectiveness of natural ventilation strategies. Now, the long-term
measured data show—apart for two months—a non-negligible reduction in the amplitude of the
average diurnal temperature variation: As an example, in July this decreases from 10.8 to 10.1 ◦C.
Together with the higher daily minimum temperatures appearing in the SIAS dataset, this is likely to
affect the cooling potential of nighttime natural ventilation strategies, which is then over-estimated by
the use of the outdated IGDG weather file.
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Figure 6. Average monthly values for the main weather data. The curves identify the range of variation
for the single actual years. (a) Dry bulb temperature; (b) relative humidity; (c) daily global horizontal
irradiation; (d) wind speed.
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Figure 7. Wind rose for the EnergyPlus website (IGDG) weather file (left-hand side) and for the entire
long-term SIAS dataset (right-hand side).
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Figure 8. Monthly mean values for the daily minimum and maximum dry bulb temperatures
(and corresponding diurnal temperature fluctuations).

5.2. Selection of the Typical Months and Their Comparison

This section aims at showing that the application of the different procedures outlined in Section 3.1
may lead to the selection of different typical calendar months, hence giving rise to a variety of typical
years including different weather data. In fact, Table 6 suggests that for only three calendar months
(February, June, and December) the three procedures lead to the identification of the same typical month
(occurring in 2006, 2009, and 2008, respectively). In five cases, at least one procedure identifies a typical
month that does not correspond to the one selected by the other procedures; finally, four calendar
months are common for every procedure.

Now, according to the selection procedure discussed in Section 3.1, the resulting typical month
takes into account the distances from the long-term cumulative distribution function of each parameter,
depending on the weighing factors, and therefore it may differ from the “best” month, i.e., the one with
the shortest distance from CDF, associated to each individual parameter. This can be clearly observed
in Figure 9, which refers to April and compares—for the main weather parameters—the cumulative
distribution functions pertaining to the typical months selected through the various procedures, as well
as the best and the worst month (the latter is the month with the longest distance from the long-term
cumulative distribution function).

As an example, the typical month selected by the ISO procedure (April 2011) corresponds to
the best month in relation to the relative humidity (Figure 9c); however, it is quite distant from the
long-term cumulative distribution function with regard to the GHI (Figure 9b). However, all the
selected typical months match very well with the long-term cumulative distribution function for
temperature (Figure 9a), and this reflects the different weights attributed to the weather parameters by
the various procedures.

Table 6. Selection of the typical months according to the different procedures.

Method Jan Feb Mar Apr May Jun Jul Aug Sept Oct Nov Dec

IWEC 2011 2006 2012 2019 2005 2009 2005 2007 2013 2015 2019 2008
TMY 2011 2006 2012 2008 2016 2009 2008 2004 2004 2009 2004 2008
ISO 2014 2006 2011 2011 2016 2009 2004 2010 2013 2015 2010 2008
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Figure 9. Cumulative distribution: Comparison among long-term measurements and selected typical
months for April. (a) Dry bulb temperature, (b) daily global horizontal irradiation, (c) relative humidity,
(d) wind velocity.

In order to further highlight this issue, Table 7 shows—for the four main weather variables—the
values of the Mean Bias Error (MBE), the Mean Absolute Error (MAE), and the Root-Mean-Square
Error (RMSE), defined as in the following equations:

MBE =

∑12
i=1

(
pi − pL,i

)
12

(10)

MAE =

∑12
i=1

∣∣∣pi − pL,i

∣∣∣
12

(11)

RMSE =

√∑12
i=1

(
pi − pL,i

)2
12

(12)

Here, for each calendar month (i), p is the average of the hourly values belonging to the selected
typical month, and pL is the long-term mean value from 2002 to 2019, that is to say:

pL =

∑2019
j=2002

(
pj

)
18

(13)

The results reported in Table 7 basically confirm the outcomes discussed above, but they refer to
the entire typical years and not only to a single month as in Figure 9. Compared with the long-term
distribution, the ISO procedure allows creating a typical weather year with the lowest RMSE for the
relative humidity and wind speed, but with the highest discrepancy in relation to GHI, the latter being
almost 50% higher than for the IWEC and TMY typical years (i.e., 139.4 kWh/m2/day versus around
90 kWh/m2/day). The discrepancy of the IWEC and TMY typical years is very similar, even if the IWEC
shows a better match with the long-term dry bulb temperature, due to the very high weight attributed
to this weather parameter (overall 40% as shown in Table 2).
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Table 7. Mean discrepancy between the typical years and the long-term average values for the measured
weather parameters.

Variable Error IWEC TMY ISO

Dry Bulb Temperature [◦C]
MBE −0.08 −0.34 −0.05
MAE 0.25 0.40 0.32
RMSE 0.31 0.55 0.42

Relative Humidity [%]
MBE −0.90 1.03 0.34
MAE 2.49 2.21 1.43
RMSE 3.03 2.74 1.69

Wind Speed [m/s]
MBE 0.02 −0.11 0.01
MAE 0.22 0.19 0.14
RMSE 0.26 0.23 0.15

Daily Global Solar Irradiation
[kWh/m2/day]

MBE −9.4 23.6 −53.3
MAE 80.4 69.6 112.6
RMSE 92.7 88.0 139.4

Further processing included the calculation, for all the recording years, of the Heating Degree
Days (HDD) and the Cooling Degree Days (CDD). The HDD—relative to a base outdoor temperature
of 18 ◦C—are integrated from mid-October to mid-April, while the CDD—relative to a base outdoor
temperature of 24 ◦C—are calculated from mid-April to mid-October. Figure 10 compares the values
obtained for the IGDG and the CTI typical years against the statistical distribution of the yearly values
referring to the SIAS database (whose median value is indicated by the red straight line inside the
boxes). As it is possible to observe, the HDD for the IGDG weather file exceeds the maximum value of
the SIAS distribution, if one excludes the only outlier that corresponds to an exceptionally cold year
(2005). In particular, the HDD for the IGDG file exceeds by 14% the median of the SIAS distribution.
Likewise, the CDD for the IGDG weather file is below any other value occurring in the SIAS series, and
the difference with the median is around 40%. The HDD and CDD values for the IWEC typical year
are very close to the long-term median, while the ISO and the TMY typical years approach respectively
the first quartile of the CDD and the third quartile of the HDD, thus suggesting once again that the
IWEC is the selection procedure resulting in the most reliable estimation of the average long-term dry
bulb temperatures for this site.

 

CDD HDD 

Degree Days [°C·day] 

Figure 10. Heating degree days (HDD) and the cooling degree days (CDD): Comparison among typical
years and long-term distribution.
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5.3. Results of the Dynamic Simulations

As an example of the preparation process needed to organize the weather data in the .epw format.
Figure 11 reports—for three consecutive days extracted from the TMY typical year—the trend of
dry bulb air temperature, dew point temperature, and Cloud Cover (panel a), with the related sky
emissivity and infrared sky irradiance (panel b). When looking at these graphs, it emerges that the sky
emissivity is highly influenced by the dew point temperature and the cloud cover, with a peak value of
around 0.9 for TDP = 23 ◦C and a cloud cover of five tenths. However, sky emissivity values range
between 0.82 and 0.90 during the selected days: This affects the infrared irradiance, whose fluctuations
between a minimum of about 340 W/m2 and a maximum of around 440 W/m2 mostly depend on the
dry bulb air temperature swinging between 18 and 32 ◦C.
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Figure 11. Time trend of some weather variables (21–23 August 2019, TMY typical year). (a) Input
data to calculate the horizontal infrared sky irradiance; (b) sky emissivity and horizontal infrared sky
irradiance; (c) components of the solar irradiance.
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Moreover, Figure 11c shows how the Global Horizontal Solar Irradiance (solid orange line) is split
into the diffuse (solid blue line) and the direct normal (black dashed line) components. Here, it is easy
to appreciate the predominance of the direct normal component in the specific climate conditions of
Catania, and the influence of the cloud cover (the minimum peak direct component is achieved in the
first day when CC is equal to only five tenths). It is also important to consider that the direct normal
component refers to a plane normal to the sun ray: For this reason, at sunrise and sunset it can even
exceed the global irradiance measured on the horizontal plane.

Before commenting on the differences in the predicted energy needs generated by the different
weather datasets, it is worth highlighting a significant methodological difference in the estimation
of the solar irradiance components. In fact, while the weather files developed in this research rely
on hourly measured values for GHI—split into their diffuse and direct normal components as per the
Boland and Ridley model [64]—the IGDG dataset reports hourly derived solar irradiance components
obtained through the application of the Erbs’ and the modified Liu-Jordan models to daily (not hourly)
integral GHI measurements [11]. Along with the different observation period, this aspect contributes
to the big variations reported in Table 8.

Here, it is possible to observe that significant differences occur in both heating and cooling energy
needs predicted through the IGDG (base case) in comparison with the other datasets: The heating
energy needs are indeed halved when the simulations are run with one of the developed weather
files whereas the cooling needs dramatically increase by about 67% when shifting from the IGDG to
the IWEC weather file. In the simulations with the insulated envelope, the relative difference in the
heating energy needs predicted by a new weather file and by the old IGDG one is in the ranges from
−59% (ISO dataset) to −56% (TMY dataset), while the difference in the cooling energy needs ranges
from +59% (ISO weather file) to +64% (IWEC weather file).

Table 8. Heating and cooling energy needs according to the different weather datasets.

Case Energy Use IGDG TMY IWEC ISO

Current
Building

Heating [kWh] 4128 2175 2125 2047
(% difference) - −47% −48% −50%

Cooling [kWh] 1885 3095 3143 3072
(% difference) - +64% +67% +63%

Insulated
Building

Heating [kWh] 2910 1293 1259 1195
(% difference) - −56% −57% −59%

Cooling [kWh] 1675 2698 2748 2670
(% difference) - +61% +64% +59%

This discrepancy is high if compared with the outcomes of previous papers. As an example,
Radhi found out that using a typical year based on weather data from 1961 to 1990 underestimates the
electricity consumption in the cooling system by up to 14.5% for two buildings in Bahrain, compared
with the adoption of recent weather data (from 1992 to 2005) [74]. Koci et al. reported a warming
trend in the recent weather of Prague, Czech Republic; consequently, the simulated energy demand for
a residential building decreased by 4% to 15% when using recent weather data (2013–2017) instead
of historical weather data (1990–2015). The remarkable discrepancy emerging in the present paper
can then be attributed not only to the increasing trend in the dry bulb temperature, but also to the
high difference observed in the global horizontal irradiation and the wind speed already discussed in
Section 5.1, and to the older observation period (1951–1970).

On the contrary, it is possible to state that the choice of a specific selection procedure for the
typical year has a minor role, leading to a fluctuation by around 3% or 4% in the results: This is
almost negligible if compared with the great inaccuracy deriving from the use of the outdated IGDG
weather file.
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No simulations using the CTI weather dataset have been run because, as discussed in Section 2,
the observation period for this dataset is too short and covers only a sub-period of that used for
developing the updated TWYs. Furthermore, several parameters that are necessary to build the
weather file, such as wind direction and cloud cover, are missing in the CTI dataset: Accordingly, they
should be retrieved from other sources and checked for consistency. Finally, as reported in Section 5.1,
the CTI weather dataset reports the wind speed at 2 m above ground, while this is commonly measured
at a height of 10 m: A conversion would then be required.

6. Conclusions

This paper has investigated the application of various procedures to the generation of Typical
Weather Years representative of recent climate trends in the moderately hot and humid city of Catania
(Italy). Weather data recorded from 2002 to 2019 through a stationary meteorological station owned by
the Sicilian Agrometeorological Information System (SIAS) and located outside the city context have
been compared to two currently available datasets: The one provided by the Italian Thermotechnical
Committee (CTI), based on the data coming from the same meteorological station but limited to the
period 2002–2009, and the one included in the Italian climatic data collection “Gianni De Giorgio”
(IGDG) based on data measured by a different station located in the airport at a distance of just 3 km.
The latter relies on outdated data (1951–1970) but is still largely in use for building simulation purposes.

The statistical analysis revealed that the recent weather data show higher values of dry bulb air
temperature, lower values of relative humidity (in the range of 5% to 10%), and higher global horizontal
irradiance (GHI) than in the old IGDG dataset. Furthermore, the variability in the GHI is more marked
in the SIAS dataset because the hourly values included in the IGDG series are not measured but
rather derived through a mathematical model starting from daily integral values. This change in
the average measured weather data can be due both to a difference in the local conditions and to
the global climate variation in the last decades; in any case, it remarkably affects the outcomes of
building energy simulations. In fact, the predicted heating energy needs for a poorly insulated typical
residential building are halved when the simulations take into account the most recent weather dataset,
whereas the cooling energy needs can increase by about 65%. Similar figures recur in the case of
insulated envelope, while negligible variance (below 5%) emerges when adopting the other typical
years considered in this analysis.

The results of the paper are particularly relevant because they cast light on the urgent need of
updating the IGDG weather dataset, which is still widely used by researchers and practitioners in
the field of building energy simulation and, at least in the case of Catania, gives rise to inacceptable
inaccuracy in the calculation of the energy demand for space heating and cooling. This is the first
study concerning this issue and referring to the Mediterranean climate of Southern Italy.

Future work will focus on appraising the effects of using updated weather datasets on a wider set
of building typologies through detailed energy simulations, while also investigating the importance of
multi-year simulations.
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