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The characterisation of the physical and chemical properties of transition metals
and their compounds under extreme conditions of pressure and temperature has always
attracted the interest of a wide scientific community. Their properties have numerous
implications in fields ranging from solid-state physics, chemistry and materials science to
Earth and planetary science.

In the last few decades, thanks to advancements in experimental techniques and
computer simulations, the rate of new important discoveries in this field has significantly
increased: from the prediction and the experimental observation of new ultra-hard ma-
terials to the combined characterisation of textural, structural, magnetic and chemical
pressure-induced evolutions, and from the possible observation of topological transitions
in the Fermi surface for valence electrons to newly predicted pressure-induced core level
crossing transitions.

This Special Issue collects twelve contributions, starting with the paper of
Minikayev et al. [1]. In this work the authors combine low temperature and high pres-
sure to obtain detailed quantitative information on the evolution of the thermostructural
and elastic properties of rock-salt-type crystals of PbTe and Pb0.884Cd0.116Te. The authors
found a consistent image of influence on the partial substitution of Pb ions by Cd ions in
the thermostructural properties of the PbTe lattice. Namely, the authors show how the
lattice parameters, the thermal expansion coefficient and other thermostructural properties
depend on the Cd content.

The following paper by Bettina Camin and Maximiliam Gille [2] is an interesting
example of the direct application an “extreme conditions” research can have to everyday
life tools. As a matter of fact, in the race towards a World with zero emissions, lightweight
constructions and materials offer the opportunity to reduce CO2 emission in the transport
sector. However, the various components in vehicles are often exposed to temperatures
that can be up to 40% higher than their melting temperatures. Therefore there is a risk
of creep. In this paper, the authors are comparing the creep behaviour of hot extruded
and heat treated ME21 magnesium alloy in both standardised miniature and standardised
specimens. The obtained results show evidence of size effects in the creep parameters.

In the article by Littleton et al. [3], the authors report a characterisation of the elec-
trical resistivity of solid and liquid Fe-FeS up to 5 GPa and the corresponding thermal
conductivity. From the measured sharp changes in the measured electrical resistivity, the
authors managed to delineate the eutectic temperatures of the studied Fe-FeS system as a
function of pressure. The combination of the obtained results with thermal models pro-
vided an adiabatic heat flow of molten Fe-FeS eutectic composition indicating the possible
presence of thermal convection in Fe-FeS under these pressure and temperature conditions.
The obtained results provide important information for understanding the dynamo and
thermal evolution of the core of Ganymede (the only moon in the solar system with its
own magnetic field).

Crystals 2021, 11, 1185. https://doi.org/10.3390/cryst11101185 https://www.mdpi.com/journal/crystals
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The characterisation of the pressure and temperature-induced modification of the
properties of metallic alloys, such as morphology and microstructure, is extremely impor-
tant for several technological applications. In the article by Zhang et al. [4], the authors
probed the microstructural changes in the Si phase of the Al–20Si alloy at different pressure
and temperature conditions, combining a multi-anvil apparatus and Scanning Electron
Microscope images. In another original article, Baty et al. [5] performed an ab initio char-
acterisation of the high pressure–high temperature phase diagram of copper. The results,
obtained from a quantum molecular dynamic simulation based on the so called Z method-
ology, confirm the polymorphic nature of copper. The authors also discuss the consequent
reliability of copper as a pressure standard for shock experiments.

In the subsequent contribution, Anzellini et al. [6] reported the first experimental
characterisation of the phase diagram of iridium obtained with a combination of a laser-
heated diamond anvil cell with synchrotron X-ray diffraction and density-functional theory
calculations. Together with the solid and liquid phase boundary of iridium, the authors
also report the corresponding thermal equation of state and compare it with the one of
other transition metals.

In the next original contribution, Schiesaro et al. [7] characterise the pressure-induced
modification of the local atomic structure of a Nb3Sn superconductor. In particular, com-
bining the standard analysis for X-ray absorption spectroscopy data with an evolutionary
reverse Monte Carlo modelling, they evidenced a complex evolution in the Nb chains
at the local atomic scale. The reported local effect appears to be correlated to anomalies
evidenced by X-ray diffraction in other superconductors belonging to the same family.

In the following work by Mostafa et al. [8], the authors characterised the mechanical
properties of a commercial purity aluminium modified with Zr micro-additive. The
obtained results show a Zr-induced reduction in the grain size of the commercial purity
aluminium, associated with an improvement of the microhardness number and resistance
to fracture, as well as an improved Charpy impact energy and proof stress.

In the article by Liang et al. [9], the authors report the first high-pressure spectroscopy
study on Zn(IO3)2, a member of the metal iodates, a family of materials characterised by
non-linear optical properties. Using a combination of diamond anvil cells and synchrotron
far-infrared spectroscopy, the authors observed three phase transitions all characterised by
changes in the infrared spectra.

Finally, in the last original work, Diaz-Anichtchenko et al. [10] report a synchrotron
X-ray diffraction characterisation of the pressure induced evolution of a Kagome staircase
compound (Ni3V2O8), belonging to the large family of metal orthovanadates. The experi-
mental results, obtained using diamond anvil cells, evidence an anisotropic response of the
orthorombic structure to external compression, with the b-axis showing a compressibility
almost 40% lower than the one of the other two axes. The authors also report a systematic
comparison of the bulk moduli of various isomorphic metal orthovanadates.

In addition to the 10 original research articles described above, this Special Issue
also include two review articles. In the first one, Tetsuya Komabayashi [11] shows an
overview on the recent updates on the phase-relations in Fe-alloys as a function of pres-
sure and temperature. Such phase-relations are of particular interest for the engineering
and metallurgy fields—as they serve as recipes for creating specific phases with certain
properties—and are of extreme importance for Earth science, as the major components
of the Earth’s core—subjected to extreme conditions of pressure and temperature—are
Fe and a detailed characterisation of the phase domains of their (geophysically relevant)
alloys at those extreme conditions can provide important information on the dynamics and
evolution of our planet.

The characterisation of the melting line of transition metals under extreme conditions
of pressure and temperature is one the most challenging (and debated) subject in the
extreme conditions field. In his review paper, Paraskevas Parisiades [12] discusses the
main static techniques used for these studies (with a strong focus on the diamond anvil
cell), and explores the state-of-the-art in melting detection methods and analyses the
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possible reasons behind the discrepancy observed between melting lines obtained from
various groups.

In summary, the articles presented in this Special Issue are a good representation
of the broad interest—covering multiple scientific disciplines—in the present topic and
they show the latest advancements in the investigation of transition metals under extreme
conditions of pressure and temperature.
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Abstract: Rocksalt-type (Pb,Cd)Te belongs to IV–VI semiconductors exhibiting thermoelectric prop-
erties. With the aim of understanding of the influence of Cd substitution in PbTe on thermostructural
and elastic properties, we studied PbTe and Pb0.884Cd0.116Te (i) at low temperatures (15 to 300 K)
and (ii) at high pressures within the stability range of NaCl-type PbTe (up to 4.5 GPa). For crys-
tal structure studies, powder and single crystal X-ray diffraction methods were used. Modeling
of the data included the second-order Grüneisen approximation of the unit-cell-volume variation,
V(T), the Debye expression describing the mean square atomic displacements (MSDs), <u2>(T), and
Birch–Murnaghan equation of state (BMEOS). The fitting of the temperature-dependent diffraction
data provided model variations of lattice parameter, the thermal expansion coefficient, and MSDs
with temperature. A comparison of the MSD runs simulated for the PbTe and mixed (Pb,Cd)Te
crystal leads to the confirmation of recent findings that the cation displacements are little affected
by Cd substitution at the Pb site; whereas the Te displacements are markedly higher for the mixed
crystal. Moreover, information about static disorder caused by Cd substitution is obtained. The
calculations provided two independent ways to determine the values of the overall Debye temper-
ature, θD. The resulting values differ only marginally, by no more than 1 K for PbTe and 7 K for
Pb0.884Cd0.116Te crystals. The θD values for the cationic and anionic sublattices were determined. The
Grüneisen parameter is found to be nearly independent of temperature. The variations of unit-cell
size with rising pressure (the NaCl structure of Pb0.884Cd0.116Te sample was conserved), modeled
with the BMEOS, provided the dependencies of the bulk modulus, K, on pressure for both crystals.
The K0 value is 45.6(2.5) GPa for PbTe, whereas that for Pb0.884Cd0.116Te is significantly reduced,
33.5(2.8) GPa, showing that the lattice with fractional Cd substitution is less stiff than that of pure
PbTe. The obtained experimental values of θD and K0 for Pb0.884Cd0.116Te are in line with the trends
described in recently reported theoretical study for (Pb,Cd)Te mixed crystals.

Keywords: PbTe; substitutional disorder; thermal expansion; equation of state; bulk modulus; atomic
displacement; low temperature; high pressure; compression; Debye temperature

Crystals 2021, 11, 1063. https://doi.org/10.3390/cryst11091063 https://www.mdpi.com/journal/crystals
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1. Introduction

1.1. General Issues

IV–VI semiconductors of rocksalt-type (space group Fm-3m) are known to exhibit
thermoelectric properties. One of the ways to modify the characteristics of such materials
is fractional substitution of specific elements at the cationic or anionic sites of the crystal
lattice, using a synthesis method allowing for conservation of the rocksalt-type structure.
The achievable alloying level for such materials depends on the substituent and prepa-
ration method. Such substitution significantly affects the thermoelectric properties and
others. We recognized that a determination of thermostructural and elastic properties
can contribute to development of these materials, and that detailed studies involving the
structure analysis under nonambient pressures and temperatures are lacking for mixed
(IV,II)VI semiconductors. This observation gave us motivation to undertake the study for
Pb1−xCdxTe, which is one of most studied thermoelectric materials.

Thermostructural properties of a semiconductor are the subject of detailed studies in
applied science, because they interfere with electric, optical and magnetic characteristics.
Moreover, they are of importance in the design of semiconducting devices, as they affect
the crystal and film growth processes and are meaningful for the first response of the
material under mechanical or thermal load [1].

The family of thermoelectric materials includes tellurides, selenides, sulfides and
some other compounds [2]. The thermoelectric properties of the IV–VI semiconductors of a
NaCl structure have been extensively studied, both experimentally and theoretically. One
of most important thermoelectrics in the family of Pb and Sn chalcogenides of a rocksalt
structure is PbTe (mineral name altaite). Careful choice of the substituent and its amount
incorporated into the PbTe lattice can significantly enhance the Seebeck coefficient [3,4].
PbTe exhibits polymorphism, and it is noteworthy that the orthorhombic high-pressure
PbTe phase has also been reported to exhibit thermoelectric properties [5].

1.2. Cationic Substitutions

Experimental data on the effect of substitutions on the properties of PbTe have been
reported for a number of systems containing various substituents. Scientific research is
continuously expanding our knowledge about structural properties of such systems. For
PbTe crystals modified by using various substituents, such studies have been performed,
e.g., for Ba substituents [6] (experimental study), Cd or Mn [7], rare-earth metals [8],
diverse substituents [9], and gold substituents [10] (theoretical studies). The mentioned
theoretical study [9] convincingly demonstrates, how the choice of substituent (at the fixed
level of 3.1%) incorporated into the PbTe crystal lattice, affects the physical properties
and Seebeck coefficient describing the thermoelectric conversion efficiency. According to
ref. [9], for most considered substituents incorporated into CdTe lattice, two important
characteristics, the Debye temperature and bulk modulus, exhibit apparent decreasing
trends. The prediction of the Seebeck coefficient value for tens of diversely substituted
PbTe reported in ref. [9] provides a valuable basis and potential support for future work
towards improvement of thermoelectrics.

1.3. PbX-CdX (X = Te, Se, S) Solid Solution

Thermoelectric properties of PbTe are improved when the Pb ions are partially replaced
by Cd ions [11], forming a metastable Pb1−xCdxTe solid solution of the rocksalt type [12–15].
Therefore, this material attracts researchers’ attention, being suitable for design of thermoelec-
tric devices. Metastable single-phase NaCl-type crystals have been reported with maximal
Cd content depending on the preparation conditions, particularly on applied quenching
conditions from high temperature or high pressure or on the annealing method.

The lattice parameter of Pb1−xCdxTe decreases with the CdTe addition, as demon-
strated experimentally [16–19] and theoretically [7]. The behavior is similar for PbSe and
PbS matrices with the respective addition of CdSe and CdS. The linearity of lattice pa-
rameter variation in these three systems is illustrated in Figure 1, whereas the equations
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describing the lines are given in Table 1 (on the basis of the above references for PbTe,
refs. [20–23] for PbSe and refs. [24–27] for PbS. (Some additional information is available
in a study of the quaternary system [28].) The lines in Figure 1, representing the Vegard’s
rule (linear behavior of lattice parameter) are based on cited studies. The highest reported
content, xmax, is shown for each system. Extrapolation to x = 1 gives the lattice parameters
of hypothetical cadmium chalcogenides with a NaCl structure. The values of these param-
eters, of coefficients of Vegard’s equation (in one case, of the equivalent Zen’s equation),
and the highest reported Cd content as well as the results of extrapolation are collected in
Table 1, including the data from refs. [7,16,18–23,25–27].

Figure 1. Reported variations of the metastable-rocksalt-phase lattice parameter of ternary
Pb1−xCdxTe, Pb1−xCdxSe and Pb1−xCdxS. The plots present the linear equations reported in ref. [18]
(1), ref. [19] (2), ref. [7] (theoretical data) (3), ref. [20] (4), and ref. [25] (5). The highest values of
Cd content in quenched samples among the reported ones, xmax (see Table 1), are marked with
short vertical solid lines. The variations are extended above the achieved (in quenched crystals) Cd
content towards x = 1, in order to indicate the extrapolated lattice parameters of rocksalt structures of
the binary Cd chalcogenides. The open circle indicates the composition of the Pb1−xCdxTe sample
studied in this work.

Table 1. Linear equations for a(x) or V(x) (Vegard’s rule and Zen’s rule, respectively) for Pb1−xCdxTe,
Pb1−xCdxSe and Pb1−xCdxS solid solutions: equations, maximum reported Cd content, xmax, and
extrapolated lattice parameters, aex, for rocksalt type CdTe, CdSe and CdS (at x = 1).

Compound a(x) [Å] or V(x) [Å3] xmax aex [Å] Ref. Year

Pb1−xCdxTe 6.459–0.30x 0.20 (at 1139 K) 6.159 (a) 1964
6.459–0.40x 0.144 6.059 (b) 1980
6.466–0.414x 0.75 6.037 (*) (c) 1989

6.462–0.433(5)x 0.114 6.029 (d) 2009
6.38–0.434x (&) - - (e) 2012

Pb1−xCdxSe 6.127–0.42x 0.26 (at 1213 K) 5.707 (f) 1965
6.128–0.38x

-
0.03 (at 523 K)
0.18 (at 873 K) - (g) 1968

- ~0.057 (at 673 K) - (h) 1973
6.1263–0.3025x 0.04 - (i) 2019

Pb1−xCdxS 203.151–0.4389x ($) 0.016 - (j) 1971
5.9386–0.4302x 0.40 5.5084 (k) 2014

5.412 (&) (l) 2019
5.435, 5.45, 5.72 (m) 2021

References: (a) [16], (b) [17], (c) [18], (d) [19], (e) [7], (f) [20], (g) [21], (h) [22], (i) [23], (j) [24], (k) [25], (l) [27],
(m) [26]. More data can be found in a study of the quaternary system Pb1−xCdxSe1−ySy [28]. (*)–value for sample
quenched from 2.5–3 GPa, 973–1473 K; this paper also gives 6.052 Å, derived from data for quenched Sn1−xCdxTe.
($)–data refer to V(x) dependence. (&)–theoretical data.
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1.4. Knowledge on Thermostructural and Elastic Properties for PbTe and Pb1−xCdxTe

Numerous studies on thermostructural and elastic properties of PbTe have been per-
formed. However, some are not very detailed, and not many of them include the lowest
(below 100 K) temperatures. Among the studies, the most detailed work is that of ref. [29],
in which neutron powder diffraction was used to determine variations of the lattice param-
eter, thermal expansion coefficient (TEC), and mean square atomic displacements (MSDs)
as a function of temperature. Other experimental studies refer to narrower temperature
ranges or describe selected variables only. One of the frequently considered characteristics
of thermoelectric materials is the degree of ordering [30]. Some recent studies focus on ap-
pearance of the cation disorder in PbTe and related chalcogenides [31–34]. The introduced
disorder can affect the thermal conductivity of the crystal [31]. The substitutional disorder
in the (Pb,Cd)Te alloys system has also been recently discussed in ref. [35]. However, the
analysis of disorder based on temperature-dependent properties is still lacking for this
ternary system.

The basic thermostructural data have been reported as functions of temperature for
various temperature ranges:

• the lattice parameter a(T) (experimental ones for PbTe, in refs. [29,31,36–41]), for
Pb1−xCdxTe in refs. [42–44], theoretical ones for PbTe in refs. [45–50]) (see Table 2),

• thermal expansion α(T) for PbTe (experimental ones in refs. [29,41,51,52] and theoreti-
cal ones in refs. [8,45–47,53,54] (see Table 3),

• atomic displacements for PbTe (experimental ones in refs. [29,31,34,37–41,50,55–57]
and theoretical ones in refs. [39,49,50,58–60] (see Table 4).

Table 2. Temperature ranges for selected experimental and theoretical studies of the lattice parameter, a(T), of PbTe and
Pb1−xCdxTe (x = 0.013, 0.020, 0.056, 0.096, 0.116). In the case of experimental studies, the ranges refer to the lower and upper
limit of the experiment.

Mode Compound Temperature Range [K] Method Ref. Year

Experiment PbTe 0–400 ($) n.a. (a) 1971
PbTe 120–298 SCXRD (b) 1987
PbTe 15–500 XRD/ND/PDF (c) 2010
PbTe 105–1000 SPXRD (d) 2013
PbTe 105–600 SPXRD (e) 2016
PbTe 10–500 ND (f) 2016
PbTe 125–293 SCXRDS (g) 2018
PbTe 50–600 NPD (h) 2021
PbTe 20–622 SCXRDS (i) 2021
PbTe 15–300 SPXRD this work 2021

Pb0.987Cd0.013Te, 300–~600, ~900–1073, SPXRD (j) 2009
Pb0.944Cd0.056Te, 300–~430, ~970–1073, “ “ “
Pb0.904Cd0.096Te 300–~350 “ “ “
Pb0.98Cd0.02Te 15–300 SPXRD (k) 2011

Pb0.884Cd0.116Te 15–300 SPXRD this work 2021

Theory PbTe 0–300 LDA, GGA (l) 2009
PbTe 4–550 PBEsol (m) 2014
PbTe 0–300 LDA, GGA (n) 2014
PbTe 100–800 QHA (o) 2018
PbTe 300–800 (*) MD (p) 2018
PbTe 0–800 (&) DFPT/LDA (q) 2019

References: (a) [36], (b) [37], (c) [38], (d) [31], (e) [34], (f) [29], (g) [39], (h) [41], (i) [40], (j) [42,43], (k) [44], (l) [45], (m) [46], (n) [47], (o) [48],
(p) [49], (q) [50]. (*)—V(T) reported, (&)—relative values of lattice parameter are reported; “n.a.”—stands for not available. ($)—values of
lattice parameter are based on approximation curve deduced from earlier reported experiments. Abbreviations are explained at the end of
this study.
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Table 3. Temperature ranges for selected experimental and theoretical studies on the variation of the linear thermal
expansion coefficient, α(T), of PbTe and Pb1−xCdxTe (x = 0.116). In the case of the experimental studies, the ranges refer to
the lower and upper limit of the experiment.

Mode Compound Temperature Range [K] Method Ref. Year

Experiment PbTe 30-340 DM (a) 1963
PbTe 4–297 CM (b) 1968
PbTe 10–500 ND (c) 2016
PbTe 50–600 NPD (d) 2021
PbTe 15–300 SPXRD this work 2021

Pb0.884Cd0.116Te 15–300 SPXRD this work 2021

Theory PbTe 70–300 CDM (e) 1966
PbTe 0–300 LDA, GGA (f) 2009
PbTe 0–300 PBEsol (g) 2014
PbTe 0–300 LDA, GGA (h) 2014
PbTe 0–350 GGA (i) 2015
PbTe 0–300 FPBTF (j) 2017
PbTe 0–800 DFPT/LDA (k) 2019

References: (a) [51], (b) [52], (c) [29], (d) [41], (e) [53], (f) [45], (g) [46], (h) [47], (i) [8], (j) [54], (k) [50]. Abbreviations are explained at the end
of this study.

Table 4. Temperature ranges for selected earlier studies of the experimental and theoretical mean
square displacements <u2>(T) of PbTe and Pb1−xCdxTe (x = 0.116). In the case of experimental
studies, the ranges refer to the lower and upper limit of the experiment.

Mode Compound
Temperature

Range [K]
Method Ref. Year

Experiment PbTe 78–400 PXRD, SCXRD (a) 1973
PbTe 100–300 SCXRD (b) 1978
PbTe 120–298 SCXRD (c) 1987
PbTe 15–500 XRD/ND/PDF (d) 2010
PbTe 105–1000 SPXRD (e) 2013
PbTe 8–500 SPXRD (f) 2014
PbTe 105–600 SPXRD (g) 2016
PbTe 10–500 ND (h) 2016

PbTe (*) 100–450 SCXRDS (i) 2018
PbTe 20–300 SCXRDS (j) 2021
PbTe (40)–700 NPD (k) 2021
PbTe 15–300 SPXRD this work 2021

Pb0.884Cd0.116Te 15–300 SPXRD this work 2021

Theory PbTe 0–400 LKF (l) 1968
PbTe 0–700 MD (SME) (m) 2014

PbTe (*) 100–450 MD (i) 2018
PbTe 300–800 MD (n) 2018
PbTe 0–800 DFPT/LDA (o) 2019

References: (a) [55], (b) [56], (c) [37], (d) [38], (e) [31], (f) [57], (g) [34], (h) [29], (i) [39], (j) [40], (k) [41], (l) [58],
(m) [59], (n) [49], (o) [50]. (*)—the reported variation is for u(T). Abbreviations are explained at the end of
this study.

As for the properties of PbTe (a) describing the structural behavior under pressure
or (b) describing it in the space of both variables, p and T, or (c) describing the variation
of compressibility, elastic constants, heat capacity, Debye temperature and the Grüneisen
parameter with temperature or pressure, the available data are scarce. For experimental
data, see refs. [29,51,52,61–63], for theoretical data for PbTe, see refs. [8,45–47,53,64–69] and
for Pb1−xCdxTe, see refs. [66,68] (details are provided in Table 5).
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Table 5. (Completing Tables 2–4). Pressure and/or temperature ranges for experimental and theoretical studies of structure-
related variables for PbTe and Pb1−xCdxTe (x = 0.116), reported as functions of pressure and/or temperature: volume on
pressure dependence, V(p), bulk modulus, K(T), elastic constants, C(T), Debye temperature, θD(p,T) or θD(p), Grüneisen
parameter, γ(T) and γ(p), thermal expansion, α(p,T), heat capacity, cp(T) or cp(T). For experimental studies, the ranges refer
to the lower and upper limit of the experiment.

Mode Compound Variables
Pressure Range

[GPa]
Temperature

Range [K]
Method Ref. Year

Experiment PbTe cp(T), cv(T) - 20–260 CM (a) 1954
PbTe γ(T) - 30–340 CM+XRD (b) 1963
PbTe K(T), C(T) - 4–297 CM (c) 1968
PbTe cp(T) - 300–700 PTW (d) 1983

PbTe θD(p), γ(p) amb.–15,
amb.–10.5 - UIM (e) 2013

PbTe K(T), γ(T),
cv(T) - 10–300/300/260 ND (f) 2016

PbTe V(p), K(p),
γ(T) amb.–4.5 - SCXRD this

work 2021

Pb0.884Cd0.116Te V(p), K(p),
γ(T) amb.–4.5 - SCXRD this

work 2021

Theory PbTe θD(T) - 0–200 CDM (g) 1966
PbTe K(T) - 0–300 LDA, GGA (h) 2009
PbTe K(p), C(T) 0–14 - LDA (i) 2012

PbTe
a(p,T), α(p,T),

K(p,T),
θD(p,T), cv(T)

0–10 0–300 LDA, GGA (j) 2014

PbTe K(T) - 0–600 PBEsol (k) 2014
PbTe cv(T) - 0–400 GGA (l) 2015
PbTe K(T), C(T) - 100–500, 0–500 LDY (m) 2019

PbTe (*) cp(T), cv(T) - ~20–1000 THD (n) 2019
PbTe V(p) - - LDA (o) 2020
PbTe cv(p) 0–6 - PBEsol (p) 2021

Pb1−xCdxTe (*) cp(T), cv(T) - ~20–1000 THD (n) 2019

References for experimental data: (a) [61], (b) [51], (c) [52], (d) [62], (e) [63], (f) [29], and for theoretical data: (g) [53], (h) [45], (i) [64], (j) [47],
(k) [46], (l) [8], (m) [65], (n) [66,68], (o) [67], (p) [69]. (*)—this study refers to thin films; “amb” stands for ambient pressure. Abbreviations
are explained at the end of this study.

1.5. Pb-Te and PbTe-CdTe System

The temperature phase diagram of Pb-Te system shows that the Fm-3m PbTe phase
(with the lattice parameter a = 6.460 Å) is stable in the full range, up to Tmax = 1197 K [70]
(see refs. [71,72]). The off-stoichiometry range for PbTe is extremely narrow [70,73–76].

The PbTe–CdTe phase diagram [13] (for theoretical considerations, see ref. [66]) shows
that the solubility, with equilibrium conditions at room temperature, of CdTe in PbTe is
marginal. This is a consequence of the difference in their crystal structure—a rocksalt type
for PbTe and a zinc-blende type for CdTe. However (as mentioned in the Introduction
section), the Pb1−xCdxTe solid solution of the rocksalt type can be prepared in a metastable
form. A diffraction study on the structure of Pb1−xCdxTe as a function of temperature has
shown the decomposition process of metastable Pb1−xCdxTe (x = 0.096) during heating [43];
these results led to evaluation of the maximum achievable Cd content in the metastable
solid solution [13]. Some theoretical calculations based on first principles have been
presented in ref. [68].

Experimental investigations show that the transition to a high-pressure polymorph
occurs at about 6–7 GPa [70,77–83], (see also theoretical studies [67,84,85]). The space
group of this phase is Pnma, the lattice parameters at 7.5 GPa are a = 11.91 Å, b = 4.20 Å,
c = 4.51 Å [70]. From about 18 GPa to at least 50 GPa, a CsCl type phase exists [83].
Recently, a topological transition at 4.8 GPa was reported in a density functional theory
study [86]. Interestingly, the combination of the features of immiscibility and lattice-
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parameter similarity of the PbTe and CdTe components leads to the opportunity for the
growth of heterostructures (which can be applied in the construction of room-temperature
infrared detectors, for example [87]).

1.6. Aim

The purpose of this study is to systematically determine the influence of cadmium
substitution on the thermostructural and elastic properties of PbTe. To achieve this goal,
these properties (lattice parameter, thermal expansion, atomic displacements, bulk modulus
and their variation with temperature or pressure) were studied and compared for two
crystals, PbTe and Pb0.884Cd0.116Te. The literature data for PbTe are reviewed and taken
into account in the comparative analysis of properties of these two crystals.

2. Materials and Methods

The PbTe and Pb1−xCdxTe single crystals were obtained by the self-selecting vapor
growth (SSVG) method described in refs. [88,89]. High purity polycrystalline PbTe and
CdTe compounds were used as reaction components. The conditions were similar to those
used in earlier work [19]. To produce the PbTe–CdTe solid solution, the synthesis was
performed using a mixture of PbTe and CdTe enclosed in a sealed quartz ampoule located
in a furnace with a gradient of about 1 deg/cm at a temperature of about 850°C. The
process of growth of homogeneous (Pb,Cd)Te crystals lasted two weeks. Further details of
the growth procedure can be found in refs. [19,90]. The Cd content, x = 0.116, was derived
from the a(T) dependence reported in ref. [19].

Synchrotron-radiation techniques offer valuable experimental approaches for stud-
ies of materials; in particular, thermoelectric materials [91]. Here, we focus on the use
of synchrotron radiation diffraction to extract the structural information on PbTe and
Pb1−xCdxTe. The in-situ low-temperature measurements were performed using syn-
chrotron X-ray powder diffraction [92] at HASYLAB, Hamburg. The Debye–Scherrer
geometry with monochromatic radiation (λ = 0.5385 Å) and an image plate detector [93]
were applied. The incident beam size was 1 × 15 mm2. The measurements were performed
in the 2θ range of 7–58◦ (corresponding d-spacing range is 4.410–0.555 Å), and for samples
mounted in glass capillaries (Hilgenberg) of 0.3 mm diameter, the X-ray powder diffraction
patterns were recorded with a 0.004◦ (2θ) step.

The samples were prepared as a mixture of powdered Pb1−xCdxTe crystals and fine
diamond powder (Sigma–Aldrich #48,359-1 synthetic powder), of ~1 μm monocrystalline
grain size and purity of 99.9%). Addition of diamond powder served for both, (i) a diluent
and (ii) an internal diffraction standard, avoiding the possible influence of wavelength
instabilities (the use of such a standard has been proposed in ref. [94]). Low-temperature
conditions (temperature range 15–300 K) were ensured by a closed-circuit He-cryostat.
For the structural analysis, the Rietveld method [95,96] was applied using the refinement
program, Fullprof.2k(v.7) [97]. In calculations, the pseudo-Voigt profile-shape function was
assumed. The following parameters were refined: scale factor, lattice parameters, isotropic
mean square displacement parameters, peak shape parameters, and systematic line-shift
parameter. The background was set manually.

A Merrill-Bassett diamond-anvil cell (DAC) [98] was used in high-pressure experiments.
The single-crystal sample was mounted inside the DAC chamber with a MeOH:EtOH:H2O
(16:3:1) mixture as the pressure-transmitting medium. The pressure was calibrated with
a Photon Control spectrometer by the ruby-fluorescence method [99], assuring a precision
of 0.02 GPa. The experiments were conducted at a temperature of 296 K. High-pressure
single-crystal X-ray diffraction data were collected at a four-circle KUMA X-ray diffractometer
equipped with a graphite monochromator for the applied MoKα radiation. The gasket shad-
owing method was used for crystal centering and data collection [100]. The size of the diamond
culets was 0.7 mm, the size of crystal for PbTe was 0.2 × 0.05 × 0.15 mm3, for Pb0.884Cd0.116Te
was 0.23 × 0.05 × 0.17 mm3 (only one crystal was loaded into DAC). UB-matrix determina-
tions and data reductions were performed with the program CrysAlisPro [101]. The structures
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were solved by direct methods using the program ShelXS and refined by full-matrix least-
squares on F2 using the program ShelXT incorporated in Olex2 [102,103]. For high-pressure
data analysis, the fitting procedures were conducted with the EoSFit7 program [104,105].

3. Results: Thermostructural and Elastic Properties of PbTe and Pb0.884Cd0.116Te

3.1. Effect of Cd Substitution on Temperature Variation of Unit Cell Size, Thermal Expansion
Coefficient and Cationic and Anionic Mean Square Displacements
3.1.1. General Issues

The data provided by powder and single-crystal X-ray diffraction methods allowed the
determination of the structural and elastic properties of PbTe and Pb1−xCdxTe (x = 0.116)
in the 15–300 K temperature range and separately, in 0.1 MPa–4.5 GPa pressure range.
Consequently, the properties measured at the same conditions for each of two crystals
could be analyzed, leading to the understanding of the effect of Cd substitution on the
crystal characteristics.

For pure PbTe, most of these properties were known in advance, but the information
regarding temperatures below 105 K has been mostly based on the results of neutron
powder diffraction of ref. [29]. The present study is one of few X-ray diffraction studies
of the thermostructural properties of PbTe, covering an extended temperature range, and
jointly analyzing all the three a(T), α(T), and <u2>(T) experimental variations, completed
by the V(p) study. For the Pb1−xCdxTe system, the detailed investigations at non-ambient
temperature and pressure have been almost completely lacking.

Phase analysis showed that the samples were single phase crystals. The analysis of
powder diffraction data of PbTe and Pb0.884Cd0.116Te by the Rietveld method yielded direct
information on (i) the temperature dependencies of unit-cell size, a(T), and (ii) mean square
displacements, <u2>(T), of both, cations and anions. Illustrative examples of structure
refinement plots for PbTe and Pb1−xCdxTe at temperatures 15 K and 300 K are given in
Appendix A (Figure A1). Subsequent analysis of the a(T) data led to the derivation of
the temperature variation of the thermal expansion coefficient, α(T). The modeling of the
temperature variations of the studied quantities allowed for independent determination
also of other properties, for both the cationic and anionic sublattices of studied crystals.

3.1.2. Variation of Unit Cell Size of PbTe and Pb0.884Cd0.116Te with Temperature

The experimental lattice parameter of PbTe varies in the 15–300 K range in a monotonic
way (see Figure 2). The unit-cell volume, V(T), variation was modeled by the second-order
Grüneisen approximation, taking into account the Debye internal-energy function [106,107]:

V(T) = V(T=0) +
V(T=0)E(T)
Q − bE(T)

(1)

where: Q and b are constants. E(T) in Equation (1), expressed as

E(T) =
9nkBT

(θD/T)3

∫ θD/T

0

x3

ex − 1
dx (2)

represents the Debye energy model of lattice vibrations, n is the number of atoms in
the unit cell, kB = Boltzmann constant, θD is the characteristic Debye temperature. The
parameters Q, V(T=0) and b are obtained through fitting of experimental V(T) data modeled
by Equation (1) (refined parameters are quoted in Appendix C, Table A5). For PbTe, the
lattice parameter increases by 0.50% over the whole temperature range. The run of the a(T)
(see inset in Figure 2b) is marginally different from the recent experimental data obtained
in a wide temperature range (10–500 K) by neutron powder diffraction [29], and in the
105–300 K range by X-ray powder diffraction [31] (Figure 2a).
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(a)  (b) 

Figure 2. (a) Experimental variation of normalized unit-cell volume with temperature for PbTe (�) and Pb0.884Cd0.116Te (�)
(the main figure). The corresponding dependencies of the absolute values of lattice parameters are shown in the inset. The
uncertainties are smaller than the symbol size. The fits of Equation (1) (second-order Grüneisen approximation) are shown
in the figure and in the inset using red (PbTe) and blue (Pb0.884Cd0.116Te) solid lines, respectively. (b) Present temperature
dependence of the PbTe lattice parameter, compared to selected literature data. Present experimental points (�) and the
second-order Grüneisen approximation (thick solid line); experimental data of ref. [38] (�), ref. [31] ( ), ref. [29] (thin
dashed line), ref. [39] (�), ref. [34] ( ). The inset provides a comparison with theoretical data of ref. [45] (+ and dashed line),
ref. [46] ( and dashed line), ref. [39] ( and dashed line), and ref. [50,108] (dot-dash line).

A comparison of both the experimental points and the fitted a(T) curve to literature
data is documented in Figure 2b (for refined parameters of all models see Appendix C,
Table A5, whereas the numerical a(T) data are quoted in Appendix B). The comparison
based on this figure and on the recently reported experimental values near 0 K (data
from refs. [29,44] quoted in Table 6) and near 300 K (data from refs. [26,29,31,34,39,41–43]
quoted in Table 7), shows that the discrepancies between the present and earlier values
of lattice parameter are quite small. Namely, near 0 K the discrepancy of the present a
value, 6.42972(5) Å (the lattice parameter values given in this work with five decimal places
refer to those obtained from fitted Equation (1) in this work and in the cited literature),
with recent literature data, 6.42962 Å, is negligible (1 × 10−4 Å). As for the value at 300 K,
our result of data fitting is 6.46148(87) Å. It agrees perfectly with the average of the high
quality records for PbTe stored in the ICSD database [26] (the quality is based on ICSD-staff
evaluation). There are five such records; their a(293 K) values are 6.462(1) Å, 6.459(1) Å,
6.461(1) Å, 6.461(1) Å, and 6.460(1) Å; the average is 6.46060(15) Å. After temperature
correction from 293 to 300 K the average increases by 0.00088 Å (based on present a(T)
results) leading to the ICSD derived value at 300 K to be 6.46148(15) Å. This value is
identical to the above-quoted present one. All these perfect agreements point out both, the
high quality of the sample and precision of applied measurement approach, including the
instrument calibration. This observation can justify recommendation of the present a(T)
run as a reference for the PbTe lattice parameter as a function of temperature; particularly
in the near-RT temperatures, through interpolation of the data of Table A2 (Appendix B).
The recommended a(300 K) value at 300 K is 6.46148(87) Å (thsi result is quoted together
with other ones in Table 7).
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Table 6. Present and recently reported values of experimental lattice parameter, a, near 0 K for PbTe
and Pb1−xCdxTe (x = 0.013, 0.056, 0.116). For complete numerical data of a(T) of this work, see
Tables A1 and A2 (Appendix B).

Compound T a [Å] Ref. Year

PbTe 1 6.42962 (*) (a) 2016
0 6.42972(5) (*) this work 2021
15 6.42977(5) (*) this work 2021
15 6.4298(4) this work 2021

Pb0.98Cd0.02Te 10 6.42114 (*) (b) 2011
Pb0.884Cd0.116Te 0 6.37725(6) (*) this work 2021
Pb0.884Cd0.116Te 15 6.37733(7) (*) this work 2021
Pb0.884Cd0.116Te 15 6.3775(5) this work 2021

References: (a) [29], (b) [44]. The values of the fitted model (Equation (1)) for present and literature data are starred.

Table 7. Present and selected recently reported values of the experimental lattice parameter, a, at
room temperature for PbTe and Pb1−xCdxTe (x = 0.013, 0.056, 0.116). For complete numerical data of
a(T) of this work, see Tables A1 and A2 (Appendix B).

Compound T [K] a [Å] Ref. Year

PbTe 300 6.46179(3),
6.46201(4) (a) 2013

300 6.46255 (*) (b) 2016

300 6.46040(4),
6.46054(4) (c) 2016

293 6.4626(1) (d) 2018
300 6.4651(*) (e) 2021

300 6.459–6.462 ($),
<a> = 6.46148(15) (f) 2021

300 6.4616(3) this work 2021
300 6.46148(87) (*) this work 2021

Pb0.987Cd0.013Te 300 6.457(2) (g) 2009
Pb0.944Cd0.056Te 300 6.437(2) (g) 2009
Pb0.884Cd0.116Te 300 6.41133(116) (*) this work 2021
Pb0.884Cd0.116Te 300 6.4116(4) this work 2021

References: (a) [31], (b) [29], (c) [34], (d) [39], (e) [41], (f) [26], (g) [42,43]. ($)—range of five high-quality results
(see text for details); the average is corrected for thermal expansion of PbTe (the source values refer to T = 293 K).
The values of the fitted model (Equation (1)) for present and literature data are starred.

Also of interest is the compatibility of the experimental and theoretical data. Appar-
ently, the shapes of the present (and other) experimental a(T) variations are generally in
line with earlier theoretical ones reported in refs. [39,45,46], whereas the absolute values
differ by only 0.3% [46] to 2% [45]. For the best matching data of ref. [46], the increase
of the a value across the 15–300 K range is only slightly larger than those experimentally
observed (see Figure 2b).

The fitted Equation (1) describing the unit-cell size as a function of temperature
perfectly approximates the experimental runs of both crystals, as shown in Figure 2a. The
lattice parameter of Pb0.884Cd0.116Te in the whole temperature range is reduced in respect
to that of pure PbTe, and the reduction across the whole range is 0.53%, which is apparently
larger than the value of 0.50% quoted at the beginning of this section for PbTe.

3.1.3. Variation of Thermal Expansion Coefficient with Temperature

For Pb0.884Cd0.116Te, the lattice parameter, according to the fitted model, increases
from 6.37725(6) Å to 6.41133(116) Å. The difference in respect to PbTe in the slope of the
cell-size dependence on temperature is visualized in Figure 2a, presenting the temperature
variation of the cell volume for both studied crystals. The experimental dependence of
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the linear-thermal-expansion coefficient on temperature, α(T), was derived from the V(T)
Grüneisen approximation (Equation (1)), using the equation:

α(T) = αV(T)/3 = (dV/dT)/(3V(T)) (3)

For both materials, the general character of the α(T) variation is typical, with a nearly
constant value up to 10 K, and with a pronounced increase observed up to ~100 K; above
this temperature, the rise progressively becomes much smaller. In the ~170–300 K range,
the variation of α with temperature is weak and nearly linear.

For PbTe, the TEC dependence on temperature obtained in the present work shows
a fairly good matching with experimental results based on different earlier exploited
techniques: dilatometry [51] and neutron powder diffraction [29] (see Figure 3). In par-
ticular, the resulting experimental TEC value of 19.6(6) MK−1 obtained in this work at
300 K matches very well the earlier reported experimental values of 19.80 MK−1 [51] and
19.91 MK−1 [29] (cf. Table 8) (this discrepancy is as low as 1.5%).

 
(a) 

 

 (b)   (c) 

Figure 3. Variation of thermal expansion with temperature, α(T). (a) The linear thermal expansion coefficient α(T) for PbTe
and Pb0.884Cd0.116Te as a function of temperature, was obtained from the experimental-data fitting using a second order
Grüneisen approximation (Equation (1)). The inset includes the magnified low-temperature part (0–50 K) of the α(T) run.
(b) Comparison of the present data for PbTe (black solid line) with previously reported experimental and theoretical data
of PbTe. Selected data from literature (from ref. [51] (•), [29] (black dashed line) (experimental), (from ref. [45] (+); [46]
( ), from ref. [8] ( ) (theoretical)) are shown. (c) Comparison of the present experimental data (solid line, also shown as
(strongly overlapping) dotted line in (b)), theory [60,108] (dashed line), difference curve (dash-dot line).
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Table 8. Present and selected literature values of the experimental thermal expansion coefficient, α, at
300 K for PbTe and Pb1−xCdxTe (x = 0.116). For full numerical data of α(T), see Table A2 (Appendix B).

Compound T [K] α [Å] Ref. Year

PbTe 300 19.94 (a) 1964
300 19.91 (b) 2016
300 19.36 (*) (c) 2019
300 18.12 (d) 2021
300 19.6(6) this work 2021

Pb0.884Cd0.116Te 300 20.7(8) this work 2021
References: (a) [51], (b) [29], (c) [50,108], (d) [41]. (*)—theory.

A remarkable agreement of the present experimental thermal expansion data of PbTe
is observed with the theory reported in ref. [50,108] (compare to the experimental and
theoretical curves in Figure 3c). The agreement is visualized through the difference curve,
and it is worth noting that the little bump of 2% height, observed at this curve would be
twice as small if the temperature axis of the theoretical curve was shifted by only −0.7 K.
The consistency with other theoretical data is not as perfect, but the trends of these results
are generally compatible with the experiments described herein and others. In particular,
the present data marginally differ from theoretical ones ref. [46] up to 100 K, whereas the
discrepancy markedly increases at higher temperatures.

As for Pb0.884Cd0.116Te, the increase of the thermal expansion coefficient, α(T), in the
studied temperature range is more pronounced than that observed for PbTe (Figure 3b).
At 300 K, the coefficient reaches the value of 20.7(8) MK−1, the increase in respect to PbTe
being about 6.5% at this temperature (the rise is comparable at lower temperatures).

3.1.4. Variation of Mean Square Displacements with Temperature

The temperature dependencies of experimental mean square isotropic atomic displace-
ment parameters for cations and anions of PbTe and Pb0.884Cd0.116Te display an apparent
monotonically increasing behavior with rising temperature (Figure 4).

(a) (b) 

Figure 4. Temperature dependence of mean square displacements for cations (a) and anions (b), for PbTe ( ) and
Pb0.884Cd0.116Te (�). The fitted Debye function is represented by red and blue solid lines, respectively. The insets show the
static disorder term <u2>stat as a function of Cd content, xCd (own results ( ) with uncertainties smaller than symbol size,
and results of ref. [29] ( )).The horizontal dashed line visualizes the zero-disorder level.

The experimental data were modeled using Equation (4)

<u2>(T) = <u2>dyn(T) + <u2>stat (4)
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where the mean square displacement takes into account the temperature-dependent dy-
namic disorder term (Debye expression [109]) and the temperature-independent static
disorder term <u2>stat in the same way as that used in ref. [110]. The first term at the right
side, <u2>dyn(T), is the Debye function based on simplifying the assumption that takes into
account the acoustic branches, whereas the optical branches are ignored:

〈
u2

〉
dyn

(T) =
3�2T

mkBΘ2
D

[
T

ΘD

∫ ΘD/T

0

x
ex − 1

dx +
ΘD
4T

]
(5)

In the above expression, T stands for temperature, m for atomic mass, θD for the Debye
temperature, kB for the Boltzmann constant, and h̄ for the reduced Planck constant. The
second term in Equation (4), <u2>stat is an empirical term attributed to the temperature-
independent static disorder that can be connected in unsubstituted crystals, e.g., with
the presence of point defects [111] (the presence of such defects is known to influence
the electrical and other properties of thermoelectric crystals [112]), and in substituted
crystals-with the presence of foreign atoms at the cationic or anionic sites.

For both crystals, PbTe and Pb0.884Cd0.116Te, the results of fitting of <u2>(T) defined
by Equation (4) correctly describe the run of experimental points (the refined parameters
of the model are provided in Table A5). The MSD values referring to temperatures near 0 K
and near 300 K are compared with literature data in Table 9 (for values of fitted MSDs see
Table A1, Appendix B).

Table 9. Present and selected reported experimental values of the mean square cationic and anionic displacements, <uC
2>(T)

and <uA
2>(T), respectively, near 0 K and at room temperature for PbTe and Pb1−xCdxTe (x = 0.116). The (independent on

temperature) static components, <uC
2>stat and <uA

2>stat, are provided, where available. For detailed numerical data of the
present study, see Tables A1 and A2, Appendix B.

Temperature Compound T [K]
<uC

2>(T)
[Å2]

<uA
2>(T)

[Å2]
<uC

2>stat

[Å2]
<uA

2>stat

[Å2]
Ref. Year

low PbTe 15 0.0037 — (a) 2010
temperature PbTe 0 0.0018 (*) 0.0018 (*) (b) (#) 2014

PbTe 1 0.00200 0.00315 (c) 2016
PbTe 0 0.0021(1) (*) 0.0011(1) (*) 0.00038(4) −0.00054(7) this work (#) 2021

Pb0.884Cd0.116Te 0 0.0036(1) (*) 0.0052(1) (*) 0.00203(6) 0.0034(1) this work (#) 2021

room PbTe 300 0.0233(15) 0.0209(14) (d) 1973
temperature PbTe 298 0.0204(3) 0.0141(3) (e) 1987

PbTe 300 0.0231 — (a) 2010
PbTe 300 0.0098(2) 0.01847(9) small small (f) 2013
PbTe 300 0.0238 0.0171 (b) 2014
PbTe 300 0.0202 0.0136 (g) 2016
PbTe 300 0.02155 0.01548 0.00031 0.00130 (c) 2016
PbTe 300 0.0260(2) 0.0157(1) (h) 2018
PbTe 300 0.0204(2) (*) 0.0115(2) (*) 0.00038(4) −0.00054(7) this work 2021

Pb0.884Cd0.116Te 300 0.0189(4) (*) 0.0172(3) (*) 0.00203(6) 0.0034(1) this work 2021

References: (a) [38], (b) [57], (c) [29], (d) [55], (e) [37], (f) [31], (g) [34], (h) [39]. The values obtained from fiiting the model (Equation (4)) are
starred. (#)—refers to value resulting from the model extrapolated to 0 K.

The run of each <u2>(T) curve shows (i) a characteristic nearly linear dependence
at high temperatures, having a specific slope, and with (ii) a curvilinear behavior at low
temperatures, characterized by a value of <u2>(T = 0). Each of these features has its own
meaning. The given curve representing either the cationic or anionic site has its own
characteristics determined by the fixed material parameter m, by the Debye temperature,
θD, and by the disorder term, <u2>stat. Basically, <u2>stat and θD are fittable parameters,
and m could also be fitted if the composition was not well specified.

Examination of Figure 4 leads to following observations:

(1) The fitted <u2>stat(T) curves for PbTe and Pb0.884Cd0.116Te behave differently. Namely:
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(a) The MSDs at 0 K, <u2>(T = 0), increase significantly (by about 0.002–0.004 Å2)
with x rising from 0 to 0.116. We attribute this increase to the appearance
of the static disorder expressed by the nonzero <u2>stat term resulting from
fitting Equation (4) (the values of <u2>stat are quoted in Table 9). This effect is
graphically presented in the insets of Figure 4a,b, where the variation of fitted
<u2>stat values is displayed. Appearance of marginally small negative fitted
value for anionic site in PbTe (instead of zero that represents the lack of disor-
der) is attributed to be the effect of imperfections of fitted <u2>(T) data points.
The quoted values (Table 9) show that the disorder in the anionic sublattice is
considerably higher than that at the cationic site. Summarizing, an increase of
the static disorder term, <u2>stat, in Equation (4), from approximately zero to
a value of the order of 3 × 10−3 Å2 is observed for the mixed crystal in respect
to PbTe crystal. Namely, the rise is from 0.38(4) × 10−3 Å2 to 2.03(6) × 10−3 Å2

for cations, and from −0.54(7) × 10−3 Å2 (a value marginally different from
zero) to 3.4(1) × 10−3 Å2 for anions.

(b) At higher temperatures, the cationic MSDs are nearly equal for the two crystals,
whereas the anionic ones differ markedly in the whole temperature range.

(c) The slope of the cationic <u2>(T) curve decreases with rising x, whereas the
anionic one apparently increases. The property of Equation (4) is that the slope
of <u2>(T) is governed at high temperatures by the Debye temperature (for
high slope the Debye temperature is low and vice versa; the corresponding θD
values are discussed in detail in Sections 3.3 and 4).

(2) The MSDs for the cationic and anionic sites behave differently for x = 0 than for
x = 0.116.

(3) Comparison of Figure 4a,b shows that the cationic and anionic MSDs of Pb0.884Cd0.116Te
are of comparable values in a broad temperature range. As this effect must depend
on x, we expect that for x < 0.116, the <u2> values of anions are lower than those of
cations, whereas for x > 0.116 (if the structure is stabilized), the anionic ones are higher.

A comparison of the MSDs for PbTe to literature data shows a similarity of runs with
the detailed neutron-scattering based data [29,38] and with some other data based on X-ray
diffraction [31,34,37] (see Figure 5). The differences in slopes of the quasilinear parts of
experimental <u2>(T) runs can be connected with differences in the defect structure of
studied single crystals and polycrystals.

(a) (b) 

Figure 5. Temperature dependence of mean square displacements for PbTe for cations (a) and for anions (b). Experimental
data: this work (solid line, �), ref. [55] (�), ref. [37] ( ), ref. [38] (�), ref. [31] (�), ref. [57] (�), ref. [34] (•), ref. [29] (dashed
line), ref. [39] (+). Theoretical data: ref. [58] ( ), and ref. [39] (dotted line).
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Among the theoretical MSD data, a better matching above 50 K with our experiments
is found for the most recent molecular-dynamics-based data of ref. [39]. Near 0 K, the
present experimental values match well the theoretical data of refs. [58,59], as shown in
Figure 5.

3.2. Effect of Substitution of Cd in the PbTe Lattice on Variation of Unit-Cell Size and of Bulk
Modulus with Pressure

The in-situ high-pressure X-ray diffraction study was performed under pressures
ranging up to 4.5 GPa. The NaCl-type structure found for PbTe and Pb0.884Cd0.116Te
single crystals at ambient conditions (T = 295 K and p = 0.1 MPa) was conserved at the
applied high-pressure conditions. The structure refinement yielded the lattice parameter
monotonically varying with increasing pressure (for values see Table A3 in Appendix B).

In the analysis, the Birch–Murnaghan equation of state [104] was adopted. Its third-
order variant is described by the following formula:

p(V) = 3K0 fE(1 + 2 fE)
5/2

(
1 +

3
4
(
K′ − 4

)
fE +

3
2

((
K′ − 4

)(
K′ − 3

)
+

35
9

)
f 2
E

)
(6)

where p is the pressure, K0 is the bulk modulus, and K′ is the pressure derivative of the bulk
modulus, fE = [(V0/V)2/3 − 1]/2 is the Eulerian strain (V is the volume under pressure p,
and V0 is the reference volume). When K′ = 4, Equation (6) is reduced to a simpler, second
order equation, applied in the present study (an equation of the second order has also been
used in a recently reported experimental diffraction study of PbTe [83]).

The experimental relative unit-cell volume is well approximated for both crystals as a
function of pressure by BMESO equation (see Figure 6; numerical data of the model are
quoted with 0.5 GPa step in Table A4). The resulting bulk modulus value for PbTe K0 is
45.6(2.5) GPa, which is consistent with previously reported values, in particular with those
obtained from X-ray diffraction studies, 38.9 GPa [78,80] and 44(1) GPa [82] as well as with
those from early ultrasonic wave velocity measurements of refs. [29,52,63,113], quoted in
Table 10.

(a) (b) 

Figure 6. (a) Relative unit-cell volume as a function of pressure, for PbTe (�), and Pb0.884Cd0.116Te (�). The solid lines
correspond to the second-order BMEOS fit. Experimental literature data for PbTe are shown from ref. [83] (data ( ) and fit
(dotted line), the theoretical ones from ref. [64] (� and green dashed line). (b) Bulk modulus, K, dependence on pressure for
PbTe (�) and Pb0.884Cd0.116Te (�) crystals (present data). as dash-dot line shows the theoretical data of [64].
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Table 10. Fitted parameters of experimental equation of state for PbTe and Pb1−xCdxTe (x = 0.116) at various temperatures.

Type of Ex-
periment

Compound
T

[K]

BMEOS Parameters Method
and Remarks

Ref. Year
V0 [Å3] K0 [GPa] K’

X-ray
diffraction PbTe RT n.a. 38.9(1) 5.4 LEDPXRD (a) 1984

PbTe RT 269.6(4) 44(1) 4 (fixed) SPXRD (QHS) (b) 2013

PbTe 296 273.3(7) 45.6(2.5) 4 (fixed) LSCXRD (t)
(HS) this work 2021

Pb0.884Cd0.116Te 296 267.7(1.5) 33.5(2.8) 4 (fixed) LSCXRD (t)
(HS) this work 2021

other PbTe 0 n.a. 45.6(4) - UWVSC (c) 1968

PbTe RT
RT

n.a.
n.a.

39.76
38.39

5.171
4.891

EC (s)
UWV (t) (d) 1981

PbTe RT n.a. 40.5(7) 3.8(2) SV (e) 2013

PbTe 0
RT

n.a.
n.a.

44.89
41.26

-
- UWVSC (*) (f) 2016

References: (a) [78,80], (b) [83], (c) [52], (d) [113], (e) [63], (f) [29]. (s)—adiabatic; (t)—isothermal; (*)—calculation after PbTe data of ref. [52].
Abbreviations are explained at the end of this study.

The bulk modulus values provided by theoretical studies [10,45,46,64,114–117] based
mostly on different approximations of the density functional theory fall into the range from
38.54 GPa to 51.7 GPa (for more details, see Table 10 (experimental data) and Table A6
(theoretical data from refs. [9,10,45–47,64–67,86,114,116–125]).

The room-temperature bulk modulus of Pb0.884Cd0.116Te is found to be 33.5(2.8) GPa,
providing the first experimental evidence that Cd substitution reduces the stiffness of the
PbTe matrix. For both crystals, bulk modulus increases with pressure, in the range from
0.1 MPa to 4.5 GPa by about 50% (Figure 6, for numerical data see Table A4). For PbTe, the
K(p) dependence is in line with the theoretical one reported in ref. [64].

3.3. Effect of Cd Substitution on Values of Debye Temperature

Modeling three variations, V(T), <u2>(T) and V(p), namely the V(T) variations using
the second-order Grüneisen approximation (Equation (1)), the <u2>(T) variation involving
the Debye expression (Equation (4)), and the V(p) variations using the BMEOS (Equation (6))
led to determination of the Debye temperature, θD. In general, θD is frequently considered
as a quantity depending on temperature, but for PbTe, the reported θD variations are weak
and are observed mostly at cryogenic temperatures [53,61]. In most studies, including those
based on diffraction, θD is considered a temperature-independent quantity. For compounds
of the NaCl structure, different θD values are reported for the cation and anion sublattices.
Such distinction is possible thanks to fitting of atomic displacements of the given (cationic
or anionic) sublattice using Equation (4). Consequently, from the given experiment, we
get a single overall θD value from fitting V(T) and a pair of θD’s from fitting of <uC

2>(T)
and <uA

2>(T) (the corresponding symbols θDV, θDUC, and θDUA are used here, respectively,
to highlight the distinction between these three θD definitions), whereas the overall θDU
denotes the average of θDUC and θDUA.

The present overall θD values for PbTe (θDV and θDU) are almost identical (135.2(3.8) K
and 135.9(7) K; the average is ~135.5 K). The Debye temperature for cation and anion
sublattices in PbTe is θDUC = 102.8(3) K and θDUA = 169(1) K. For PbTe, there are a num-
ber of articles reporting the Debye temperature values. Selected literature data are col-
lected in Table 11 (experimental X-ray diffraction and neutron diffraction based data from
refs. [29,31,41,55,56]). Non-diffraction-based experimental data quoted in Table 12 are taken
from refs. [13,52,61,63,126–132]). For theoretical data, see Table 13 providing the values from
refs. [9,29,47,57,133,134]).
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Table 11. Values of experimental Debye temperature θD determined by XRD/ND for PbTe and Pb1−xCdxTe (x = 0.116) and
earlier reported experimental values for PbTe: data θDUC and θDUA refer to values determined for cationic and anionic
sublattices, respectively.

Compound θDUC [K] θDUA [K] θDU [K] (*) θDV [K] Method Ref. Year

PbTe 95.5(2.0) 127(3) 111.3(3.0) - PXRD/SCXRD (a) 1973
- - - 107(2), 108(3) LPXRD (a) 1973
- - - 111 SCXRD (b) 1978
- - 87(1) - XRD (c) 2013

91(3) (&) 175(5) (&) - 133(4) (&) NPD+CM (d) 2016
99.6(2) 156.0(5) 127.8(4) - NPD (d) 2016
101.4 157.0 129.2 - SCXRD (d) 2016

- - - 129(2) NPD (e) 2021
102(1) 163(2) 132.5 - NPD (e) 2021
102.0 161.4 131.7 - NPD/PDXRDS ($) 2021

- - - 135.2(3.8) LPXRD this work 2021
102.8(3) 169(1) 135.9(7) - LPXRD this work 2021

Pb0.884Cd0.116Te - - - 130.1(4.4) LPXRD this work 2021
Pb0.884Cd0.116Te 115.1(5) 158(1) 136.6(8) - LPXRD this work 2021

References: (a) [55], (b) [56], (c) [31], (d) [29], (e) [41]. (*)—average of the two (cationic and anionic) characteristic temperatures, θDUC and
θDUA; ($)—weighted average of literature values collected in ref. [41] (only those are taken into account for which both cationic and anionic
MSDs have been reported). (&)—for details of the applied method see ref. [29]. Abbreviations are explained at the end of this study.

Table 12. Experimental Debye temperature, θD, determined by non-diffraction methods for PbTe.

Compound θD [K] Method Ref. Year

PbTe 127 (at 20 K), 125 at 200 K CM (a) 1954
PbTe 176.7(5) (at 0 K) (*) UWV (b) 1968
PbTe 110 PM (c) 1975
PbTe 168 HPM (d) 1976
PbTe 140 SP (e) 1979
PbTe 136 n.a. (f) 1998
PbTe 105 TC (g) 2006
PbTe 163 UPE (h) 2011
PbTe 136 UWV (i) 2012
PbTe 170(5) DPS (j) 2013
PbTe 143 SV (k) 2013
PbTe 95 NS (l) 2014
PbTe 128(1) CM + NPD (m) 2016

References: (a) [61], (b) [52], (c) [126], (d) [127], (e) [128], (f) [129], (g) [130], (h) [131], (i) [13], (j) [132], (k) [63],
(l) [57], (m) [29]. (*)—The calculations from elastic constants involved the extrapolation to 0 K. Abbreviations are
explained at the end of this study.

Table 13. Reported theoretical values of Debye temperature, θD, for PbTe and Pb1−xCdxTe (x = 0.031,
0.116).

Compound θD [K] Method Ref. Year

PbTe 167 at 0 K
131 at 300 K (&) CDM (a) 1968

PbTe 177(1) (&) NNI (b) 1986
PbTe 152 (&) GGA (c) 2012
PbTe 141.5 (&) ($) LDA, GGA (d) 2014
PbTe 187.8 (&) GGA (e) 2015

Pb0.969Cd0.031Te 185.4 GGA (e) 2015
Pb0.884Cd0.116Te 178.8 GGA (*) 2021

References: (a) [53], (b) [133], (c) [134], (d) [47], (e) [9]. ($)—the value depends on T and p and varies between 140
and 170 K. (*)—evaluated in the present study from the data of ref. [9], using extrapolation assuming a linear
variation of θD with x. (&)—used for calculation of the average, 157.9 K. Abbreviations are explained at the end of
this study.
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The earliest diffraction-based studies of PbTe have reported a relatively low overall
Debye temperature of PbTe, about 110 K [55,56]. Our overall θDU and θDV values for the
PbTe sublattices are in line with those determined in ref. [29] by both neutron powder and
single crystal X-ray diffraction.

The variation of the direction of overall of (small) θD changes appearing with Cd
substitution is indicated by θDV reduction by 5.1 K. A small reduction of Debye temperature
for Pb0.884Cd0.116Te (θDV = 130.1(4.4) K) in comparison with that for PbTe, θDV = 135.2(3.8) K,
is observed.

The present overall θD values are also in line with the trends observed for those
obtained by the non-diffraction methods in Table 12 (their average calculated for room-
temperature data is 138.1 K, i.e., only 3 K larger than our value. The theoretical methods
provided overall values with a higher average (Table 13) of 157.9 K, these data vary in an
extended range.

The here-obtained cationic and anionic Debye temperature values are close to those
obtained by neutron diffraction θDUC = 99.6(2) K and θDUA = 156.0(5) K [29] (the discrepancy
is less than 8%). The results collected in Table 11 (the present one and those reported earlier)
document that the cationic values determined in different laboratories are in very good
agreement (between 95.5 and 102.8 K), whereas those for anions exhibit a larger scatter
between 127 and 169 K. The θDUC and θDUA behave in an opposite way (the former rises,
the latter decreases). Interestingly, the contribution of lighter Cd atoms at the Pb sites leads
to a reduction of the difference between the cationic and anionic site from 66.2 K for the
pure PbTe to 42.9 K in the mixed crystal.

Exploiting the data obtained in this work, the Grüneisen parameter, γ, variation with
temperature was evaluated using the formula (see ref. [29] and refs. therein):

γ(T) = α(T)K0(T)Vm(T)/cv(T) (7)

where α is the thermal expansion coefficient, K0 is the bulk modulus, and cv describes the
isochoric heat capacity. In calculations, the α(T) and Vm(T) based on experimental results
obtained in this work were used. The K0(T) variation reported in ref. [29] for PbTe was
rescaled to the present K0 at room temperature equal 45.6(2.5) GPa for the PbTe sample
and to 33.5(2.8) GPa for the Pb0.884Cd0.116Te sample (for Pb0.884Cd0.116Te we adopted the
rescaled K0(T) dependence of PbTe of ref. [29]). For PbTe, the temperature variation of the
molar isochoric capacity cv(T) was taken from ref. [29], whereas for the Cd substituted
sample the theoretical cv(T) data of Pb0.88Cd0.12Te [68] were used. The dependencies
obtained in this way are shown in Figure 7.

Figure 7. The temperature variation of the Grüneisen parameter for PbTe and Pb0.884Cd0.116Te in
the ranges 10–300 K and 15–300 K, respectively. The thin and the thick lines refer to PbTe and
Pb0.884Cd0.116Te, respectively.
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The obtained γ(T) dependence for PbTe is comparable with those reported in refs. [51]
with value of about 1.5 in the range 30–340 K and ref. [29] with values of about 2.1–2.2 in the
range 50–260 K. The parameter γ is frequently considered a constant. Its experimental con-
stant value determined by X-ray diffraction is reported to be 2.03 [29], whereas the sound
velocity method has given a result of 0.95 [63] and the ultrasonic wave velocity method,
1.96 [13]. Theoretical values obtained by the density functional theory are 1.96– 2.18 [45],
whereas the molecular dynamics yielded γ = 1.66 [117]. Interestingly, the present results
and some of those referring to constant γ consistently suggest that its value is close to 2,
whereas the roughly evaluated data on the mixed crystal indicate some decrease of gamma
due to Cd substitution (see Figure 7).

The reliability of the γ values at the lowest temperatures, as calculated from Equation (7)
depends on the accuracy of the very small, divided values of α and cv, therefore the reduction
of γ below ~50 K displayed in Figure 7 may be questioned.

4. Discussion

The results on the thermostructural and elastic properties of rocksalt-type crystals,
PbTe and Pb0.884Cd0.116Te solid solution, described in Section 3, are derived from X-ray
diffraction data through fitting of Equations (1), (4) and (6). Temperature dependencies of
the lattice parameter, a(T), the thermal expansion coefficient, α(T), and the mean square
displacements, <u2>(T), are determined for both crystals from X-ray diffraction powder
diffraction data. These results for PbTe are consistent with recent literature data, in partic-
ular with the most detailed ones [29,31]. Moreover, the diffraction study of the equation
of state, V(p), provided the value of the PbTe bulk modulus dependence on pressure.
The reliability of the present results is verified by the demonstrated close agreement of
the a(T), α(T) and <u2>(T) dependencies, as well as of the Debye temperature and bulk
modulus variation, for PbTe with earlier experimental and theoretical data. It is also worth
noting that the fitted model curves for a(T), <u2>(T) and V(p) dependencies match well the
experimental points, therefore we do not expect occurrence of significant systematic errors
which could add to the statistical errors quoted in Tables A3 and A4.

For Pb0.884Cd0.116Te, the obtained results are novel, they describe the thermal char-
acteristics of this crystal and indicate the direction and magnitude of variation of the
considered temperature-dependent properties with rising content of Cd at the cationic site.
In other words, the earlier unknown effect of sharing the cationic sites by Pb and Cd atoms
on thermal properties is revealed.

In Section 3, it is shown that the results on the PbTe lattice parameter, a(T), are of
high accuracy, as judged by the perfect agreement of PbTe data with the earlier-reported
neutron powder diffraction data of ref. [29]. Moreover, the a value at 300 K is ideally equal
to that derived from high-quality ICSD records [26]. Based on the analysis of the literature
data, we show that the values of 6.42972(5) Å and 6.46148(87) Å are good candidates for
the reference lattice parameter of PbTe at 0 and 300 K, respectively. The Pb0.884Cd0.116Te
sample shows a similar behavior with temperature. The a(T) run for Cd-substituted PbTe
crystal depends on the amount of substituent (as can be deduced from a comparison with
earlier results for lower Cd content [42–44]). A related influence of substituent on the a(T)
runs is observed for Na and Eu substituted PbTe crystals [41]. In the above-cited results,
which refer to temperatures exceeding the room temperature, the deviations from regular
behavior indicate the decomposition of a metastable mixed crystal.

The here-obtained thermal expansion data for PbTe match other experimental data,
especially those of ref. [29] (the discrepancy does not exceed (3%)). Unexpectedly, we
found a surprisingly perfect agreement with data from ref. [50,108] in the whole studied
temperature range. This agreement clearly suggests that both the present measurements and
cited theory yielded accurate results for temperatures ranging up to 300 K. The fractional
substitution of Cd atoms at the Pb site results in a discernible increase of the linear thermal
expansion coefficient value. In particular, the value at 300 K is 19.6(6) MK−1 for PbTe and
20.7(8) MK−1 for Pb0.884Cd0.116Te: thus, the expansion rises by 6.2% at this temperature.
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The investigation of mean square displacements (independently, the cationic and anionic
ones) shows their nearly linear variation with rising temperature, except for the lowest
temperatures (see Figures 4 and 5). This finding confirms, for the PbTe sample, the behavior
known from earlier neutron diffraction and X-ray diffraction studies such as those described
in refs. [29,31]. For Pb0.884Cd0.116Te, the cationic MSDs are comparable to those of PbTe, except
in the region of the lowest temperatures. The Cd substitution causes apparent increase of the
anionic MSDs. This increase is expected to be proportional to the Cd content.

In fitting the Equation (4), the <u2>stat term describing the static disorder was de-
termined, for both, cationic and anionic sublattices, in the unsubstituted and substituted
crystal. As expected, the fitting for PbTe gave <u2>stat a value close to zero, thus indicating
that there is no significant disorder in this crystal (small values have also been reported in
refs. [29,31]). We believe that the differences between the, values reported for pure PbTe by
different groups can probably be attributed to differences in the defects’ kind and density.

The observed increase of the <u2>stat term after incorporating Cd into the PbTe
lattice proves that alloying causes appearance of substitutional disorder in the mixed
Pb0.884Cd0.116Te. crystal. We observe (see the insets in Figure 4) that the values of cationic
and anionic <u2>stat terms describing the static disorder are markedly different in the
Pb0.884Cd0.116Te. crystal. Namely, the anionic disorder is significantly larger in this crystal.

The here-reported extraction the information on disorder for both, cationic and anionic
sublattices, in a mixed PbTe based crystal, is an important novelty (previously, such calcula-
tions have been performed for pure PbTe, only). We notice a significant increase of the static
disorder term, showing that information of this kind, extracted from analysis of carefully
measured thermostructural properties, can be useful in future studies on IV-VI thermoelec-
tric solid solutions and their application, because the disorder in solid solutions can affect the
carrier mobility, electrical conductivity [32,35] and thermal conductivity [31,117] influencing
the Seebeck coefficient. We evaluate that the opportunity for detection of disorder can
concern low substituent fraction, even much less that x = 0.1 studied in the present work.

For both crystals, the in situ high-pressure single-crystal XRD experiment provided
information on the lattice parameter variation for PbTe and Pb0.884Cd0.116Te, at pressures
ranging up to 4.5 GPa. The observed pressure variation is in line with a theoretical result
reported in ref. [64]. Modeling of the BMEOS led to determination of the bulk modulus
and its pressure variation. At 0.1 MPa, the bulk modulus value is 45.6(2.5) for PbTe, well
coinciding within error bars with the value 44(1) GPa reported in the most recent diffraction
study [83]. The bulk modulus value significantly decreases with rising Cd content; in other
words, the Cd substitution leads to a crystal of lower stiffness.

There are a number of theoretical works investigating the bulk modulus changes
upon substitution of an element at the cationic site [8,9,123]; most typically, a reduction is
predicted. In ref. [9], for 62 elements fractionally substituting Pb in PbTe, the resulting bulk
modulus value is calculated; the same calculation is performed for nine substituents at an
anionic Te site. For almost all of them, the bulk modulus is reduced; whereas for V, Nb, Ni
and Bi, the K0 value is larger than the calculated value of 46.61 GPa [9] for pure PbTe.

In ref. [9], the K0 has been predicted to decrease from 46.61 GPa for PbTe to 46.42 GPa for
Pb0.969Cd0.031Te. This leads to 45.90 GPa evaluated through extrapolation for Pb0.884Cd0.116Te.
This evaluation differs from the experimental value obtained in the present study (33.5(2.8) GPa),
but the direction of changes of K0 with x is clear.

Experimental K0 values for PbTe substituted with any cation are not available, except
for the case of Ba substitution, where the mixing effect on K0 consists of a 5% reduction of
the PbTe value [6]. The assumption that K0(PbTe) equals 46.61 GPa leads to an evaluation
of a (not explicitly reported) experimental value, 44.3 GPa for Pb0.96Ba0.04Te. Extrapola-
tion of the theoretical value of 44.99 GPa for Pb0.969Ba0.031Te quoted in ref. [9] leads to
K0 = 44.5 GPa for Pb0.96Ba0.04Te. The excellent agreement between the values of calculated
44.3 GPa and experimental 44.5 GPa points out the reliability of both, the cited experiment
and the calculation.
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The above-described fittings of V(T) and <u2>(T) models led to the determination of
values of Debye temperature, θD, for both crystals. Together with the Cd substitution, a
small reduction of the overall Debye temperature, θDU, from 135.2(3.8) K to 130.1(4.4) K
(i.e., a reduction of 5.1 K) is observed. Theoretical calculations predict reduction by 2.4 K for
the composition of x = 0.031 [9]. Extrapolating this result to the composition of the mixed
crystal studied in this work, (x = 0.116) gives a prediction of a 9 K (difference between
θD = 187.8 1 K and 178.8 K quoted in Table 13) reduction of the theoretical overall θD. This
theoretical result supports the observed trend of reduction of overall Debye temperature by
increasing the cadmium content. Interestingly, the θD values reported by different authors
for the cationic sublattice are in perfect agreement, whereas those for the anionic one are
scattered. The influence of Cd substitution on Debye temperatures of cationic and anionic
sublattices, described in Section 3.3, is not uniform; these values differ markedly for PbTe,
but the difference is reduced for the Cd substituted crystal.

The observed influence of Cd substitution into PbTe lattice on the thermostructural
and elastic properties studied can serve as a basis for evaluation of such features for crystals
of different Cd content. They can also be useful in studies of more complex systems, such
as those with dual cationic/anionic substitutions. As it is noted in ref. [30], various factors
influence the Seebeck coefficient value. One of the ways to optimize this value consists of
alloying with a selected element, which means a decrease or increase of the atomic order. It
is equally possible to investigate other, more complex systems, for example those with less-
conventional doubly substituted cationic systems, such as Na0.03Eu0.03Pb0.94Te [112]. The
joint cationic/anionic substitution (Pb,Cu)(Se,Te) system has also been studied, providing
another example of a dual system [135]. Mixed bi-cationic–bi-anionic systems such as
Na0.03Eu0.03Pb0.94Te0.9Se0.1 [112] are the subject of studies as well. It is noteworthy that
upon replacing the Te anion by Se or S, the bond ionicity decreases (for the ionicity scale,
see ref. [136]). Along the PbTe, PbSe, PbS series, some of the thermostructural/elastic
properties (studied here for PbTe) vary monotonically; for example, the lattice parameter
(see Figure 1 at x = 0), bulk modulus [46,85,114] and phase transition pressure [77,85].

5. Conclusions

PbTe of a rocksalt-type structure belongs to a family of thermoelectric materials. A
modification of composition, typically by fractional substitution of an element such as Cd,
at the Pb cation site, is known to improve the thermoelectric properties. In this work, the
combined low-temperature–high-pressure study carried out here describes the effect of
sharing the cationic sites by Pb and Cd atoms on the above-mentioned properties. These
properties were derived for two samples, PbTe and Pb0.884Cd0.116Te, from X-ray diffraction
data collected at varying temperature and pressure.

The dependencies of the lattice parameter, a(T), the thermal expansion coefficient,
α(T), and the mean square displacements, <u2>(T), are determined for both crystals. For
PbTe, these results and thermal expansion are fully consistent with results of earlier X-ray
diffraction, neutron diffraction, dilatometric and other experimental studies, as well as
with those of multiple theoretical investigations, and this agreement supports the reliability
of the data collected.

The experimental variation of the lattice parameter with temperature was modeled
using the Grüneisen-approximation approach whereas the variation of mean square atomic
displacements was modeled using the Debye expression. In addition, the equations of state
were determined for pressures ranging up to 4.5 GPa, allowing conclusions to be drawn
about the value of the bulk modulus and its variations under rising pressure and with
varying Cd substitution.

The thermostructural and elastic properties for Pb0.884Cd0.116Te crystal determined in
the present study indicate the direction and magnitude of variation of the characteristics of
Pb1−xCdxTe system with rising x. The stiffness of the alloy is smaller than that of pure PbTe,
the thermal expansion is larger throughout the whole temperature range, and the atomic
mean-square displacements change with Cd substitution in a complex way, indicating
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(i) opposite variations of the Debye temperatures for both sublattices, as well as (ii) the
appearance of substitutional disorder in the mixed crystal.

In summary, the study presents detailed quantitative information on the thermostruc-
tural and elastic properties of rocksalt-type crystals of PbTe and Pb0.884Cd0.116Te; such data
are not yet available for alloys of the Pb1−xCdxTe system. The obtained results show a
consistent image of influence of the partial substitution of Pb ions by Cd ions, in the PbTe
lattice, on the thermostructural properties. Namely, the obtained results show how the
lattice parameter, the thermal expansion coefficient, the atomic mean-square displacements
and other thermostructural properties (compressibility, Debye temperature, Grüneisen
parameter and others) depend on the cadmium content. In particular it was found, that
the Pb0.884Cd0.116Te lattice is less stiff than that of PbTe, whereas thermal expansion of
the mixed crystal is discernibly larger. The described extension of the knowledge on the
studied properties is expected to be profitable in a further work on the application of the
fractionally substituted Cd lead telluride.
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Abbreviations

APW augmented plane-wave
BMEOS Birch-Murnaghan Equation of State
CDM crystal dynamics models
CM calorimetry
DFPT density functional perturbation theory
DFT density functional theory
DM dilatometry
DPS double parton scattering (nuclear inelastic scattering)
EC elastic constants
FP full potential
FPBTF first principles Boltzmann transport framework
GGA generalized gradient approximation
GULP computer program for the symmetry adapted simulation of solids,

authored by Julian D. Gale
HPM heat-pulse method
HS hydrostatic conditions
HSEsolSOC revised Heyd-Scuseria-Ernzerhof functional + spin-orbit coupling
LAPW linearized augmented plane-wave
LDA local density approximation
LDY lattice dynamics calculations
LEDPXRD laboratory energy-dispersive X-ray diffraction
LKF Lin-Kleinman formalism
LSCXRD laboratory single-crystal X-ray diffraction
MD molecular dynamics
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MSD mean square displacement
n.a. not available
ND neutron diffraction
NNI nearest-neighbor interaction model by Kagan and Maslow
NPD neutron powder diffraction
NS neutron scattering
PAW projector augmented wave method
PBE Perdew-Bucke-Ernzerhof exchange-correlation functional
PBEsol Perdew–Bucke–Ernzerhof exchange-correlation functional revised for solids
PM the paramagnetic resonance. θD estimated by the temperature-dependent

hyperfine splitting constant A(T)
PTW plane temperature waves method
QHA quasiharmonic approximation
QHS quasi-hydrostatic conditions
RT room temperature
SCXRD single crystal X-ray diffraction
SCXRDS single crystal X-ray difraction at synchrotron
SO soft-constraint based online
SME slave mode expansion
SP spectroscopy
SPXRD synchrotron powder X-ray diffraction
SV sound velocity method
TC thermal conductivity
TEC thermal expansion coefficient
THD thermodynamic calculations
UPE ultrasonic pulse-echo method
UIM ultrasonic interferometry
UWV ultrasonic wave velocity
UWVSC ultrasonic wave velocity in single crystal
XRD/ND/PDF X-ray diffraction and neutron diffraction, analyzed with pair distribution

function (PDF) method

Appendix A

Figure A1. Cont.
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Figure A1. Rietveld refinement results for PbTe (upper row) and Pb0.884Cd0.116Te (bottom row) at 15 K and 300 K. The experimental
points are indicated by dots and the calculated patterns by the solid line. The positions of Bragg reflections of the sample are indicated
as short vertical bars at the bottom (upper row), and those of the diamond calibrant (lower row). The difference patterns are displayed
at the bottom of each subfigure.

Appendix B

Table A1. Present a(T) and <u2>(T), obtained from Rietveld refinements for PbTe and Pb0.884Cd0.116Te.

T [K]
PbTe Pb0.884Cd0.116Te

a [Å] <uC
2> [Å2] <uA

2> [Å2] a [Å] <uC
2> [Å2] <uA

2> [Å2]

15 6.4298(4) 0.0020(1) 0.0016(2) 6.3775(5) 0.0041(2) 0.0057(3)
20 6.4299(3) 0.0027(1) 0.0018(2) 6.3773(4) 0.0041(2) 0.0055(3)
25 6.4301(3) 0.0024(1) 0.0018(2) 6.3776(5) 0.0047(2) 0.0055(3)
30 6.4301(4) 0.0028(1) 0.0016(2) 6.3777(5) 0.0046(2) 0.0052(3)
35 6.4305(4) 0.0030(1) 0.0018(2) 6.3783(5) 0.0047(2) 0.0055(3)
40 6.4310(4) 0.0037(1) 0.0010(2) 6.3787(7) 0.0046(2) 0.0059(3)
45 6.4312(3) 0.0036(1) 0.0019(2) 6.3792(6) 0.0053(2) 0.0058(3)
50 6.4316(3) 0.0038(1) 0.0021(2) 6.3793(6) 0.0054(2) 0.0060(3)
55 6.4323(3) 0.0044(1) 0.0027(2) 6.3800(7) 0.0053(2) 0.0066(3)
60 6.4327(3) 0.0047(1) 0.0021(2) 6.3805(5) 0.0047(2) 0.0067(3)
65 6.4333(3) 0.0052(1) 0.0024(2) 6.3810(7) 0.0054(2) 0.0064(3)
70 6.4338(3) 0.0059(1) 0.0026(2) 6.3817(6) 0.0056(2) 0.0071(3)
75 6.4342(5) 0.0057(2) 0.0029(2) 6.3823(5) 0.0072(2) 0.0072(3)
80 6.4347(5) 0.0058(2) 0.0025(2) 6.3829(6) 0.0071(2) 0.0074(3)
85 6.4350(3) 0.0062(1) 0.0034(2) 6.3833(5) 0.0069(2) 0.0084(3)
90 6.4358(4) 0.0064(2) 0.0034(2) 6.3840(4) 0.0078(2) 0.0077(3)
95 6.4364(5) 0.0072(2) 0.0035(3) 6.3848(4) 0.0075(2) 0.0087(3)

100 6.4371(4) 0.0074(2) 0.0026(3) 6.3855(4) 0.0079(2) 0.0089(3)
110 6.4381(3) 0.0083(2) 0.0034(2) 6.3863(5) 0.0085(2) 0.0079(4)
120 6.4394(3) 0.0092(2) 0.0043(3) 6.3875(4) 0.0094(2) 0.0092(4)
130 6.4408(4) 0.0095(2) 0.0044(3) 6.3891(4) 0.0095(2) 0.0094(3)
140 6.4418(4) 0.0100(2) 0.0060(3) 6.3903(4) 0.0099(2) 0.0097(4)
150 6.4429(3) 0.0111(2) 0.0057(3) 6.3915(4) 0.0102(2) 0.0104(4)
160 6.4440(3) 0.0117(2) 0.0059(3) 6.3931(5) 0.0115(2) 0.0115(4)
170 6.4451(3) 0.0120(2) 0.0069(3) 6.3941(5) 0.0108(2) 0.0129(4)
180 6.4466(3) 0.0118(2) 0.0064(3) 6.3953(5) 0.0117(2) 0.0103(4)
190 6.4477(3) 0.0133(2) 0.0073(3) 6.3969(5) 0.0121(2) 0.0129(4)
200 6.4491(4) 0.0144(2) 0.0072(3) 6.3981(5) 0.0127(2) 0.0132(4)
210 6.4503(3) 0.0147(2) 0.0070(3) 6.3997(4) 0.0132(2) 0.0131(4)
220 6.4514(4) 0.0142(2) 0.0097(3) 6.4007(5) 0.0137(3) 0.0138(4)
230 6.4527(3) 0.0167(2) 0.0085(3) 6.4020(4) 0.0156(3) 0.0137(4)
240 6.4539(3) 0.0170(3) 0.0088(3) 6.4035(3) 0.0170(3) 0.0135(4)
250 6.4552(3) 0.0166(2) 0.0096(3) 6.4045(3) 0.0173(3) 0.0153(4)
260 6.4564(3) 0.0171(2) 0.0094(3) 6.4062(3) 0.0160(3) 0.0148(4)
270 6.4578(3) 0.0180(3) 0.0109(4) 6.4071(3) 0.0192(3) 0.0160(5)
280 6.4588(3) 0.0192(3) 0.0111(4) 6.4086(4) 0.0171(3) 0.0165(5)
290 6.4602(3) 0.0178(3) 0.0123(4) 6.4100(4) 0.0188(3) 0.0176(5)
300 6.4616(3) 0.0195(3) 0.0124(4) 6.4116(4) 0.0200(3) 0.0166(5)
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Table A2. Present values of a(T), α(T) and <u2>(T), modeled by Equations (1) and (2) for PbTe and Pb0.884Cd0.116Te.

T [K]
PbTe Pb0.884Cd0.116Te

a [Å] α [MK−1] <uC
2> [Å2] <uA

2> [Å2] a [Å] α [MK−1] <uC
2> [Å2] <uA

2> [Å2]

0 6.42972(5) 0 0.0021(1) 0.0011(1) 6.37725(6) 0 0.0036(1) 0.0052(1)
10 6.42973(5) 0.70(7) 0.0022(1) 0.0012(1) 6.37726(6) 0.9(1) 0.0037(1) 0.0053(1)
20 6.42986(6) 4.2(3) 0.0025(1) 0.0013(1) 6.37742(7) 5.0(4) 0.0040(1) 0.0054(1)
30 6.43026(9) 8.5(4) 0.0030(1) 0.0015(1) 6.37788(11) 9.8(6) 0.0043(1) 0.0056(1)
40 6.43091(12) 11.7(4) 0.0035(1) 0.0017(1) 6.37861(15) 13.2(6) 0.0048(1) 0.0059(1)
50 6.43173(15) 13.9(4) 0.0041(1) 0.0020(1) 6.37952(18) 15.4(6) 0.0052(1) 0.0062(1)
60 6.43266(17) 15.3(4) 0.0047(1) 0.0023(1) 6.38054(22) 16.9(5) 0.0057(1) 0.0066(1)
70 6.43367(20) 16.2(4) 0.0053(1) 0.0027(1) 6.38165(25) 17.8(5) 0.0062(1) 0.0070(2)
80 6.43474(22) 16.9(4) 0.0059(1) 0.0030(1) 6.38281(28) 18.5(5) 0.0068(1) 0.0074(2)
90 6.43584(24) 17.4(4) 0.0066(1) 0.0033(1) 6.38400(31) 19.0(5) 0.0072(2) 0.0079(2)

100 6.43697(27) 17.8(4) 0.0072(1) 0.0037(1) 6.38523(35) 19.3(5) 0.0078(2) 0.0083(2)
110 6.43812(29) 18.0(4) 0.0079(1) 0.0041(1) 6.38647(38) 19.6(5) 0.0084(2) 0.0087(2)
120 6.43929(31) 18.3(4) 0.0085(1) 0.0045(1) 6.38773(41) 19.8(5) 0.0089(2) 0.0091(2)
130 6.44047(34) 18.5(4) 0.0092(1) 0.0049(1) 6.38900(44) 20.0(5) 0.0095(2) 0.0096(2)
140 6.44167(36) 18.6(4) 0.0098(1) 0.0052(2) 6.39028(47) 20.1(5) 0.0100(2) 0.0100(2)
150 6.44287(39) 18.7(4) 0.0105(1) 0.0056(2) 6.39157(51) 20.2(5) 0.0106(2) 0.0105(2)
160 6.44408(41) 18.8(4) 0.0111(1) 0.0060(2) 6.39287(54) 20.3(6) 0.0111(2) 0.0109(2)
170 6.44529(44) 18.9(4) 0.0118(1) 0.0064(2) 6.39417(58) 20.4(6) 0.0117(2) 0.0113(2)
180 6.44652(47) 19.0(4) 0.0125(1) 0.0068(2) 6.39547(62) 20.4(6) 0.0122(3) 0.0118(2)
190 6.44774(50) 19.1(4) 0.0131(1) 0.0072(2) 6.39678(66) 20.5(6) 0.0128(3) 0.0122(2)
200 6.44898(53) 19.1(5) 0.0138(1) 0.0076(2) 6.39809(70) 20.5(6) 0.0133(3) 0.0127(3)
210 6.45021(56) 19.2(5) 0.0144(1) 0.0080(2) 6.39941(74) 20.6(6) 0.0139(3) 0.0131(3)
220 6.45145(59) 19.3(5) 0.0151(1) 0.0084(2) 6.40073(78) 20.6(7) 0.0144(3) 0.0136(3)
230 6.45270(62) 19.3(5) 0.0158(1) 0.0088(2) 6.40205(82) 20.6(7) 0.0150(3) 0.0140(3)
240 6.45394(65) 19.3(5) 0.0164(1) 0.0091(2) 6.40337(87) 20.7(7) 0.0156(3) 0.0145(3)
250 6.45519(69) 19.4(5) 0.0171(1) 0.0095(2) 6.40469(91) 20.7(7) 0.0161(3) 0.0149(3)
260 6.45644(72) 19.4(5) 0.0177(1) 0.0099(2) 6.40602(96) 20.7(7) 0.0167(3) 0.0154(3)
270 6.45770(76) 19.5(6) 0.0184(1) 0.0103(2) 6.40734(100) 20.7(8) 0.0172(4) 0.0158(3)
280 6.45896(79) 19.5(6) 0.0191(1) 0.0107(2) 6.40867(105) 20.7(8) 0.0178(4) 0.0163(3)
290 6.46022(83) 19.5(6) 0.0197(2) 0.0111(2) 6.41000(110) 20.7(8) 0.0183(4) 0.0167(3)
300 6.46148(87) 19.6(6) 0.0204(2) 0.0115(2) 6.41133(116) 20.7(8) 0.0189(4) 0.0172(3)

Table A3. Present high-pressure V(p) data from single-crystal structure refinement for PbTe and
Pb0.884Cd0.116Te.

PbTe Pb0.884Cd0.116Te

p [GPa] V [Å3] p [GPa] V [Å3]

0.33(2) 271.1(15) 0.30(2) 265.40(50)
0.80(2) 267.9(12) 0.80(2) 261.10(80)
1.30(2) 266.8(15) 1.40(2) 256.50(16)
1.80(2) 264.8(16) 2.50(2) 251.78(10)
2.40(2) 259.5(16) 3.00(2) 247.41(12)
3.00(2) 257.2(15) 3.50(2) 245.37(11)
3.70(2) 254.7(12) 4.00(2) 241.37(14)
4.50(2) 251.8(15) 4.50(2) 241.23(14)
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Table A4. Present unit cell volume and bulk modulus as a function of pressure, modeled using
Equation (6) for PbTe and Pb0.884Cd0.116Te.

p [GPa]
PbTe Pb0.884Cd0.116Te

V [Å3] K [GPa] V [Å3] K [GPa]

0 273.25 45.6(2.5) 273.25 33.5(2.8)
0.5 270.33 47.6(2.5) 270.33 35.5(2.8)
1.0 267.57 49.6(2.5) 267.57 37.5(2.8)
1.5 264.93 51.5(2.5) 264.93 39.4(2.8)
2.0 262.42 53.5(2.5) 262.42 41.3(2.8)
2.5 260.02 55.4(2.5) 260.02 43.2(2.8)
3.0 257.72 57.3(2.5) 257.72 45.1(2.8)
3.5 255.52 59.1(2.5) 255.52 47.0(2.8)
4.0 253.41 61.1(2.5) 253.41 48.8(2.8)
4.5 251.37 62.9(2.5) 251.37 50.7(2.8)
5.0 249.41 64.8(2.5) 249.41 52.5(2.8)

Appendix C

Table A5. Fitted values of the parameters of Equations (1), (4) and (6), obtained for PbTe and
Pb0.884Cd0.116Te crystals.

Function
Fitted

Equation
Parameters for PbTe

Parameters for
Pb0.884Cd0.116Te

V(T) Equation (1)

V(T=0) = 265.813(6) Å3,
Q = 2.86(3)×10−18,

b = 1.3(6),
θD = 135.2(3.9) K

V(T=0) = 259.358(7) Å3,
Q = 2.63(4) × 10−18,

b = 0.4(7),
θD = 130.1(4.4) K

<u2>(T), for cationic site Equation (4) θD = 102.8(3) K,
<u2>stat = 0.00038(4) Å2

θD = 114.5(5) K,
<u2>stat = 0.00203(6) Å2

<u2>(T), for anionic site Equation (4) θD = 169.2(1.1) K,
<u2>stat = −0.00054(7) Å2

θD = 158.1(1.3) K,
<u2>stat = 0.0034(1) Å2

V(p) Equation (6)
V0 = 273.3(7) Å3

K0 = 45.6(2.5) GPa
K′ = 4 (fixed)

V0 = 267.7(1.5) Å3

K0 = 33.5(2.8) GPa
K′ = 4 (fixed)

Appendix D

Table A6. Reported theoretical bulk modulus and its derivative for PbTe and Pb1−xCdxTe, x = 0.031,
0.116. In a number of papers (e.g., refs. [10,129]), multiple numerical approaches have been applied,
so only selected representative values could be cited here. As a rule (with some exceptions), the ex-
perimental values refer to room temperature, whereas in the calculated ones (to 0 K), the temperature
is marked if explicitly stated in the given reference.

Compound K0 [GPa] K′ Method Ref. Year

PbTe 45 n.a. LDA
48 n.a. LDA (a) 1983

51.7 4.52 LAPW LDA (b) 1997

51.44 (0 K)
40.30 (0 K)
49.82 (0 K)
39.5 (0 K)

5.50
4.27
5.76
3.92

FP-LAPW
LDA

FP-LAPW
GGA

FP-LAPW
LDA+SO
FP-LAPW
GGA+SO

(c) 2000
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Table A6. Cont.

Compound K0 [GPa] K′ Method Ref. Year

41.4
51.4

3.352
4.080

GGA
LDA (d) 2002

37.5 (0 K) n.a. FP-APW PBE (e) 2007
40.4 (0 K)
50.3 (0 K)

30.7

n.a.
n.a.
n.a.

LDA/GGA
“
“

(f) 2009

39.05 4.32 FP-LAPW (g) 2011
46.0
46.1

4.27
4.53

LDA
LDA+SO (h) 2012

41.0 n.a. MD (GULP) (i) 2012
39.1 n.a. PAW PBE (j) 2013

47 (0 K) n.a. FP-LAPW (k) 2014
38.54 (300 K)
~45.5 (0 K)

n.a.
n.a.

PBEsol
“ (l) 2014

34.04 (0 K) n.a. LDA, GGA (m) 2014
46.61 (0 K) n.a. PBEsol (n) 2015

44.1(&) n.a. HSEsolSOC (o) 2016
41.1 n.a. FP-LAPW (p) 2017

36.19 (100 K)
37.52 (300 K)

n.a.
n.a.

LDY
“ (q) 2019

48.242 (0 K) 5.576 (0 K) LDA (r) 2020
43.6 4.6 GGA-PBE (s) 2020

Pb0.969Cd0.031Te 46.42 n.a. GGA (n) 2015
Pb0.884Cd0.116Te 45.90 n.a. GGA ($) 2021

References: (a) [118,119], (b) [115], (c) [116], (d) [114], (e) [120], (f) [45], (g) [122], (h) [64], (i) [117], (j) [123], (k) [124],
(l) [46], (m) [47], (n) [9], (o) [10], (p) [125], (q) [65], (r) [67], (s) [86]. ($)—extrapolation of ref. [9] data reported for
Pb0.969Cd0.031Te. (&)—the authors presented results also for seven other approaches. Abbreviations are explained
at the end of this study.
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Abstract: Lightweight constructions and materials offer the opportunity to reduce CO2 emissions
in the transport sector. As components in vehicles are often exposed to higher temperatures above
40% of the melting temperature, there is a risk of creep. The creep behavior usually is investigated
based on standard procedures. However, lightweight constructions frequently have dimensions
not adequately represented by standardized specimen geometries. Therefore, comparative creep
experiments on non-standardized miniature and standardized specimens are performed. Due to
a modified test procedure specified by a miniature creep device, only the very first primary creep
stage shows a minor influence, but subsequently, no effect on the creep process is detected. The creep
behavior of hot extruded and heat treated ME21 magnesium alloy is investigated. It is observed
that the creep parameters determined by the miniature and standard creep tests are different. As
the deviations are systematic, qualitatively, evidence of the creep behavior is achieved. The creep
parameters obtained, and particularly the creep strain and the strain rate, show a higher creep
resistance of the miniature specimen. An initial higher number of twinned grains and possible
multiaxiality in the gauge volume of the miniature specimen can be responsible.

Keywords: creep testing; ME21; magnesium alloy; size effects; miniature specimen

1. Introduction

Since the signing of the Kyoto Protocol and a steadily increasing understanding of
the effects of CO2 emissions on the earth’s climate, industry is interested in optimizing its
processes and designs regarding CO2 reduction. In the transport sector, in particular, the
goal is to lower the overall weight of vehicles, aircraft, and rail vehicles to decrease fuel
consumption and thus environmental pollution. In this context, the terms green technology
and life cycle costs focus on product development. Connecting factors are lightweight
constructions and materials as well as energy-saving manufacturing processes.

In the latter, characterizing the mechanical and thermo-mechanical properties of al-
loys is critical in developing novel non- or low-contaminant construction and production
technologies as well as during operation. Hence, the investigation of titanium [1,2], alu-
minum [3], and magnesium alloys [4] as lightweight materials under extreme conditions is
of particular interest. Mainly, it is essential to depict the responses of structural components
to external mechanical loadings [5,6]. Although the mechanical loads investigated in this
work are relatively moderate nevertheless, small dimensions additionally exposed to high
temperature can already be rated as highly loaded during service.

In lightweight constructions, modifications of the design by wall thickness reduction
are further solutions in this context. As these components are subjected to mechanical
loads at room temperature and higher temperatures, their creep resistance is of great im-
portance. Typically, creep experiments are performed on standardized samples according
to, e.g., DIN EN ISO 204 (European Standard) [7] or ASTM E139 (American Standard) [8].
However, complex or thin-walled lightweight component geometries partially do not
allow standardized specimens to be taken. Consequently, there has been a high interest in
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carrying out investigations on miniaturized specimen geometries. Furthermore, the smaller
dimensions of the specimens enable detailed investigations of representative material states
from components, whereby the miniature specimens can be taken in different orientations
from a small material volume [9–12]. The influence of the creep parameters by the specimen
sizes is provided, and the test method is known. However, the confidence of these results
compared to standard sample sizes is of great importance. Miniature specimens, or creep
specimens with non-standard geometry, have been used for some time to investigate steel’s
creep behavior in power plant construction, e.g., [13–18]. Pipelines and connectors are
components subjected to creep stresses, which cannot be investigated reproducibly with
the geometry of standard creep specimens.

However, especially in the transport sector, replacing construction materials such as
steel with lightweight materials effectively reduces weight [19,20]. In addition to aluminum
and titanium lightweight materials, the magnesium alloys show a high application poten-
tial for the mentioned requirements as they have the lowest density (1.74 g/cm−3) and
high specific strength and stiffness compared to all other metallic construction materials.
However, most magnesium alloy’s poor forming properties and creep resistance due to
their hexagonal closed packed (hcp) structure currently severely limit their industrial appli-
cation [19,21,22]. The magnesium wrought alloy ME21 containing rare earth (RE) element
cerium and the element manganese is characterized by good formability at higher tempera-
tures, corrosion, and creep resistance compared to other Mg alloys [19,23–31]. Ce is added
to increase the high-temperature strength and creep resistance due to its pronounced solid
solution hardening and low diffusion tendency [25]. Furthermore, the intermetallic phase
Mg12Ce formed at grain boundaries prevents grain boundary sliding. Its good formability
enables the production of thin sheets with a thickness of 1 mm. However, studies on the
creep behavior of the magnesium alloy ME21 are rare. The creep properties of the ME21
alloy are of interest providing a more cost-effective and resource-saving alternative to
the WE43 and WE54 alloys containing a higher amount of expensive rare earth elements
currently used for components subjected to creep [20,32]. The compositions of the alloys
ME21, WE43, and WE54 are given in Table 1 (c.f. Section 2.1).

Additionally, energy-saving manufacturing technologies are selected, enabling the
final product to be manufactured with as few manufacturing steps as possible. For this
purpose, the manufacturing process by hot extrusion for transport assemblies is established
and used for many years, e.g., [33–36]. The production of larger components up to thin
sheets of various materials is possible with this process.

As many assemblies in the transportation sector—including lightweight structures—
are manufactured nowadays by hot extrusion, in this work, comparative creep experiments
of the hot extruded magnesium alloy ME21 are carried out. Miniature and standard
specimen geometries are investigated, the creep behavior itself, as well as the influence
due to downsizing, are validated.

2. Materials and Methods

2.1. Material

The aluminum-free magnesium alloy ME21 is alloyed by 2 wt % Mn and 1 wt % Ce.
The chemical composition is given in Table 1.

Table 1. Chemical composition of ME21 [37], WE43 [38], WE54 [39].

Mn Ce Al Nd Pr Si Th Y Zn Mg

ME21 2.1 0.7 ≤0.01 ≤ 0.015 ≤0.01 ≤0.015 0.14 0.04 ≤0.015 bal.

Mn Li Ni Nd Zr Si Cu Y Zn Mg

WE43 ≤0.15 ≤0.2 ≤0.005 2.4–4.4 0.4–1.0 ≤0.01 ≤0.03 3.7–4.3 ≤0.2 bal.
WE54 ≤0.15 ≤0.2 ≤0.005 2.0–4.0 0.4–1.0 ≤0.01 ≤0.03 4.75–5.5 ≤0.2 bal.
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The hot extruded cylindrical bars made of ME21 manufactured by an 8 MN horizontal
extrusion plant (SMS group GmbH, Düsseldorf, Germany) and provided by the Extrusion
Research and Development Center of the Technische Universität Berlin (FZS). The detailed
function of the plant and the extrusion process are described in [40,41]. Parameters of hot
extrusion process such as the initial geometry of the billet, the temperatures of the billet ϑb,
container ϑa and tool ϑw, the extrusion ratio V, and product speed vp are shown in Table 2.

Table 2. Parameters of the hot extrusion process.

Technique
Billet

Geometry
ϑa, ϑb, ϑw V vp Cooling

indirect ∅ = 123 mm
l = 150 mm 450 ◦C 71 1.7 m min−1 air

After the hot extrusion process, the extruded product in the as extruded condition (as
ex) shows a fine-grained microstructure inappropriate for creep resistance. According to
Brömmelhoff et al. [42], subsequent heat treatment at T = 550 ◦C for 24 hours followed
by quenching in water leads to fine-dispersed Mn, bigger Mg12Ce-precipitates, a coarse-
grained and homogeneous microstructure. Optical microscopy (OM) analyses illustrate
the microstructure (Figure 1). The grain size varies between 10 and 70 μm by an average of
38 μm, and an aspect ratio of 1 is measured. The visible Mg12Ce-precipitates marked by a
white arrow are homogeneously distributed throughout the microstructure (Figure 1a,c)
and are mainly found at the grain boundaries (Figure 1b). Small Mn-precipitates are
fine-dispersed in the matrix (Figure 1b, light grey arrows).

 
Figure 1. Microstructure of the heat treated ME21 material; (a,b) longitudinal section (=ED), (a) 50×, (b) 500×; (c) cross
section, 200×.

2.2. Microscopy

The microstructure of the hot extruded and heat-treated initial material and of the
miniaturized and standardized samples after the creep experiments is investigated by an
optical microscope UnivaR Met (Reichert-Jung Optische Werke AG, Austria) equipped
with a digital camera system Leica DFC 295 (Leica Microsystems GmbH, Germany) and
by a scanning electron microscope JEOL JSM 640 (JEOL GmbH, Germany) equipped
with a Noran detector (Thermo Fisher Scientific Inc., Germany) for EDS measurements.
From the initial material sections in the extrusion direction (ED) and perpendicular to ED,
the transverse direction (TD), are taken using a cutting-off machine WOCO 50 (Conrad,
Germany). The creep-stressed specimens are investigated in ED only.

For metallographic preparation, the specimens are embedded in the two-component
epoxy resin Technovit 4071 (Kulzer GmbH, Germany). First, the specimens are manually
ground on a polishing and grinding machine, TegraPol-25 (Struers GmbH, Germany),

39



Crystals 2021, 11, 918

followed by manual polishing of the specimens with diamond suspensions (6 to 1 μm).
Subsequently, the samples were additionally chemically polished by immersing them in a
CP2 solution for 2 s to remove near-surface deformation layers resulting from polishing
and reopen pores closed by the preparation. The CP2 solution is made from 100 ml ethanol,
12 ml hydrochloric acid (25 percentage), and 8 ml nitric acid. For the OM examination of
the microstructure, the sample surfaces are finally etched with a solution of 100 ml ethanol,
20 ml water, 6 ml glacial acetic acid, and 5 g picric acid for 3 s.

2.3. Creep Experiments

This work aims the investigation of the creep behavior of miniature specimens in
comparison to specimens with standardized geometries—further referred to as standard
specimens—according to DIN EN ISO 204 [7]. The dimensions of both creep specimens are
shown in Figure 2.

 

                          (a) 

                           (b) 

Figure 2. Geometries of the creep specimens, (a) miniature specimen, (b) standard specimen.

Two different creep devices were used for these studies. The creep tests using standard
specimens are performed on a commercial creep testing machine DSM 6102 equipped with
a three-stage vertical electric furnace type EO 4090 (Roell Amsler Prüfmaschinen GmbH
& Co. KG, Germany), enabling temperatures up to 1100 ◦C. The force is applied via an
electric motor, whereby the maximum test load of the system is 50 kN. The elongation of the
sample is determined by an extensometer mechanically adapted directly to the specimen.
This ensures only the change in length Δl of the specimen’s gauge length lg is determined.
The creep experiments using miniature specimens are carried out applying a miniature
creep device developed by TU Berlin for in situ synchrotron μ-tomography measurements
(XCT) at the European Synchrotron Radiation Facility (ESRF) described in detail in [43–46].
In these works and furthermore, in [47–49], the applicability of this miniature creep device
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was shown. It should be mentioned here once again that the experimental procedure of
creep experiments conducted by the miniature creep device (cf. [46]) is different from the
procedure given by DIN EN ISO 204. Regarding the requirements of in situ XCT investi-
gations at the beamlines of the ESRF, the following aspects are part of the experimental
design of the miniature creep device:

• The mechanical load to the sample is applied before heating.
• The ratio of the initial gauge diameter d0 = 1 mm and the initial gauge length

l0 = 1 mm of the sample is d0/l0 = 1 (Figure 2a).
• The elongation of the whole sample is measured during creep. As shown in [46],

compared to the much larger diameter of the clamping, significant strain changes occur
only in the small diameter of the gauge volume as soon as the thermal equilibrium
is reached.

Comparative preliminary tests on standard samples (Figure 2b) in the DSM 6102 test
rig are conducted to investigate the influence of the varied sequence of mechanical and
thermal loading on the creep behavior. An uniaxial tensile mechanical load of σ = 20 MPa
is applied in all preliminary creep tests. The two different test procedures are described
as follows:

• In agreement with the standard creep test procedure specified by [7], the mechanical
load is applied after the sample is heated up to the test temperature (sequence: heating
→ mechanical loading).

• In agreement with the creep test procedure specified by the miniature creep device,
the mechanical load is applied at room temperature, and subsequent, the specimen is
heated to the test temperature (sequence: mechanical loading → heating).

The analyses of the creep curves measured for both test procedures provide informa-
tion about the applicability of the different sequences.

Another focus in this work is on comparative investigations of the creep behavior
of standard and miniature creep specimens performed according to the test procedure
given by the miniature creep device. The miniature specimens are tested in the miniature
creep device, and the standard specimens are tested in the DSM 6102 test rig. All creep
tests are carried out at a test temperature Tcr = 523 K due to the highest temperature
expected in automobiles. Taking the melting temperature of magnesium Tm = 923 K into
account, hence, a homologous temperature Thomolog = Tcr/Tm = 0.58 results. Mechanical
loads σ = 10, 15, 20, 25, and 30 MPa are selected. Due to the work of Stinton et al., phase
stability can be expected [50]. For each mechanical load, two experiments are performed
with the miniature specimens and one experiment with the standard specimens. Due to
measured high strains at fracture (εfr > 0.1), the true creep curve εtrue = f(t) and true
strain rate curve

.
εtrue = f(t) are calculated from the elongation of the sample Δl measured

by extensometer in reference to the initial gauge length l0 [51]:

εtrue = ln

(
1 +

Δl
lg

)
(1)

.
εtrue =

εtrue

dt
(2)

3. Results

3.1. Creep Tests
3.1.1. Preliminary Creep Tests

The comparison of the creep curves εtrue = f(t) calculated from Equation (1) and strain
rate curves

.
εtrue = f(t) (Equation (2)) obtained in the preliminary creep tests are shown in

Figure 3. It should be noted that the true strain is a dimensionless quantity. Overall, both
creep curves basically show similar behavior. However, the strain develops differently
within approximately first two hours of the creep experiments. While the creep curve of the
experiment due to the standard sequence (heating → mechanical load) exhibits a typical
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behavior, the behavior of the varied creep test sequence (mechanical load → heating) is
unusual in the early primary creep stage. After a minor positive initial strain, a negative
strain seems to occur here, subsequently increasing again. During heating from room
to test temperature under mechanical load competitive processes, time-independent and
time-dependent plastic deformation occurs. The mechanisms behind, are not investigated
in this work. Afterward, at the latest in the transition from the primary to the secondary
stage, the creep curves of both test procedures more or less run parallel to each other.
Finally, the creep time until fracture tfr and the creep strain at fracture εfr are different
(Figure 3a). The strain rate curves illustrate the different behavior in the early primary
creep stage (Figure 3b). Apparently, even negative strain rates occur right at the beginning
for the miniature specimen. After approximately 4 hours, the curves of both test procedures
fit together, while the minimum creep rates

.
εmin are quite similar. The difference of the

two measured values for the minimum creep rate is less than 4%, which is within typical
experimental error limits. The changed sequence of the test procedure has no significant
influence on the minimum creep rate determined for the given test parameters.

                           (a) 

 

                           (b) 

Figure 3. Comparison of different creep test procedures; (a) entire creep curves and detail of the very
early primary creep stage, (b) entire curves of strain rate and detail of the region around minimum
creep strain until fracture.
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The obtained creep parameters of the preliminary experiments are shown in Table 3.
Based on the procedure described in [46], the error limits are estimated at about approxi-
mately 45%.

Table 3. Creep parameters of preliminary creep tests.

Test Procedure

.
εmin
(s−1)

εfr
(−)

tfr
(h)

Standard
(Heating → mechanical loading) 7.46 × 10−6 ± 3.36 × 10−7 0.395 ± 0.178 13.5 ± 6.075

Variation due to miniature device
(Mechanical loading → heating) 7.18 × 10−6 ± 3.23 × 10−7 0.537 ± 0.242 14.9 ± 6.705

In comparison from Table 3, it can be derived a slightly faster minimum creep strain
rate

.
εmin leads to a shorter time to fracture tfr as well as a smaller creep strain at fracture

εfr, whereas the slower minimum creep rate
.
εmin in contrast lead to a while longer creep

lifetime tfr and higher creep strain at fracture εfr. Regarding the effect of a faster
.
εmin

on εfr, this finding is not compliant to the literature, e.g., [51–53]: based on experience, a
higher

.
εmin should lead to higher εfr. However, the minimum creep rate of the standard

test procedure is reached at a later point in time compared to the varied test procedure
due to miniature creep device. Regarding to a lower εfr this in turn is in accordance with
the literature. It is known, the exact time to fracture tfr and elongation at creep rupture
εfr is strongly dependent on the local defect characteristics of the material, e.g., pores or
cracks [53]. As these tests are performed only once without repetitions and the results
agree pretty well, thus, a negligible influence of the test procedure on εfr and tfr is assumed
here. The varied creep test procedure of the miniature creep device is found to be suitable
to standard specimen investigated in the DSM 6102 test rig.

3.1.2. Comparative Creep Tests

Comparative creep measurements (miniature and standard) are conducted applying
the varied creep test procedure (mechanical load → heating). Due to the high values of the
miniature specimens, the initial instantaneous strain in the very early primary creep stage
is subtracted, so only the time-dependent true creep strain is plotted. Both the miniature
creep specimens and the standard creep specimens show typical creep behavior, with a
primary, secondary, and tertiary creep stage of the true creep curves εtrue = f(t) (Figure 4).
At σ = 10 MPa the creep experiments with miniature specimen are prematurely stopped
at tcr = 255 and 995 h due to expected very long tfr (Figure 4a). Although the creep
curves and consequently the respective creep parameters of the miniature specimens at
σ = 25 MPa are very different the average values are calculated.

In general, with increasing stress on the specimens, an increasing slope of the sec-
ondary creep stage and a decreasing total creep time can be observed. Furthermore, for the
same test parameters, longer times to fracture tfr and a lower creep rate

.
εmin of the minia-

ture specimens compared to the standard specimens are determined. The creep parameters
derived from the creep curves are shown in Table 4. The ductility of the material expressed
by the necking at fracture Z is determined by:

Z =
A0 − (π·r1·r2)

A0
·100% (3)

where A0 is the initial cross-section area and r1, r2 are the semi-axes of elliptical fracture sur-
faces. The average value of the necking at fracture of the standard specimens Zstand = 51%
is twice that of the miniature specimens Zmini = 25%. The error limits of the standard
specimens are estimated by ± 45% based on the procedure described in [46], whereas
the error limits of the miniature specimens are calculated from the results of repeated
creep experiments.
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Figure 4. Creep curves, (a) 10 MPa, (b) 15 MPa, (c) 20 MPa, (d) 25 MPa, (e) 30 MPa.

3.2. Microscopy

OM of the standard and miniature specimen in the hot extruded and heat-treated
condition after manufacturing is conducted in the region of the gauge length near the
surface. Figure 5 shows the longitudinal sections of standard and miniature specimens not
subjected to creep loading. Hence, the influence of the manufacturing process is shown.
The region near the surface of the specimens manufactured by turning exhibits twinning
due to deformation. As shown in Figure 5a, twinning of grains from the surface to a depth
of 100 μm is detectable in the standard samples with a diameter of 6 mm. The grains of
the miniature samples, on the other hand, are found to be twinned over the entire gauge
volume diameter of 1 mm. The twinning density gradually decreases from the surface to the
center of the sample (Figure 5b). Moreover, a lower twinning density is observed outside
the gauge volume (Figure 5c). It should be noted that a strong scatter is observed within a
miniature specimen batch regarding the degree of twinning. Some samples indicate a low
twinning density, whereas other samples indicate a high twinning density.
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Table 4. Creep parameters of all investigated samples.

Standard

σ
(MPa)

.
εmin
(s−1)

εfr
(−)

tfr
(h)

Z
(%)

10 1.89·10−7 ± 8.505·10−8 0.507 ± 0.228 464.16 ± 208.87 54 ± 2
15 1.41·10-6 ± 6.345·10−7 0.378 ± 0.17 50.03 ± 22.51 50 ± 1
20 5.99·10−6 ± 2.7·10−6 0.535 ± 0.241 15.14 ± 6.81 50 ± 2
25 1.49·10−5 ± 6.705·10−6 0.411 ± 0.185 5.47 ± 2.46 -
30 5.90·10−5 ± 2.655·10−5 0.507 ± 0.228 2.31 ± 1.04 51 ± 2

Miniature

σ
(MPa)

.
εmin
(s−1)

εfr
(−)

tfr
(h)

Z
(%)

10 5.59·10−8 ± 1.3·10−8 - - -
15 5.09·10−7 ± 9.0·10−9 0.487 ± 0.048 94.17 ± 7.35 27 ± 3
20 1.47·10−6 ± 6.0·10−8 0.558 ± 0.29 41.84 ± 29.47 26 ± 4
25 4.56·10−6 ± 3.4·10−7 0.457 ± 0.177 12.16 ± 5.77 -
30 1.09·10−5 ± 8.5·10−7 0.472 ± 0.019 5.86 ± 0.50 26 ± 5
35 3.49·10−5 ± 1.57·10−5 0.402 ± 0.181 1.38 ± 0.80 4 ± 0.5

Figure 5. OM of the microstructure, longitudinal section, near-surface region, (a) standard specimen,
(b) miniature specimen in the gauge length, (c) miniature specimen beyond the gauge length.

The microstructure of the standard and miniature samples after the creep experiments
are also investigated. The observations described below occur in both the standard and the
miniature specimens, although with different dimensions. First, the focus is on changes
of the grain morphology: increasing mechanical stress is observed to be accompanied by
increasing elongation of the grains. Starting from nearly globular grains (ratio = 1.0) at
σ = 10 MPa, several of which at this load have twins, the aspect ratio is developing to
1.5 (σ = 15 MPa), 1.8 (σ = 20 MPa) to a maximum of 1.9 (σ = 30 MPa) illustrated
exemplary on the standard specimen (Figure 6). The values of the aspect ratios are shown
in Table 5.
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μ p
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(c) (d) 

Figure 6. Longitudinal sections of crept standard samples, microstructure at different mechanical loads, (a) 10 MPa,
(b) 15 MPa, (c) 20 MPa, (d) 30 MPa.

Table 5. Aspect ratios of elongated grains.

10 MPa 15 MPa 20 MPa 25 MPa 30 MPa

Standard 1 1.5 1.8 1.8 1.9
Miniature 1 1.1 1.2 1.3 1.4

In addition, denuded zones—known from creep experiments on, for example, Zr
containing Mg-alloys, e.g., [54–57]—are detected at the grain boundaries oriented perpen-
dicular to the loading direction, the size of which is dependent on load and thus from the
creep time. As higher the load, as smaller the denuded zones. While in the standard speci-
mens at σ = 10 MPa, the width of the denuded zones wdZ, 10MPA is approx. 8 to 10 μm
(Figure 6a), at σ = 20 MPa the width wdZ, 20MPA is approximately 1 to 2 μm (Figure 6c),
whereas at σ = 30 MPa denuded zones are not observed (Figure 6d). In the miniature
specimens denuded zones at σ = 10 MPa the width of the wdZ, 10MPA is approximately
6 μm. Here, the zones are detectable up to σ = 20 MPa.

Further investigations on the denuded zones are carried out by SE imaging and EDS
measurements analyzing the structure and chemical composition. Due to large, denuded
zones, the measurements were performed on a standard specimen loaded at σ = 10 MPa.
Different grey values in the SE image already indicate an inhomogeneous distribution of the
elements (Figure 7a). A pile-up of Mn-particles at grain boundaries parallel to the loading
axis is detected (red arrow). An EDS mapping illustrates a depletion of the alloying element
manganese in the denuded zone (Figure 7b) qualitatively. Quantitatively EDS single point
measurements verify that the Mn concentration in the denuded zone is about 0.1 at%, whereas
in the grains 0.8 at% to 0.9 at% are measured. Therefore, EDS line scans parallel to loading
direction are conducted, showing in the adjacent grains (left and right) to the denuded zones
that the Mn concentration and distribution are different. According to the line scan shown in
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Figure 7c in the grain on the left from point (1), the Mn concentration is constant at an average
of approx. 0.8 at%. Between the points (1) and (2)—the denuded zone—the Mn concentration
drops to zero. To the right of point (2), there is a continuous increase in the Mn concentration,
which initially fluctuates around an average of 2.5 at%, abruptly dropping back to the already
known approx. 0.8 at%. The area around point (3) is enriched by Mn-precipitates marked
with arrows in the SE image (Figure 7c, left side), explaining the concentration fluctuations
around a mean value. The different Mn concentrations in the respective areas are assumed to
be due to a directional diffusion of Mn.

 
            (a)             (b) 

(c) 

Figure 7. SEM, denuded zone, (a) SE image, (b) EDX-mapping of Mn + Mg, (c) EDS-line scan.

Additionally to the grain morphology and the denuded zones, the creep voids are
characterized by shape and distribution. It has to be noticed, detailed analysis of the
porosity fraction is not the subject of this work. The creep voids form preferentially at grain
boundaries oriented perpendicular to the loading direction (Figure 6). Figure 8a–c show
the longitudinal sections of a standard creep specimen at σ = 20 MPa. Next to the fracture
surface a higher porosity is observed (Figure 8a). As already visually is apparent, with
increasing distance from the fracture surface, a gradual decrease in void number and size
occurs (Figure 8a–c). This behavior is detected in all measured specimens and thus appears
to be independent of load. The shape of individual voids is predominantly elliptical, with
the longitudinal axis oriented perpendicular to the loading direction. The same behavior is
observed in the miniature creep samples, too (Figure 8d).
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Figure 8. Creep damage, 20 MPa, longitudinal section; (a–c) standard specimen, (a) near frac-
ture surface, (b) 5 mm distance to fracture surface, (c) 10 mm distance to fracture surface;
(d) miniature specimen.

4. Discussion

4.1. Validation of Creep Experiments

As only a few experiments, the creep test using standard geometries merely once
and with miniature specimens only one repetition test each, are performed the plausibil-
ity of the individual creep experiments is verified using the modified Monkman–Grant
relationship [58]:

tfr =
C′·εfr

.
ε

m′
min

(4)

The ratio εfr/tfr is plotted against
.
εmin in double logarithmic scale (Figure 9). Here,

according to [58] the exponent m′ is proven and found to be 1. The error limits of the
standard specimen tests are estimated from the error limits calculated by the test repetitions
of the miniature creep experiments.
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Figure 9. Illustration of the modified Monkman–Grant equation.

For both the standard and the miniature creep tests, a linear relationship can be
determined for the individual measuring points using a regression coefficient R2. The
coefficients R2 = 0.995 for the standard specimens and R2 = 0.998 for the miniature
specimens are observed. Thus, the validity of the individual tests is demonstrated, although,
for the standard experiments, no repetitions are carried out. This is particularly relevant for
validating the result of the creep test with standard geometry at σ = 30 MPa, marked by
an arrow in Figure 9. As the value of

.
εmin = 5.9 × 10−5 s−1 is slightly above the theoretical

limit of creep tests of
.
εmin = 5.0 × 10−5 s−1, according to Maier identifying the transition

to the power-law-breakdown [53]. However, due to the sufficiently accurate position on
the regression line, the test can be used to characterize the creep behavior and determine
the Norton stress exponent (cf. Section 4.3).

4.2. Test Procedure

As the sequence of the creep test procedure of the miniature creep device due to its
design is not variable, the applicability to the standard specimen in a commercial test rig
is validated. The force application is different in both test rigs, in the miniature device
by spring and in the DSM 6102 test rig by an electric motor. The latter ensures constant
force application to the specimen throughout the test. However, in the miniature creep
device, the spring expands according to the elongation of the specimen. As a result, the
loading force decreases proportionally to the specimen strain, while at the same time,
the cross-section of the specimen is reduced. For low creep strains ε < 0.4, a change in
mechanical loading of 5% is calculated. Consequently, the expansion of the spring can be
neglected so that the assumption of force constancy can be justified (cf. [46]).

The change in the sequence of mechanical and thermal load application compared
to the standard test procedure compliant to DIN EN ISO 204 in the varied test procedure
according to the miniature device in the primary stage of the creep curve an untypical
behavior occurs (cf. Figure 3). Plotting the curves of the creep strain and the creep rate
in comparison to the specimen temperature, the atypical behavior in the primary creep
stage is illustrated (Figure 10). It is found that the behavior of the strain and strain rate
curve within the first quarter of an hour in all tested specimens independent from the
mechanical load is the same. However, the characteristic of the curves depends on the
amount of the mechanical load. It is assumed that in the very early primary creep stage,
the strain and strain rate is essentially determined by the heating-up process than by
time-dependent plastic deformation as described by Weertman [59,60], Cottrell [61], and
the literature [53,62]. The investigation of the detailed microstructural processes at this
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stage is not the subject of this work. At the latest, when the test temperature and thermal
equilibrium are reached, the strain and strain rate curves follow the typical creep curve
shapes (cf. Figure 3), which is in good agreement with [10,12,46]. From this, it can be
concluded, in the varied creep test procedure already in the later primary creep stage, the
known hardening and softening mechanisms of the creep process correspond to those in
the standard test procedure according to DIN EN ISO 204.

Figure 10. Comparison of the curves of true strain, true strain rate, and specimen temperature in the
early primary creep stage.

4.3. Creep Behavior

The creep parameters (cf. Table 4) of the miniature and standard geometry experiments
taken from the true strain and true strain rate curves show differences: for the miniature
specimens εfr and

.
εmin are shifted to lower values, tfr is higher by a factor of about 2 to

2.5, the proportion of the secondary creep stage of the total creep curve is percentual
higher, and Z only half compared to the creep experiments with the standard specimen
(Figure 11). Analyzing the creep parameters in detail, the true strain at fracture εfr for the
standard specimens indicate no dependency from the mechanical stress. In contrast εfr of
the miniature specimen within the error limits decreases with increasing stress (Figure 11a).
The latter behavior is also known from the literature [52,53,62]. However, due to the small
number of experiments—the standard experiments are carried out once, and the miniature
experiments twice for each stress loading—the error limits are taken as an average from all
miniature creep experiments are high. However, as it can be derived from Figure 4d in a
single case, the difference can be much higher. As repeating measurements of standard
specimens are missing here, qualitatively, the tendency to lower values of εfr as a function
of σ for the miniature compared to the standard specimens can be determined, but a
quantification is not possible. Furthermore, lower strain rate values

.
εmin for the miniature

compared to the standard specimens are obtained. From the minimum strain rate values the
Norton-exponent is determined verifying the creep mechanisms taking place (Figure 11b).
A parallel shift of the Norton line to lower creep rates for the miniature specimens occurs.
However, within the error limits, the value of the Norton-exponent is the same for both
the miniature creep experiments nmini =4.9 ± 0.2 and the standard creep experiments
nstandard =5.1 ± 0.2. Hence, a value of the Norton-exponents of approximately 5 indicates
the creep mechanism of dislocation creep for both specimen geometries. The creep diagram
in the double-logarithmic scale reveals a linear relationship of σ and tfr holding the same
power (−0.21) independent from the specimen geometry (Figure 11c). A parallel shift of
the correlation line to higher values of the miniature specimens is observed here.
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Figure 11. Creep parameter, (a) strain at fracture, (b) Norton-exponent, (c) creep diagram.

Lower εfr and
.
εmin, higher tfr, shifting of the Norton line and curve of creep rupture

strength to higher values and lower Z indicate a higher creep resistance of the minia-
ture specimens than standard specimens. The mechanisms behind, are discussed in the
following section.

4.4. Creep Mechanisms

As shown in Section 4.3, the creep parameters determined by miniature experiments
are not arbitrarily different from the determined creep parameters of the standard spec-
imens but have systematic differences. This is taken from parallel shifts of the Norton
line to lower creep rates and the creep rupture strength to higher values for the miniature
specimens. While in the work of Kurumlu et al. [10,11] and Mälzer et al. [12], no size depen-
dence of creep parameter of miniature and standard specimens is found, on the other hand
nevertheless this is described by Olbricht et al. [9], Krompholz et al. [63], Schmieder [64],
Camin [46], and Dymácek et al. [65]. Altogether, the results are inconsistent. In [46],
the same miniature creep device as in this work was used. Consequently, the specimen
dimensions and test procedure are the same; however, the heating in [46] was faster. As
well as here, in [46], systematic deviation of the miniature creep experiments compared
to standard experiments is determined from the values from the literature [66]. Never-
theless, different from here, the minimum creep rates of the miniature experiments show
higher values. In [46], the creep behavior of metal matrix composites (MMC) materials
was investigated in situ during creep by μ-tomography at the ESRF. An influence of the
material can be excluded since [10,11] investigated the same class of material, obtaining
contrary results. However, certainly miniaturized flat tensile specimens exhibiting a ratio of
l0/d0 ≈ 6 were used by [10,11], whereas [46] used miniaturized cylindrical specimens with
a ratio of l0/d0 = 1. Cao et al. compared flat and mild notched cylindrical specimens under
uniaxial load [67]. The notched cylindrical specimens with dimensions very similar to the
specimens used in this work and [46] exhibited less strain than the flat samples [67], as
observed here also. Cao et al. attributed this behavior to multiaxial stress states occurring
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in the notch. A multiaxial stress state in the miniature specimens used here may be one
explanation for the higher creep resistance measured here. Furthermore, based on FEM
results, Cao et al. concluded that unavoidable inaccuracies in manufacturing the miniature
round notch specimens could be tolerated because only a minor influence (≈5%) on the
stress parameters characterizing the multiaxial stress states was found. This may apply to
manufacturing tolerances, but not to changes in microstructure due to manufacturing, e.g.,
twins, as detected in this work and discussed below. Twinned grains and dislocations in-
duced by cold working during manufacturing are beneficial for creep resistance interfering
with dislocation movement.

The microstructural aspect has already been studied in other works. In ASTM E139 [8],
it is assumed that specimen size effects expected to specimen miniaturization can be
explained by the small number of grains in the specimen volume resulting in a higher
impact of each individual grain orientation. This was investigated by Krompholz et al.
using cylindrical specimens of different sizes. The creep parameters achieved, additionally
to size effects, show unsystematic dependencies due to the test temperature and stress [63].
Krompholz et al. suggest that the diffusion processes, decisive for creep, are higher
weighting in miniaturized specimens than in standard specimens, leading to differences in
the creep parameters. Olbricht et al. in [9] criticized the latter interpretation of Krompholz
et al. As it is elusive which diffusion process could be responsible for this.

Consequently, by combining the results from [9–11,46,63,67] and this work as interim
results, it can be noted that not only the geometry of the miniature samples influences the
systematic shift of the creep parameters measured here. As the effect of faster heating was
not investigated in this work, the possible effect cannot be evaluated. Thus, comparative
miniature creep experiments to standard geometries allow a qualitative characterization of
the creep behavior due to the systematic deviations. In contrast, a direct comparison of
quantitative parameters is not possible without knowledge and explanation of the reasons
for the systematic deviation.

Hence, within this work’s scope, comparative microstructural investigations of non-
creep-stressed and creep-stressed miniature and standard specimens are carried out. After
sample manufacturing, a significantly higher number of twins are detected in the miniature
creep specimens (Ø 1 mm) than in the specimens with standard geometry (Ø 6 mm) due
to higher stress by the centering mandrel and the machining, since the forces affecting
a smaller cross-sectional area (cf. Figure 5). The observation of an increased number of
twinned grains in the miniature specimens is therefore relevant, because in the work of
Randle [68] and Alexandreanu et al. [69] in the context of “grain-boundary-engineering”
an indirect influence of twins on material properties such as corrosion, ductility and creep
strength are assumed. While Randle mentioned an influence by Σ3 oriented Coincidence
Site Lattice (CSL) grain boundaries (twins) on creep properties in cubic materials, the
studies of Alexandreanu et al. validating the Thaveeprungsriporn model [70] indicate
that a reduced creep rate can be observed at increased Coincidence Site Lattice Boundary
(CSLB) fractions in cubic crystal systems. These findings support the results of this work.

Furthermore, the microstructural investigations reveal a systematically increased
necking at fracture Z by a factor of 2 for the creep-stressed standard compared to miniature
specimens. The fracture necking attributed to the ductility of the material is strongly
dependent on creep damage. Elliptical pores are formed at grain boundaries oriented
perpendicular to the loading axis (cf. Figures 6 and 8). According to Cocks and Ashby [71],
this is evidence of void growth by surface diffusion. As these voids act as small cracks, the
damage in the miniature specimens due to their small size must be weighted more than in
the standard specimen. This can explain the low fracture necking.

The stress-dependent Norton-exponent n = 5 indicating plastic deformation is typ-
ically associated with dislocation creep (cf. Section 4.3). Additionally, grain elongation
oriented parallel to the load can be seen in the optical micrographs. This grain elongation
can be explained by both plastic deformations due to dislocation movements and diffusion
processes. According to Rösler et al. [52] and Kassner [72], increased concentration of
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vacancies can be expected at grain boundaries oriented perpendicular to the load. As a
result, a mass flow occurs in the direction of the tensile load, causing a grain shape change,
which is also detected here.

Furthermore, at lower loads σ ≤ 20 MPa, denuded zones at grain boundaries oriented
perpendicular to the load are observed (cf. Figure 7). In the past, many creep experiments
on Mg-alloys containing the alloying element Zr were carried out investigating this phe-
nomenon. However, the mechanisms behind are discussed widely and differently, e.g.,
in [54–57,73–75]. Squires et al. [54] observed a similar characteristic of zircon (Zr) depleted
regions in Mg-0.5 wt % Zr alloys as detected here (cf. Figure 7). The authors attributed
this to preferential magnesium bulk diffusion in the load direction. Studies by Burton and
Reynolds [76], as well as Greenwood [74], Owen et al. [77], and Langdon [73] indicate that
alloy element denuded zones are indicative for diffusion creep. Langdon describes the
accompanied pile-up of particles at grain boundaries (cf. Figure 7a) and elongation of the
grains (Figure 6) parallel to the loading axis, both observed here also, as attributed to diffu-
sional creep. However, a Norton-exponent n = 1 related to diffusional creep is specified
in [73], different from n = 5 related to dislocation creep found in this work. In [76] it is
further discussed that grain boundaries are often not centrally located in the denuded zone,
which would be expected assuming an equal flow of material from both adjacent grains
toward the grain boundary. Burton and Reynolds attribute this to increased mobility of
grain boundaries in diffusion zones responding to minor external disturbance by moving to
the end of the denuded zone. Wolfenstine et al., however, refuted the relationship between
denuded zones and diffusional creep [56]. Kloc, in turn, refers to the work of Wolfenstine
et al., and in contradiction to this, it is argued that a unilateral occurrence of a denuded
zone is entirely compatible with the theory of diffusion creep. However, it is justified to the
asymmetry of the random grain boundaries [75]. Wadsworth et al. proposed a model for
the formation of denuded zones and illustrated schematically the mechanisms behind. The
mechanism postulated is grain boundary sliding rate-controlled by dislocation climb [57].
From their point of view, a simultaneous action of grain boundary sliding, and grain
boundary migration are responsible for dissolving small particles, dragging of undissolved
particles growing bigger as small particles dissolve, and diffusion of solute atoms. The
SEM and EDS investigations presented in Figure 7 are supported by the proposed model
of Wadsworth et al.: Due to uniaxial mechanical loading denuded zones are observed only
at boundaries transverse to the tensile direction (Figure 12a, yellow arrow). The grain
boundary is located between the denuded zone and a Mn-containing precipitate zone.
The denuded zone introducing a fresh amorphous-like region is depleted of the alloying
element Mn (Figure 12b,c, between red arrows). Undissolved Mn-precipitates are dragged
by the migrating boundary (Figure 12b,c, yellow arrow and dashed line). Some larger
particles brake away from the migrating boundary remaining in the denuded zone (Figure
12b,c, magenta arrow). Furthermore, on lateral grain boundaries precipitates occur due to
diffusion of solute atoms, mentioned by [73] also (Figure 12b,c, green arrows).

The results of the microstructural investigations thus indicate that the plastic defor-
mation of the coarse-grained ME21 creep specimens at σ up to maximum 20 MPa can
be explained by dominating dislocation creep accompanied by a minor process of grain
boundary sliding and migrating, whereas, at σ > 20 MPa, the plastic deformation is due to
dislocation creep only.

Apart from a different number of twinned grains and different levels of fracture
necking, on the observed scale, no microstructural differences can be found in the miniature
and standard specimens. Consequently, in this work, the microstructural creep mechanisms
activated in the material are independent of the specimen size. However, a decreased creep
rate and increased creep rupture time indicate different kinetics of the mechanisms, which
are not investigated in this work.
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(a) 

 
(b) (c) 

Figure 12. Microstructure after creep, σ = 10 MPa: (a) OM, yellow arrows: denuded zones; (b,c) EDS measurements,
blue arrow indicates the line scan, Mn depleted zones between red arrows, yellow dashed line: migration grain boundary,
yellow arrow: undissolved Mn-precipitates, magenta arrow: large Mn-particles, green arrows: Mn-precipitates on grain
boundaries.

5. Conclusion

Comparative uniaxial creep measurements on miniature and standard specimens
of different geometries on hot extruded and heat treated ME21 magnesium alloy are
performed according to the test procedure of a miniature creep device initially developed
for in situ XCT experiments. The sequence of loading of the test procedure (mechanical
load → heating) different from the standard creep test (heating → mechanical loading) lead
to a different creep behavior in the very early primary creep stage. However, the higher
initial creep strain of the miniature samples is associated with the miniature creep device
and does not affect the entire creep behavior. Overall, in all experiments—miniature and
standard—a typical primary, secondary, and tertiary creep behavior are observed. Hence,
the applicated test procedure provides reliable results.

The main creep mechanism is identified as dislocation creep, at lower stresses accom-
panied by grain boundary sliding and migrating of minor influence, occurring identically
in both specimen geometries and, thus, is independent of specimen size.

However, the analyses of the creep parameters detect a higher creep resistance for
the miniature creep specimens. A higher number of twinned grains originated by the
manufacturing process indicates a higher work hardening interfering with the dislocation
movement, being beneficial for creep resistance. Therefore, it can be assumed, a higher
fraction of twinned grains within the gauge volume gains more importance in small
specimens. In addition, in a notch-like gauge volume of the miniature specimens, an
emerging multiaxial stress state is possible. Therefore, the higher creep resistance of the
miniature specimens measured here is probably dependent on both the twinned grains
and geometry in the gauge volume. In a good approximation, the creep behavior of a
material can be determined by miniature creep specimens; however, a direct comparison
of quantitative creep parameters is not possible without the knowledge and explanation of
the reasons for systematic deviations.
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Abstract: The core of Ganymede is suggested to be mainly Fe but with a significant proportion of S.
Effects of S as a core constituent are freezing-point depression, allowing for a molten core at relatively
low core temperatures, and modification of transport properties that can influence the dynamo and
thermal evolution. The electrical resistivity of solid and liquid Fe-FeS (~24–30 wt.% S) was measured
up to 5 GPa and thermal conductivity was calculated using the Wiedemann–Franz law. These first
well-constrained experimental data on near eutectic Fe-FeS compositions showed intermediate values
of electrical and thermal conductivities compared to the end-members. Eutectic temperatures were
delineated from the solid to liquid transition, inferred from sharp changes in electrical resistivity, at
each pressure. Combined with thermal models, our calculated estimates of the adiabatic heat flow
of a molten Fe-FeS eutectic composition core model of Ganymede showed that thermal convection
is permissible.

Keywords: electrical resistivity; iron sulfides; high pressure; high temperature; Ganymede; ther-
mal convection

1. Introduction

The dipolar magnetic field of Ganymede may be produced by internal convection of a
liquid iron (Fe) outer core, similar to Earth’s geodynamo [1]. Convective motions in liquid
cores may be derived from two broad sources: (i) thermal and (ii) compositional [2]. The
former requires heat transfer out of the core exceeding the heat transferred by conduction
of the core. The latter is related to the gradual cooling of the core and consequent inner
core formation, and density contrasts between precipitated core chemical species and
residual liquid (e.g., Fe snow or FeS floatation) [3–5]. While Ganymede is believed to have
a predominantly Fe core, it has been suggested that the core is composed of more sulfur (S)
compared to other terrestrial Fe cores [3,6–10]. A significant effect due to the presence of S
as a core element is freezing-point depression. For instance, the eutectic temperature (T) in
the Fe-FeS system at 1 atm is ~1260 K, approximately 600 K lower than the melting T of
Fe [11]. Impurities and more abundant elemental constituents may also affect transport
properties such as electrical resistivity (ρ) and thermal conductivity (κ) [12], which are two
critical parameters in magnetic field generation via planetary body dynamos.

Experimental investigations of ρ and κ of Fe (e.g., [13–19]) and FeS [16,20,21] at
core conditions have shown varying degrees of agreement and consistency. However,
typical estimates of the S content in the core of Ganymede, based on internal structure
and magnetic field generation models, are adjacent to the Fe-FeS eutectic [3–5,9,10,22]. If
core S composition is eutectic or eutectic-adjacent (i.e., within a few weight percent), this
may allow the core of Ganymede to be molten and permit thermally driven convection at
relatively low core T (<1400 K) that can power a dynamo-produced magnetic field. In this
work, we measured ρ of eutectic-adjacent Fe-FeS in both solid and liquid states at pressures
(P) up to 5 GPa. The measured results were used to delineate the P-dependent eutectic
T and to calculate κ and adiabatic heat flow (Qa) to determine if thermal convection is
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permissible in a molten, eutectic-adjacent S composition core of Ganymede constrained to
a low core T.

2. Materials and Methods

Fe and FeS powders were purchased from ESPI Metals (99.95% purity) and Alfa
Aesar (99.98% purity), respectively, and were mixed together to attain an S content close
to the eutectic composition (Table 1) [23]. All experiments were conducted in a 1000-ton
cubic anvil press, as described by Secco [24]. A three-sectioned cubic P cell design and
four-wire electrical resistance technique using Type S (platinum (Pt) and rhodium (Rh)
alloy) thermocouples for all experiments were the same as those used and described by
Littleton et al. [21]. Experimental specifications remained largely the same, with two minor
alterations: (i) the highest T reached was ~1430 K since the liquidus T’s are considerably
lower for the Fe-FeS system investigated than for FeS; and (ii) P- and T-dependent contribu-
tions to the measured voltage from tungsten (W) disks placed between the thermocouple
junctions and powder mixture sample were accounted for [25] since these contributions
were proportionally larger and non-negligible compared to measurements of FeS under
similar conditions.

Table 1. Values of targeted eutectic Fe-FeS sample compositions and post-experiment analysis results
of sample compositions for each pressure in this study. Post-experiment sample compositions are
noted to be either Fe-rich or FeS-rich relative to the target pressure-dependent eutectic composition.

Pressure
(GPa)

Target Eutectic
Composition

(wt.% S)

Sample Composition
(Post-Experiment)

(wt.% S)

Relative Location
Adjacent to Eutectic

2 28.0 29.56 ± 0.05 FeS-rich

3 26.5 26.17 ± 0.05 Fe-rich

4 25.1 25.68 ± 0.07 FeS-rich

5 23.8 23.76 ± 0.06 Fe-rich

3. Results and Discussion

Figure 1a,b show measured values of ρ and calculated values of κ of Fe-FeS, respec-
tively, up to 5 GPa and ~1430 K from this study. Also shown are ρ and κ values of FeS [21],
Fe-FeS (20 wt.% S) [16], and Fe [15] from previous studies for comparison. Fe-FeS was
observed to have intermediate values of ρ compared to the end-members. This result was
expected since the addition of electrically conductive Fe to FeS should decrease ρ, or equiv-
alently the addition of semiconducting FeS to Fe should increase ρ. The Wiedemann–Franz
law (WFL), κ = L·T/ρ, using a Lorenz number (L) equal to the theoretical Sommerfeld
value (2.445·10−8 W·Ω·K−2), was used to calculate the electronic component of κ. Similarly,
as expected, the results showed that Fe-FeS is more thermally conductive than FeS but less
so than Fe.
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Figure 1. (a) Measured electrical resistivity of Fe-FeS at pressures of 2–5 GPa as a function of
temperature. Sulfur contents (wt. %) of the samples at each pressure are: 29.56 ± 0.05 (2 GPa);
26.17 ± 0.05 (3 GPa); 25.68 ± 0.07 (4 GPa); 23.76 ± 0.06 (5 GPa). Results of this study are compared
to three previous studies and include end-member compositions. The dashed line indicates the
transition from solid to molten states and was used to delineate eutectic temperatures. (b) Electronic
components of thermal conductivity as a function of temperature of Fe-FeS calculated from the
electrical resistivity measurements using the Wiedemann–Franz law and the Sommerfeld value of
the Lorenz number. Results of this study are compared to two previous studies. Data of the pure Fe
end-member are not shown for scaling purposes (>12 W·m−1·K−1). The dashed line indicates the
transition from solid to partially molten states.

The results of this study showed the T-coefficient of ρ, (∂ρ/∂T)P, from room T up to a
few hundred degrees increased as a function of increasing P. The T-coefficient was most
negative at 2 GPa, which gradually became shallower with each P increment until 5 GPa, at
which a shallow positive T-coefficient was observed. The negative T-coefficient for 2–4 GPa
is consistent with the trends observed for FeS IV, the hexagonal phase of FeS, at similar
conditions [21]; however, the positive T-coefficient at 5 GPa is a behavior more comparable
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to a metallic electrical conductor (e.g., [15–17,26–28]). One interpretation is that Fe-FeS
behavior changes to become more conductor-like with increasing P at low T. Alternatively,
as discussed later, this observation may be the result of the sample containing the largest
proportion of Fe to account for the P-dependency of the eutectic composition [23]. Below the
eutectic T at our experimental P, the binary system exhibits a two-phase solid-state regime
(Fe + FeS) [11,29]. We doubt this observation is related to a solid-state phase transition
since the reported P conditions at which other solid-state phases (e.g., Fe3S, Fe3S2) have
been observed well exceed ours (>10 GPa) [29–34]. Two sets of low T measurements of
Fe 20 wt.% S at 4.5 GPa reported by Pommier [16] are more similar to our observations at
5 GPa. Those results show, however, conflicting solid-state trends as one exhibits a positive
T-coefficient while the other is negative. With continued heating and increasing T, the
T-coefficient of ρ at all P is positive and approaches a nearly linear trend at T leading up to
the transition from solid to liquid states. These T-dependencies are also consistent with the
trends observed for FeS V [16,21], the Ni-As-type phase of FeS, and Fe [14–17,19].

The T-dependent trends leading up to the eutectic T observed in this study are in
good agreement with those measured by Pommier [16] who also showed, in full context
of that study, that ρ and κ of Fe-FeS had intermediate values of the end-members. With
the expectation that 20 wt.% S is more electrically conductive than our higher S contents,
as discussed later, the measured values of ρ and κ are also in good agreement within
reported error ranges up to the eutectic T. At T above the eutectic, the measured values
differ considerably, with high T measurements at 4.5 GPa approaching values as large
as 3000 μΩ·cm while values of ρ in this study remain nearly a magnitude less. The
corresponding values of κ calculated via the WFL are expectedly low by comparison to
this work. Similar observations and comparisons to Pommier [16] were made in the FeS
investigations by Littleton et al. [21] in which they suggested that a possible explanation for
the rapidly increasing values of ρ was apparent incomplete liquid confinement and reduced
thermocouple/electrode chemical integrity. For the 4.5 GPa experiment by Pommier [16]
that utilized molybdenum (Mo) electrodes and Type-C (tungsten (W)-rhenium (Re) alloys)
thermocouples, a post-experiment cross-section SEM image of the same sample clearly
showed and annotated liquid migration and complete dissolution of the electrodes. We
echo the same interpretation as Littleton et al. [21] for these investigations on Fe-FeS.

A representative post-experiment cross-section is shown in Figure 2a,b. Figure 2a
shows an image of the cross-section of the 4 GPa pressure cell centered on the sample and
Figure 2b shows a back-scattered electron image of the same sample. Tabulated electron
microprobe results of 15 locations correspond to labeled sites on the Figure 2b image. The
bulk of the sample retained an Fe-S composition and the bulk of the W disks and arms of
the Type-S TC wires retained high chemical purity. After normalizing the Fe and S content
values, the microprobe analyses were used to determine an average S-content (wt.% S) of
the samples: 29.56 ± 0.05 (2 GPa); 26.17 ± 0.05 (3 GPa); 25.68 ± 0.07 (4 GPa); 23.76 ± 0.06
(5 GPa). For comparison, estimates of the P-dependent eutectic composition of the Fe-FeS
system, using the equation reported by Buono and Walker [23], are (wt. % S): 28.0 (2 GPa);
26.5 (3 GPa); 25.1 (4 GPa); 23.8 (5 GPa), suggesting our sample compositions are eutectic or
eutectic-adjacent.
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Figure 2. (a) Cross-sectional view of the post-experiment 4 GPa pressure cell; (b) backscattered
electron image of the sample from (a) at a different depth due to additional grinding and polishing
required for electron microprobe analysis. Results of the microprobe are tabulated.

In this study, the abrupt decrease of ρ following the near linear trends is indicative of
T exceeding the eutectic T and a state change of the sample from solid to partially liquid.
The decrease of ρ at the solidus is consistent with other Fe alloys (e.g., [28,35]) and FeS [21].
Compared to FeS, the decrease is significantly sharper. Although fast heating rate and
high measurement frequency were also used here, the difference in the sharpness of this
transition is due to a sample composition in the proximity of the eutectic. An exception,
however, are the 2 GPa results that show a broader and more gradual decrease similar to
FeS. This could be attributed to the composition of the sample being the most S-rich and
furthest from the eutectic, resulting in a larger partial melting region. In other words, the
more gradual decrease of ρ reflects the gradual production of liquid with increasing T past
the eutectic. While previous works have investigated a broader range of S contents [16,20],
our results are the first well-constrained experimental data on near eutectic compositions
in the Fe-FeS system.

A line was drawn on Figure 1a to estimate the eutectic T at each P where the resistivity
trend began to decrease. Immediately left of and right of the line represent the last solid
and initial liquid state measurement of the sample, respectively. For the 5 GPa experiment,
the results do not show an observable partial melting region. This may indicate that the
S content is either very close to or at the eutectic composition. Thus, the measurement
immediately to the right of the line represents the initial measurement of a completely
liquid state sample. Figure 3 compares the eutectic T estimates of this study to prior
works at high P. Our results are in good agreement with several prior studies at similar
P conditions and indicate that the eutectic T up to 5 GPa does not deviate far from the
eutectic at 1 atm. Moreover, our results indicate a negative P-dependency of the eutectic
T, a trend also reported by Fei et al. [29] and Morard et al. [39] at higher P. However, we
note that our P-dependent trend is shallower by comparison. The difference in the trends
could be related to the methodology used for determining the eutectic T. Fei et al. [29]
determined eutectic melting on the basis of quenched textures and chemical mapping,
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while Morard et al. [39] used in situ X-ray diffraction. Moreover, Buono and Walker [23]
asserted that the presence of hydrogen, from the breakdown of trapped water within the
sample material and/or sample enclosure, may be responsible for the significant eutectic T
depression in the Fe-FeS system observed by Fei et al. [29] and Morard et al. [39].

Figure 3. Experimentally determined eutectic temperatures of the Fe-FeS system as a function of
pressure. The results of this work are compared to several previous works [11,23,29,36–39].

Estimates of P within the core of Ganymede range from ~5 GPa at the core–mantle
boundary (CMB) to ~11 GPa at its center and T at the CMB span ~1250–2100 K [3,5,7,9,10]. We
adopted the same procedure to calculate adiabatic heat flow (Qa) at the top of Ganymede’s
core as Littleton et al. [21], although for the current study two linear fits to interpolate
and extrapolate values of ρ at 5 GPa between 1250 and 1450 K were used, as shown in
the Appendix (Figure A1). A positive linear fit (with (∂ρ/∂T)P > 0 μΩ·cm/K) was used
to account for all measurements at T above the estimated eutectic T, while a horizontal
linear fit (with (∂ρ/∂T)P = 0 μΩ·cm/K and with ρ = 315 μΩ·cm) was used to account for
all measurements excluding the highest two temperatures. These were excluded because
they may indicate the onset of deteriorating thermocouple integrity and W contamination.

Qa on the core side of the CMB was calculated using Equation (1) below:

Qa = −4πr2 κ(∂T/∂r)a (1)

where (∂T/∂r)a is the adiabatic thermal gradient adopted from Breuer et al. [40]. Figure 4
shows Qa at the top of the core with radius varying between 700 and 1200 km and with a
CMB T from 1250 to 1450 K and P of 5 GPa alongside estimates of the heat flow through
the CMB for comparison. The specified T range was chosen to allow for an entirely molten
core. Our estimates of Qa using a horizontal linear model ranged from ~8 GW for a CMB
T of 1250 K and core radius of 700 km up to ~32 GW for a CMB T of 1450 K and core
radius of 1200 km. These heat flow estimates are similar in magnitude to those reported
by Littleton et al. [21] for a molten FeS core, which ranged from ~11 GW up to ~37 GW.
However, it is important to note that the estimates of this study are for a significantly
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cooler molten core allowed by a eutectic-adjacent S composition. For instance, if the
horizontal linear fit were extrapolated to a core T between 1600 and 1700 K used by
Littleton et al. [21], the lower-bound and upper-bound Qa in the core would be ~13 GW
and ~44 GW, respectively. The heat flow in the core using the positive linear fit is more
constrained than the horizontal linear fit, with estimates of Qa ranging from ~8 GW up to
~28 GW. This result is due to the competing effects of increasing T and ρ, which are directly
proportional and inversely proportional to κ, respectively, via the WFL.

Figure 4. Calculated adiabatic heat flow at the core–mantle boundary (CMB) of Ganymede of a fully
molten eutectic-adjacent core at 5 GPa. The differently dashed lines each represent different estimates
of the heat flow through the CMB [3–5,10]. The shaded regions represent all values of calculated heat
flow values on the core-side of the CMB. The lighter blue and darker red shaded regions are calculated
values using a horizontal and linear fitting trendline, as shown in the Supporting Information section.
The CMB temperature ranges from 1250 K at the bottom to 1450 K at the top of the shaded regions of
this study. Propagated uncertainty for the calculations ranges from ~1 to 1.5% of the reported values.

Estimates of the heat flux out of the core and through the CMB of Ganymede range
from ~1 to 6 mW/m2 [3–5,10]. Both the linear and horizontal models showed that thermal
convection of a molten Fe-FeS core at relatively low core T is permissible provided the heat
flux on the mantle-side of the CMB exceeds ~ 1.5 mW/m2. Littleton et al. [21] showed that
thermal convection can carry up to one-third of the heat load to the CMB for a heat transfer
of 3 mW/m2 through the CMB in a Ganymede core of liquid FeS. The results of this study
for a Ganymede core of near eutectic Fe-FeS show a similar heat load proportion that can
be carried by thermal convection for our core model, especially when the difference in core
T estimates are taken into account. Thus, our results indicate that thermal convection is
permissible for the majority of the 1250–1450 K T-range and may be a source of energy
to power an internal core dynamo to produce the magnetic field of Ganymede. We note
that with respect to P and T, these estimates of convective heat load represent a lower
bound. Based on the trends observed in this study and other investigations on the Fe-FeS
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system [16], increasing P will result in decreased values of ρ and increased values of κ
and Qa. Similarly, based on the results of this study, the net effect of increasing T will also
result in increased values of κ and Qa. Acting singly or together, both effects produce a
more thermally conductive core and could potentially diminish the effectiveness of, or
completely shut down, heat transfer by thermal convection. For instance, extrapolated core
heat flow values (~13–44 GW) of our horizontal linear fit applied to a 1600–1700 K liquid
core model [21] suggest that the heat load carried by thermal convection to the CMB can
be reduced to one-fifth for a heat transfer of 3 mW/m2 through the CMB. With respect
to S content, these estimates provide information for a middle-ground core composition
between the lower (FeS) and upper (Fe) bounds. Core thermal conductivity is expected to
increase as composition becomes more Fe-rich and decrease as composition becomes more
FeS-rich in other core composition models.

We note the absence of consensus regarding the P-dependence of the eutectic T in
this system. A linear or non-linear increase (e.g., [38,41]) or decrease (e.g., [29,39] and this
study) of the eutectic T can significantly change the lowest-bound T that allows for an
entirely molten Fe-FeS core of Ganymede and, consequently, constrains the effectiveness
of thermally driven convection as a heat transport mechanism. A higher eutectic T than
reported here would result in a core that is more thermally conductive since the lower-
bound of Qa increases and thus decreases reliance on thermally driven convection to power
an internal dynamo. Conversely, a lower eutectic T would result in a core that is less
thermally conductive since the lower-bound of Qa decreases and thus increases reliance
on thermally driven convection. A CMB pressure of 5 GPa is the lowest expected value.
If pressure increases at the CMB, the eutectic composition shifts towards the Fe-end of
the binary system and ρ is expected to decrease while κ and Qa are expected to increase.
The uncertain behavior of the eutectic T implies the lower-bound T for either Fe or FeS
crystallization regimes is uncertain. Beyond this, it is difficult to precisely describe the
extent of the effect of the uncertain eutectic T on both crystallization regimes (bottom-up or
top-down) and chemical- or buoyancy-driven convection. This is due to the non-linearity
of the liquidus boundaries with increasing P, which marks the onset of crystallization. An
increased or decreased eutectic T may widen or shrink the T range between the liquidus and
solidus but may have little to no significant effect on the liquidus T for some compositions.

4. Conclusions

The presence of S as an element in the Fe-rich core of Ganymede can allow for an
entirely molten core at relatively low core T due to freezing-point depression, while also
affecting core transport properties influencing magnetic field generation via an internal
dynamo. This study provided measurements of the ρ of Fe-FeS with eutectic-adjacent
S-contents in solid and liquid states at P from 2–5 GPa, where the transition from solid
to liquid states was inferred from measurements of ρ. The phase transition was used
for delineation of the eutectic T of the Fe-FeS system, which showed a small negative
P-dependency. Our results are the first well-constrained experimental data on near eutectic
compositions in this binary system. The electronic component of κ was calculated via the
WFL using the measured values of ρ, and was subsequently used to estimate Qa on the
core-side of Ganymede’s CMB. The results showed that both ρ and κ had intermediate
values between the end-members of the system, and that thermal convection may be
permissible in the core to transport heat and act as a dynamo energy source.
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Appendix A

The following figure (Figure A1) shows the values and function used to interpolate the
value of electrical resistivity at temperatures between 1250 K and 1450 K. The interpolated
and extrapolated values were used to calculate the adiabatic conductive heat flow at the
top of the core of Ganymede.

Figure A1. A first-order polynomial (red) was fitted to eight measurements and a horizontal line
(315 μΩ·cm; blue) was fitted to six measurements of the 5 GPa experiment. Both fits were used to
interpolate and extrapolate the values of electrical resistivity for temperatures from 1250 K to 1450 K.
The values obtained from these fits were used to calculate the adiabatic conductive heat flow for the
core of Ganymede described in the main text.
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Abstract: The microstructure of the Si phase in Al-20Si alloys solidified under high pressure was
investigated. The results demonstrate that the morphology of Si phase transformed (bulk→short
rod→long needle) with the increase of superheat temperature under high pressure. At a pressure of
3 GPa and a superheat temperature of 100 K, a microstructure with a uniform distribution of fine Si
phases on the α-Al matrix was obtained in the Al-20Si alloy. In addition, a mathematical model was
developed to analyze the spacing variation of the lamellar Al-Si eutectics under the effect of pressure.
The lamellar Al-Si eutectics appeared at 2 GPa and superheat temperatures of 70–150 K, and at 3 GPa
and superheat temperatures of 140–200 K. With the increase of pressure from 2 GPa to 3 GPa, the
average spacing of lamellar Al-Si eutectics decreased from 1.2–1.6 μm to 0.9–1.1 μm. In binary alloys,
the effect of pressure on the eutectic spacing is related to the volume change of the solute phase from
liquid to solid. When the volume change of the solute phase from liquid to solid is negative, the
lamellar eutectic spacing decreases with increasing pressure. When it is positive, the eutectic spacing
increases with increasing pressure.

Keywords: high pressure; eutectic spacing; Al-Si alloy; superheat

1. Introduction

The study of the influence of compression in the properties of metallic alloys, in-
cluding morphology and microstructure, is extremely relevant for multiple technological
applications [1–3]. At present, solidification phenomena are mainly described by nucle-
ation [4–6], constitutional undercooling [7], interface stability [8–13], eutectic growth [14],
dendritic growth [15,16], etc. These theories mainly consider the effects of temperature and
concentration but ignore that of pressure on the solidification process. The high pressure at
the GPa-level causes the microstructure of the material to be greatly refined [17–19], while
at the same time, the solubility of the solute in the melt increases [20–22]. Therefore, the
solidification process must take into account the effect of GPa-level pressure.

Similarly, the morphology and spacing of the eutectic can be affected by the GPa-level
pressure. Temperature, pressure and composition are important variables in the study
of microstructure evolution. While considering the effect of GPa-level pressure on the
microstructure, the effect of temperature on the microstructure cannot be ignored. Under
the combined effect of pressure and temperature, higher pressure enables the Al-20Si alloy
to maintain stable interfacial morphology at higher temperatures [23]. The increase in
pressure from 1 atm to 3 GPa leads to an increase in the tensile strength of the Al-20Si
alloy and the refinement of the eutectic [24]. The pressure has a significant effect on the
eutectics. It is necessary to study the eutectic spacing of binary alloys under the effect of
high pressure.

In this paper, the Si phase in Al-20Si alloy solidified under high pressure was inves-
tigated. Then, based on the classical eutectic growth model, the mathematical model of
eutectic spacing under the effect of pressure was developed. Finally, the eutectic spacing
was investigated by this mathematical model.
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2. Materials and Methods

Al-20Si (wt%) powders (Tian Jiu Technology, purity 99.9 %, 9–11 μm, Changsha,
China) were used as the raw materials. The powders were cold-pressed under 300 MPa to
obtain Φ20 × 18 mm cylinders. Figure 1 shows the HTDS-032F high-pressure equipment.
The pressure was calibrated by the I-II phase transition of Bi (at 2.55 GPa) in our previous
works [25]. The temperature was calibrated by a thermocouple (B-type). The details
of the cell assembly can be found in [26]. The samples were pressurized to the target
pressure (2 GPa and 3 GPa), then a current was applied to the graphite heater to heat the
samples to the target temperature for 5 min, and finally, the current was disconnected
and cooled to room temperature at a rate of 20 K/S. The specimens were etched with
0.5 vol% hydrofluoric acid solution for 10 s or 20 min (deep-etched). The microstructure
was analyzed using a scanning electron microscope (Merlin Compact, ZEISS, Germany)
operated at 20 kV.

 

Figure 1. High-pressure experiment.

3. Results

3.1. Microstructure of Al-Si Alloys under High Pressure

Figures 2 and 3 show the microstructure morphologies of the lamellar Al-Si eutectics
and anomalous Si phases under high pressure, respectively. The dark phases are the
α-Al phases, while the bright phases are the Si phases. In our previous study [23], the
microstructure morphologies of the α-Al phases in the high-pressure solidified Al-20Si
alloy underwent a process of change from dendritic to cellular, spherical and planar as
the melt superheat temperature decreased. It is clearly observed in Figure 2 that the
Al-Si eutectics have lamellar microstructure morphologies when the α-Al phases grow
in dendritic and cellular forms. As can be clearly observed in Figure 3, anomalous Si
phases appear when the α-Al phases grow in planar and spherical forms, and the Si phases
have bulk morphologies. Under high-pressure solidification conditions, changes in the
superheat temperature of the melt had an effect not only on the microstructures of the α-Al
phases but also on that of the Si phases. With an increase in the superheat temperature of
the melt, the microstructures of the Si phases in the high-pressure solidified Al-20Si alloy
changed from bulk to short rods and then to long needles.
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Figure 2. Microstructures of lamellar Al-Si eutectics at different pressures and superheat temperatures: (a1,a2) 2 GPa;
(b1,b2) 3 GPa; (a1) 150 K; (a2) 70 K; (b1) 200 K; (b2) 140 K.

It should be noted that what appears on Figure 2 as needles and rods in fact is a
section view of plates (lamella). The “aspect ratio” was defined as the ratio between
the longest and shortest lines joining two points of the Si phase contour and passing
through the centroid. The aspect ratios of the Si phases at different pressures and superheat
temperatures are shown in Figure 4. The aspect ratios of the Si phases increased with
increasing superheat temperature, corresponding to the transformation of the Si phases
(bulk→short rod→long needle).
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Figure 3. Microstructures of anomalous Si phases at different pressures and superheat temperatures:
(a1–a4) 2 GPa; (b1–b4) 3 GPa; (a1,a2) 60 K; (a3,a4) 50 K; (b1,b2) 110 K; (b3,b4) 100 K.
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Figure 4. Aspect ratios of Si phases.

The spacing of lamellar Al-Si eutectics was measured by the random intercepts, as
shown in Figure 5. Only the eutectic spacings when the Al-Si eutectics were lamellar were
counted and averaged in the figure. The average eutectic spacings of the lamellar Al-Si
eutectics decreased with increasing pressure.

 
Figure 5. Average eutectic spacings of lamellar Al-Si eutectics: (a) random intercepts; (b) statistics.

It is worth mentioning that the effect of pressure on eutectic spacing should include
the condition of temperature, and the two variables of pressure and temperature could not
be considered independently. Based on the evolution of microstructures of Al-20Si alloy
in Figures 2 and 3, it could be inferred that when the superheat temperature was 100 K, it
was lamellar eutectic at 2 GPa, while it was fine Si phases at 3 GPa. It was not possible to
compare the average spacings between the two.

The lamellar Al-Si eutectics appeared at 2 GPa and superheat temperatures of 70–150 K,
and at 3 GPa and superheat temperatures of 140–200 K. When the Al-Si eutectics were
lamellar, the spacings of the two could be compared. In the above superheat temperature
range, the effect of temperature on the average eutectic spacing was small. With the increase
of pressure from 2 GPa to 3 GPa, the average spacing of lamellar Al-Si eutectics decreased
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from 1.2–1.6 μm to 0.9–1.1 μm. The following discussions of eutectic spacing were based
on the foundation that the Al-Si eutectics were lamellar.

3.2. Morphological Evolution of the Si Phase

The increase in pressure not only increases the eutectic temperature of the Al-Si alloy,
but also increases the Si content corresponding to the eutectic point [27,28]. Al-20Si alloy
was actually in the hypoeutectic zone at pressures of 2 GPa and 3 GPa. The α-Al phases
precipitated first, and the growth and distribution of the Si phases were influenced by the
solute diffusion. The solute diffusion coefficient under high pressures can be calculated by
Ref. [29]:

DP = D exp
(
−PV0

RT

)
(1)

where P (Pa) is the pressure, V0 (m3/mol) is the original volume of the liquid phase,
R = 8.314 (J/(mol·K)) is the gas constant, T (K) is the temperature, D (m2/s) is the solute
diffusion coefficient in liquid. It can be seen from Equation (1) that the increase in pressure
caused an exponential decrease in the solute diffusion coefficient.

When the superheat temperatures were lower, the α-Al phase grew in planar and
spherical forms, while the temperature of the solid-liquid interface front increased due to
the release of latent heat. Due to the lower melt temperature and exponential decrease of
solute diffusion coefficient, Si atomic clusters were enriched at the solid-liquid interface
front and did not have time to diffuse. When the compositional supercooling at the solid-
liquid interface front reached the nucleation supercooling of the Si phase, the Si phases
nucleated and grew into bulk crystals. The Si phase in the α-Al matrix was precipitated in
bulk form, resulting in the disappearing of the typical lamellar eutectic and turning into an
anomalous Si phase.

When the superheat temperatures were higher, the α-Al phases grew in cellular and
dendritic forms. Due to the higher temperature of the melt, the Si atoms were enriched
at the front of the solid-liquid interface had a certain amount of time to diffuse laterally,
leading to the formation of lamellar Al-Si eutectics. The increase in pressure led to an
exponential decrease in the solute diffusion coefficient, resulting in the diffusion distance
of Si atoms under a pressure of 3 GPa being smaller than that of Si atoms under a pressure
of 2 GPa, and thus the eutectic spacing became progressively smaller with the increase
in pressure. Analyzed from the aspect of solute diffusion coefficient, the pressure had
an effect on the solute diffusion coefficient, which in turn had an effect on the eutectic
spacing. In addition, the increase in melt temperature led to a longer solidification time, so
the morphology of the Si phase changed from bulk→short rod→long needle, making the
aspect ratio of the Si phase increase. In fact, the lamellae of Al-Si eutectics became thinner
and longer.

3.3. Effect of Pressure on Eutectic Spacing

For the lamellar eutectic growth problem, Jackson and Hunt developed a J-H mathe-
matical model to calculate and analyze the eutectic growth process [30]. Kurz extended
and simplified the theoretical expressions to predict the eutectic spacing for both the high
Péclet number and the low Péclet number [13]:

λ2V =
Kr

Kc
(2)

Kc =
|mα|

∣∣mβ

∣∣
|mα|+

∣∣mβ

∣∣ · 1 − K
2πD

· 2π/Pc[
1 + (2π/Pc)

2
]1/2 − 1 + 2k

(3)

Kr =
2(1 − f )

∣∣mβ

∣∣Γα sin θα + 2 f |mα|Γβ sin θβ

f (1 − f )
(|mα|+

∣∣mβ

∣∣) (4)
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where λ (m) is the lamellar eutectic spacing, mα is the liquidus slope of α phase, mβ is the
liquidus slope of β phase, V (m/s) is the growth rate, Pc is the solute Péclet number, f is
the volume fraction of α phase, θ (◦) is wetting angle, k is the solute distribution coefficient,
Γ is the Gibbs-Thomson coefficient.

According to Kurz’s theoretical derivation [13], inserting Equations (3) and (4) into
Equation (2) and separating the terms related to Pc, the Equation (2) is obtained as:

λ2V = DΘ

(
Pc

2 + 4π2)1/2 − Pc + 2kPc

2π(1 − K)
(5)

where Θ is a constant which is a combination of all fixed parameters in Equations (2)–(4).
The solute Péclet number can be expressed as [13]:

Pc =
λV
2D

(6)

As the pressure increased, the solute diffusion coefficient decreased exponentially, so
the solute Péclet number increased, Pc >> 2π under high pressure. Equation (5) is simplified
as follows:

λ = Θ
k

2π(1 − K)
(7)

The effect of pressure on the solute distribution coefficient can be calculated by
Refs. [31–33]:

kP = K
(

1 +
ΔVB

m ΔP
RTm

)
(8)

where subscript m represents melting, ΔVBm (m3/mol) is the volume change of component
B, ΔP (Pa) is the change in pressure.

By inserting Equation (8) into Equation (7), Equation (7) is obtained as:

λ = Θ
k
(

1 + ΔVB
m ΔP

RTm

)
2π

[
1 − K

(
1 + ΔVB

m ΔP
RTm

)] (9)

Equation (9) reflected the relationship between pressure and eutectic spacing. Ac-
cording to Equation (9), the result of calculation for Al-20Si alloy is shown in Figure 6.
The calculated results were consistent with the variation pattern of eutectic spacing of the
Al-20Si alloy observed in Figure 2. The increase in solidification pressure decreased the
eutectic spacing. It can be seen from Figure 6 that the calculated results agree with the
results for atmospheric pressure and 1 GPa [28].

It can be seen from Equation (9) that the eutectic spacing under the effect of high pres-
sure depended on the change of the molar volume of the solute phase in the binary alloy dur-
ing the liquid-solid phase transition. For the Al-20Si alloy, the molar volume of the Si phase
becomes larger during the transition from liquid to solid (ΔVSim = –1.122 cm3/mol [34]).
The kP and λ decreased with increasing pressure. When the volume of the solute phase in
the alloy decreased during the transition from liquid to solid, the variation of kP and λ with
pressure was opposite to the above trend. Therefore, once the trend of the molar volume
of the solute phase in the alloy during the transition from liquid to solid was determined,
the trend of the effect of pressure on the average eutectic spacing could be predicted. This
equation was applicable to the condition that the eutectic phase grew in lamellar form.
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Figure 6. Relationship between pressure and eutectic spacing in Al-20Si alloys solidified under
different pressures.

4. Conclusions

The microstructure of the Si phase of the Al-20Si alloy under high pressure was
investigated. Then, a mathematical model was developed to analyze the trend of eutectic
spacing of Al-Si alloy under the effect of pressure. The results are obtained as follows:

(1) The morphology of Si phase transformed (bulk→short rod→long needle) with
the increase of superheat temperature under high pressure. At a pressure of 3 GPa and a
superheating temperature of 100 K, a microstructure with a uniform distribution of fine Si
phases on the α-Al matrix was obtained in the Al-20Si alloy.

(2) The lamellar Al-Si eutectics appeared at 2 GPa and superheat temperatures of
70–150 K, and at 3 GPa and superheat temperatures of 140–200 K. With the increase of
pressure from 2 GPa to 3 GPa, the average spacing of lamellar Al-Si eutectics decreased
from 1.2–1.6 μm to 0.9–1.1 μm.

(3) In binary alloys, the effect of pressure on the eutectic spacing is related to the vol-
ume change of the solute phase from liquid to solid. When the volume change of the solute
phase from liquid to solid is negative, the lamellar eutectic spacing decreases with increas-
ing pressure. When it is positive, the eutectic spacing increases with increasing pressure.
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Abstract: Copper has been considered as a common pressure calibrant and equation of state (EOS)
and shock wave (SW) standard, because of the abundance of its highly accurate EOS and SW data,
and the assumption that Cu is a simple one-phase material that does not exhibit high pressure (P) or
high temperature (T) polymorphism. However, in 2014, Bolesta and Fomin detected another solid
phase in molecular dynamics simulations of the shock compression of Cu, and in 2017 published the
phase diagram of Cu having two solid phases, the ambient face-centered cubic (fcc) and the high-PT
body-centered cubic (bcc) ones. Very recently, bcc-Cu has been detected in SW experiments, and
a more sophisticated phase diagram of Cu with the two solid phases was published by Smirnov.
In this work, using a suite of ab initio quantum molecular dynamics (QMD) simulations based on
the Z methodology, which combines both direct Z method for the simulation of melting curves and
inverse Z method for the calculation of solid–solid phase boundaries, we refine the phase diagram
of Smirnov. We calculate the melting curves of both fcc-Cu and bcc-Cu and obtain an equation for
the fcc-bcc solid–solid phase transition boundary. We also obtain the thermal EOS of Cu, which
is in agreement with experimental data and QMD simulations. We argue that, despite being a
polymorphic rather than a simple one-phase material, copper remains a reliable pressure calibrant
and EOS and SW standard.

Keywords: quantum molecular dynamics; melting curve; solid–solid phase transition boundary;
equation of state; multi-phase materials

1. Introduction

Copper is one of the most studied d-block transition metals. It is a common pressure
calibrant because of the availability of its accurate shock compression data [1–3]. Copper
has also been used to calibrate two of the important standards for static X-ray diffraction
experiments, ruby and gold [4]. Copper is useful because it provides more accurate
pressure (P) determination than other standards, including Pt, Mo, and W, due to its larger
compressibility and the presumed lack of phase changes. Indeed, previous shock studies
suggest that Cu remains in face-centered cubic (fcc) structure from ambient conditions until
melting [5]. These studies reached peak conditions by utilizing a single shock. Using ramp
compression, in which peak conditions are reached through a series of shocks, the ambient
fcc phase is observed to be stable to TPa pressures [6]. However, a metastable body-centered
cubic (bcc) structure is observed in the pseudomorphic Cu films grown on the {100}
surfaces of Pd, Pt, Ag, and Fe, or as small precipitates in a bcc-Fe matrix [7], and is suggested
to possibly be stable at higher temperatures [8]. A recent computational study by Neogi and
Mitra [9] based on density functional theory (DFT) suggests the possible existence of a bcc
or body-centered tetragonal (bct) structure at a temperature (T) of 1520 K and P > 100 GPa.
In 2019, Sims et al. [10] completed a series of laser shock experiments with in situ X-ray
diffraction using the Dynamic Compression Sector at Argonne National Laboratory in
order to study the phase diagram and melting curve of Cu. At P ∼ 240 GPa they observed
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the appearance of bcc-Cu with a density of 14.02 g/cc. The bcc phase consistently coexists
with melt, suggesting a high thermodynamic, or possibly kinetic barrier to transformation.
The experimental Ts were higher than those in the ramp compression studies, which implies
that bcc-Cu is thermodynamically stable at high T only. In a more recent X-ray diffraction
study of shock-compressed copper by Sharma et al. [11] the fcc-bcc transformation is
observed at ∼180 GPa; specifically, the line profile of Cu at 181.5 GPa shows the appearance
of a new peak indexed as the {110} bcc peak that partially overlaps with the {111} fcc peak
indicating a mixed fcc-bcc phase. At 211.5 GPa the fcc peaks completely disappear and
two additional {200} and {211} bcc peaks appear instead, which implies a wide P interval
of ∼30 GPa of fcc-bcc coexistence in the shock-wave experiment.

The physical properties of bcc-Cu have been studied theoretically using both classical
and ab initio approaches. At ambient P and T = 0, bcc-Cu is mechanically unstable
(C′ ≡ (C11 − C12)/2 < 0); it becomes mechanically stable at P >∼ 7.5 GPa at T = 0 [12],
or above ∼600 K at P = 0 [13]. The equations of state of both fcc-Cu and bcc-Cu are
predicted to be very close to each other [12], in terms of the very similar values of the
corresponding atomic volumes, bulk moduli, and their pressure derivatives. At ambient
P, bcc-Cu is higher in energy than fcc-Cu by ∼2.9 mRy/atom, or ∼40 meV/atom [14],
and their energy difference increases with increasing P [14] and/or volumetric strain [13].
As shown in [14], fcc-Cu remains the most thermodynamically stable solid structure of
copper up to at least 10 TPa, which is confirmed by the very recent ramp compression
experiments to 2.3 TPa [6]. However, as the example of niobium clearly demonstrates [15],
an energy excess as high as ∼450 meV/atom can be overcome with the proper entropy gain
by another solid structure at high T (in the case of Nb, it is the high-T orthorhombic Pnma vs.
the ambient bcc), so that bcc-Cu can in principle be expected to become thermodynamically
competitive with fcc-Cu at high T. In fact, as recent shock compression experiments
demonstrate, bcc-Cu may be the physical solid phase of Cu at high-PT.

To the best of our knowledge, bcc-Cu was consistently studied for the first time
by Bolesta and Fomin using classical molecular dynamics (CMD) code LAMMPS [16].
They simulated the shock-wave loading of fcc-Cu and observed a transition to bcc at
P above ∼80 GPa and the corresponding T above ∼2000 K. Then, they calculated the
phase diagram of Cu by considering both structures, and found out that bcc-Cu becomes
thermodynamically stable at high-PT conditions; specifically, the fcc-bcc-liquid triple point
is at (P, T) = (80 GPa, 3490 K), and the entropy difference between the two solid structures
at the triple point is Δs ≡ sbcc − sfcc = 0.12 kB [16]. Furthermore, Bolesta and Fomin
were the first to detect the appearance of bcc-Cu above 100 GPa and 2000 K in molecular
dynamic simulations of the shock compression of copper [17].

In a very recent paper, Smirnov [18] presents the phase diagrams of copper, silver
and platinum calculated using a first principles based approach. He claims that all three
substances are complex materials with at least two different solid phases on their phase
diagrams. Specifically, all three phase diagrams contain both fcc (which is the ambient
phase of each of the three substances) and bcc phases. The purpose of this work is to
calculate the phase diagram of copper and to confirm that bcc does become the physical
phase of copper at high-PT conditions.

To clarify the issues related to the phase diagram of copper, in the present work we
carried out a systematic DFT-based study. Specifically, we calculated equations of state of
both fcc and bcc, their melting curves using ab initio quantum molecular dynamics (QMD)
simulations implemented with VASP (Vienna Ab initio Simulation Package), and estimated
the P-T location of the fcc-bcc solid–solid phase transition boundary. Our theoretical results
appear to be in excellent agreement with all the available relevant experimental data as
well as the theoretical calculations of Bolesta and Fomin [16] and Smirnov [18].

2. Equations of State

For our theoretical study of the phase diagram of Cu, we used the following electron
core-valence representation: [12Mg] 3p6 3d10 4s1, i.e., we assigned the 17 outermost elec-
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trons of Cu to the valence. The valence electrons were represented with a plane-wave basis
set with a cutoff energy of 460 eV, while the core electrons were represented by projector
augmented-wave (PAW) pseudopotentials. We used the generalized gradient approxima-
tion (GGA) with the Perdew–Burke–Ernzerhof (PBE) exchange-correlation functional.

We first calculated the T = 0 equations of state (EOS) of both fcc-Cu and bcc-Cu. We
used unit cells with volumes that correspond to a P range of ∼−10–1000 GPa, and very
dense k-point meshes of 60 × 60 × 60 for fcc-Cu and 75 × 75 × 75 for bcc-Cu. With such a
dense k-point mesh, full energy convergence to <∼0.1 meV/atom is achieved in the whole
P range for both fcc-Cu and bcc-Cu. The third-order Birch–Murnaghan forms of the two
T = 0 EOSs are (in the following ρ stands for density, in g cm−3, B and B′ for bulk modulus,
in GPa, and its pressure derivative, and the subscript 0 means (T = 0, P = 0))

P(ρ) =
3
2

B0

(
η7/3 − η5/3

)[
1 +

3
4
(B′

0 − 4)
(

η2/3 − 1
)]

, (1)

where η = ρ/ρ0, and

fcc-Cu: ρ0 = 9.02, B0 = 133.0, B′
0 = 5.1,

bcc-Cu: ρ0 = 8.98, B0 = 131.7, B′
0 = 5.1.

In each of the two cases, this analytic form is expected to be reliable to ∼1000 GPa. So,
indeed, the two EOSs are very similar to each other. Our value of ρ0 coincides with the
experimental one [19], and those of B0 and B′

0 for fcc-Cu are in excellent agreement with
B0 = 133 and B′

0 = 5.2 ± 0.2 from experiment [20].
We also note that the finite-T counterparts of the above two EOSs can be written

approximately as

P(ρ, T) = P(ρ) + α T, αfcc = 6.13 · 10−3, αbcc = 8.26 · 10−3. (2)

These α values were chosen to match the two ambient melting points in the ρ-T coor-
dinates which are, respectively, (8.361, 1357.6) from experiment [19,21], and (8.112, 1252)
from extrapolating our QMD data on the melting curve of bcc-Cu discussed below to
P = 0.

The reliability of these two “thermal EOSs” is demonstrated by comparing the values
of the melting P (Pm) that they give when the corresponding ρs and melting Ts (Tm) are
used to those that come directly from QMD melting simulations, see Tables 1 and 2. Let us
now show another example. The “thermal EOS” (1), (2) for bcc-Cu on the Hugoniot with
P = 240 GPa and the corresponding T of 6721.1 K, which comes from T = T(P) along the
Hugoniot discussed below, gives ρ = 14.02 g cm−3, in exact agreement with [10].

The similarity of the two sets of the EOS parameters (ρ0, B0, B′
0) and the corresponding

two values of α implies that, if the fcc-bcc phase transition does occur in Cu, at the transition
(P, T) the two volumes are expected to be close to each other, so that the corresponding
volume change is small, and therefore the fcc-bcc phase transition boundary is rather
flat, in view of the Clausius–Clapeyron formula. Our ab initio phase diagram of copper
discussed below demonstrates exactly that.
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Table 1. The six ab initio melting points of fcc-Cu, (Pm, Tm ± ΔTm), obtained from the Z method
implemented with VASP.

Lattice
Constant (Å)

Density
(g/cm3)

Pm (GPa)
Pm from (1),

(2)
Tm (K) ΔTm (K)

3.71 8.2657 −1.20 −1.453 1280 125.0
3.51 9.7607 26.5 26.45 2220 125.0
3.31 11.639 87.4 87.35 3620 250.0
3.21 12.761 140 140.5 4570 250.0
3.11 14.032 218 218.5 5780 312.5
3.01 15.478 333 332.9 7230 375.0

Table 2. The six ab initio melting points of bcc-Cu, (Pm, Tm ± ΔTm), obtained from the Z method
implemented with VASP.

Lattice
Constant (Å)

Density
(g/cm3)

Pm (GPa)
Pm from (1),

(2)
Tm (K) ΔTm (K)

2.95 8.2205 1.42 1.363 1290 125.0
2.80 9.6138 27.8 27.78 2070 125.0
2.65 11.341 85.9 85.97 3640 250.0
2.49 13.670 220 219.8 6880 250.0
2.42 14.891 320 320.2 9110 312.5
2.35 16.262 462 461.8 12,130 375.0

3. Melting Curves

Our QMD melting simulations were carried out using the Z method implemented
with VASP, which is described in detail in Refs. [22–24]. We used supercells of ∼500 atoms;
specifically, a 500-atom (5 × 5 × 5) one for fcc-Cu and a 512-atom one (8 × 8 × 8 109.5◦-
rhombohedral) for bcc-Cu. The simulations were carried out with a single Γ-point (with
such a large supercell, full energy convergence, to <∼1 meV/atom, was achieved in every
case considered) having 17 outermost electrons of Cu in the valence, so that our system
had ∼8500 valence electrons; to the best of our knowledge, QMD simulations of a similar
magnitude (∼9000 valence electrons) have been previously undertaken only once [22].
We simulated six melting points each of fcc-Cu and bcc-Cu. To this end, an average of
five computer runs per point were performed (for a total of ∼60 computer runs for both
structures), with a time step of 1 fs, of a total length of 15,000–25,000 time steps per run.

Figures 1–4 offer two examples of our Z method melting simulations. They correspond
to the first of the six Tms in each of the two cases, and show the time evolution of T
and P, respectively, during the corresponding computer runs. Consider, for example,
Figures 1 and 2. During the T0 = 2500 K run, the system remains a superheated solid:
both the average T and P stay virtually the same during the 20 ps of running time. The
T0 = 2750 K run is the melting run [23], during which a melting occurs: it starts after
∼11 ps of running time, and the melting process takes about 2 ps. It results in the decrease
of average T from ∼1400 to 1280 K, and the corresponding increase of average P from ∼−2
to −1.2 GPa. This is so because the total energy, E ∼ kB T + P V, is conserved, and V is
fixed. For the same reason, Figures 1 and 2, and Figures 3 and 4 are “mirror images” of
each other; see [23] for more detail. In the run with higher T0 = 3000 K, the melting starts
after only 2 ps of running time, and the melting process takes only 1 ps. For a sufficiently
high initial T, the system melts virtually immediately.
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Figure 1. The melting point of fcc-Cu at a density of 8.2627 g/cc: melting T from ab initio Z method
implemented with VASP.
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Figure 2. The same as in Figure 1 for melting P.
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Figure 3. The same as in Figure 1 for bcc-Cu at a density of 8.2205 g/cc.
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Figure 4. The same as in Figure 3 for melting P.

The results of our melting simulations are summarized in Tables 1 and 2. The errors
in melting T (Tm) are half of the increment of the initial T for a series of computer runs at
the corresponding density [23]. We chose these increments to be 250 K for the 1st and 2nd,
500 K for the 3rd and 4th, 625 K for the 5th, and 750 K for the 6th Tm in each of the two
cases. The corresponding Tm errors are listed in the tables as ΔTm. The errors in melting P
(Pm) are negligibly small, of the order 1–2 GPa in each case. Tables 1 and 2 also include the
values of Pm that come from each of the thermal EOSs (1), (2) at the corresponding Tms.

The best fits to the corresponding six datapoints are the corresponding melting curves:

Tfcc−Cu
m (P) = 1358

(
1 +

P
19.7

)0.58
, (3)
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and

Tbcc−Cu
m (P) = 1252

(
1 +

P
34.3

)0.85
. (4)

These fits are very accurate: the corresponding values of χ2 per d.o.f. are ≈1 for
bcc-Cu, and ≈1.5 for fcc-Cu if Tm(ρm) is fixed at 1358 K, in agreement with the experiment,
or otherwise ≈1, if it is considered as a free parameter; in the latter case, its value is
≈1357.9 K.

The first three terms of the power-series expansion of (3) are 1358 + 39.98 P −
0.4262 P2. This is in good agreement with Tm(P) = 1355(5) + 44.5(31) P − 0.61(21) P2

from the low-P experimental study of ref. [25]. Our value of dTm/dP at P = 0, 40 K/GPa,
is in the middle of the range of lower-P experiments: 44.5 [25], 43 ± 2 [26], 42 [27], 42 [28],
41.8 [29], 41 [30], 36.5± 2.7 [31], 36.4 [32]. The vast majority of the theoretical melting curves
of fcc-Cu have similar values for the initial slope; e.g., 50 [33], 39 [34,35], 38 [36], 37.75 [37],
36.7 [38,39]. Ref. [39] does not offer an explicit value of dTm/dP at P = 0; however, the Cu
melting curve of [39] is virtually identical to that of [38].

At higher P, the melting curve of bcc-Cu is higher than that of fcc-Cu, therefore,
bcc-Cu is thermodynamically more stable and represents the physical solid phase of copper.
The melting curves cross each other at (P in GPa, T in K) (P, T) = (79.2, 3461.2), which is
the fcc-bcc-liquid triple point. We note that our triple-point P-T coordinates are in excellent
agreement with those from Ref. [16]: (80, 3490).

4. fcc-bcc Solid-Solid Phase Transition Boundary

Here we discuss the fcc-bcc solid–solid phase transition boundary in copper. We start
our discussion with the derivation of a formula for the initial slope of a solid–solid phase
transition boundary in general case.

4.1. Theoretical Estimate of the Initial Slope

Here, we derive a formula for the initial slope of a solid–solid phase transition bound-
ary at the solid1-solid2-liquid triple point.

Let V1, V2 and V� be the volumes of, respectively, solid1, solid2 and liquid at the
solid1-solid2-liquid triple point, and S1, S2 and S� the corresponding entropies. According
to the Clausius–Clapeyron formula, the slopes of the two melting curves at the triple point
(where they cross each other) are

T′
1 ≡ dT1

dP
=

V� − V1

S� − S1
, T′

2 ≡ dT2

dP
=

V� − V2

S� − S2
. (5)

Then, the slope of the solid–solid phase transition boundary, also from the Clausius–
Clapeyron formula and the above relations, is

T′
12 =

V2 − V1

S2 − S1
=

(V2 − V1) T′
1 T′

2
(V2 − V1) T′

1 + δ V1 (T′
2 − T′

1)
. (6)

where δ stands for volume change at melt of solid1: V� ≡ (1 + δ)V1. The values of V1
and V2 come from the corresponding thermal EOSs, and those of T′

1 and T′
2 from the

corresponding melting curve equations, at (P, T) = (79.161, 3461.18) of the fcc-bcc-liquid
triple point. Specifically, V1 = 5.557 cm3/mol, V2 = 5.684 cm3/mol (i.e., V2 > V1, thus
the phase boundary has a positive slope), and T′

1 = 20.30 K/GPa and T′
2 = 25.93 K/GPa.

As the results of [40] show, by a pressure of 80–100 GPa, volume change at melt for fcc-Cu
decreases by a factor of ∼2. The literature data on δ at P = 0 span an interval of values
from 0.045 [41] to 0.053 [42], or 0.049 ± 0.004. Hence, at the fcc-bcc-liquid triple point
δ ∼ 0.025. For our estimate of T′

12 we assume that at the triple point 0.02 ≤ δ ≤ 0.03.
Then, Equation (6) gives T′

12 = 19.9 ± 0.9 K/GPa. Thus, the initial slope of the fcc-bcc
solid–solid phase boundary is ∼20 K/GPa. Now we can estimate the bcc-fcc entropy
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difference at the triple point: with the above values of V1, V2 and T′
12, it follows from (6)

that S2 − S1 = 0.127 ± 0.006 kB in good agreement with 0.12 kB of Ref. [16].

4.2. Inverse-Z Simulations

Based on the above material of this work, we conclude that the the initial slope of
the fcc-bcc solid–solid phase transition boundary is ∼20 K/GPa and that it is relatively
flat. To further constrain the location of this boundary in the P-T plane, we carried out
two sets of independent inverse Z runs (the inverse Z method is described in detail in [22])
to solidify liquid Cu and to check whether there is any solid–solid phase boundary so
that liquid Cu solidifies into fcc on one side of this boundary and into bcc (or another
solid structure) on the other side. We used a computational cell of 512 atoms prepared
by melting a 8 × 8 × 8 solid simple cubic (sc) supercell, which would eliminate any bias
towards solidification into fcc or bcc, or any other solid structure. We used sc unit cells of
1.9446 and 1.8652 Å; the dimensions of bcc unit cells with the same volume as the sc ones
are 2.45 and 2.35 Å, respectively, which corresponds to ∼200 and 360 GPa.

We carried out NVT simulations using the Nosé–Hoover thermostat with a timestep of
1 fs. Complete solidification typically required from 15 to 25 ps, or 15,000–25,000 timesteps.
The inverse Z runs indicate that in each case, liquid Cu solidifies into fcc below ∼5000 K
and into bcc above ∼5000 K, so that the fcc-bcc transition boundary at high-P is relatively
flat at ∼5000 K. The final states of the solidification were identified as fcc and bcc from
analyzing the corresponding radial distribution functions (RDFs). RDFs of the final solid
states are noisy; upon fast quenching of the two structures to low T, where RDFs are more
discriminating, we could compare them to the RDFs of fcc and bcc and properly identify.

The RDFs of the solidified states at ∼400 GPa below the transition boundary are shown
in Figure 5, and of those solidified above the transition boundary in Figure 6. The 4500 K
state lies very close to the transition boundary. We assign it to fcc, because its short-range
order (smaller-R) peaks are definitely fcc-like, while long-range order (larger-R) peaks are
smeared and may somewhat resemble those of bcc in Figure 6. Most likely, this 4500 K
state is some mixture of bcc and fcc, so it must be very close to the transition boundary or
even lie on the boundary itself.

T = 4500 K

T = 3000 K

T = 1500 K
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fcc-Cu, solidified from sc-based liquid

Figure 5. Radial distribution functions (RDFs) of the final states of the solidification of liquid Cu at
∼400 GPa at lower temperatures.
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Figure 6. Radial distribution functions (RDFs) of the final states of the solidification of liquid Cu at
∼400 GPa at higher temperatures.

A few more comments are in order. The 12,000 K state at ∼500 GPa did not solidify,
most likely for the reason of not being supercooled enough to initiate the solidification
process [22]. Indeed, 12,000 K constitutes ∼0.92 of the corresponding Tm of ∼13,050 K (i.e.,
8% of supercooling), while for the solidification process to occur, a supercooling of at least
15% is needed [22]. For the other set of points at ∼250 GPa, the highest solidification T of
7000 K constitutes ∼0.83 of the corresponding Tm of ∼8460 K (i.e., 17% of supercooling),
which apparently allows for the solidification process to go through in this case.

5. Ab Initio Phase Diagram of Copper

Now we combine all the results of the previous sections of this work to construct the
ab initio phase diagram of copper.

We take the P-T coordinates of the fcc-bcc-liquid triple point to be (79, 3460). A simple
analytic form of the fcc-bcc solid–solid transition boundary which (i) crosses this triple
point, (ii) has an initial slope of 19.9 K/GPa and (iii) takes into account the results of the
inverse Z solidification simulations (i.e., to be between the 4500 K fcc and 6000 K bcc points
at ∼260 GPa and to be close or even cross the 5000 K point at ∼430 GPa is

T(P) = 3460 + 19.9 (P − 79) − 4.8 (P − 79)1.2. (7)

This phase boundary and the two melting curves (3) and (4) define the topology of
our ab initio phase diagram of Cu shown in Figure 7. This phase diagram is topologically
similar to the ab initio phase diagram of Smirnov [18], except that their melting curve of
bcc-Cu seems to be the continuation of the melting curve of fcc-Cu to higher P, that is, the
melting curve of Cu does not change its slope at the fcc-bcc-liquid triple point. The results
of the previous section demonstrate that at the triple point the slope of the Cu melting
curve increases by ∼20%, from 20.3 K/GPa on the fcc side to 25.9 K/GPa on the bcc side.
The experimental conditions of Ref. [43] correspond to melting from bcc phase, and indeed,
the three data points of [43] appear to lie on our bcc-Cu melting curve, see Figure 7.
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Figure 7. The ab initio phase diagram of Cu. Three experimental points (filled circles) are from
ref. [43]. The fcc-bcc solid–solid phase transition boundary (black curve) is estimated based on the
results of the inverse Z method simulations of the solidification of liquid Cu into fcc and bcc solid
structures on other sides of the boundary. The principal Hugoniot of Cu is also shown as a thin
black curve.

Shown also in Figure 7 is the Cu principal Hugoniot obtained from fitting the numeri-
cal data of Ref. [44] with a simple analytic form:

TH(P) = 293 + 0.617 · P1.688. (8)

This principal Hugoniot crosses the fcc-bcc phase transition boundary at (P, T) =
(180.0, 4249.9), in agreement with Ref. [11], which claims the bcc-fcc transition on the
Hugoniot at 180 GPa. Furthermore, in Ref. [5], a distinct kink was detected in the Poisson
ratio as a function of P at ∼185 GPa such that the Poisson ratio data were fitted with
two different straight segments below and above the kink. In view of our findings, this
kink is naturally explained as that corresponding to the fcc-bcc transition in Cu on its
principal Hugoniot.

The Hugoniot melting point corresponds to the intersection of the bcc-Cu melting
curve (4) and the above Hugoniot: (P, T) = (265.1, 7896.1), in agreement with Ref. [5],
which claims the melting on the Hugoniot at 265 ± 6 GPa.

Figure 8 compares our ab initio melting curve of Cu to several melting curves among
a few tens of those available in the literature, as it is not feasible to collect them all in
one figure. Shown are the experimental melting curves of references [30,45] as well as
the theoretical melting curves of refs. [38,40,46,47]. It is clearly seen that the best overall
agreement of our melting curve of Cu, as a combination of both fcc and bcc segments, is with
the theoretical melting curves of Belonoshko et al. [38] and Ghosh [39] which are virtually
identical to each other. The reason for such a good agreement must be that in both [38,39]
molecular dynamics simulations were done using embedded-atom model (EAM) for
interatomic potentials, and the EAM parameters were obtained from fitting the model to ab
initio data. It is interesting to note that in Ref. [43], their three experimental melting points
are compared to the theoretical melting curve of [38], and excellent agreement is found.
This fact provides mutual support to the validity of the experimental results of ref. [43] and
to the computational methodologies of both Refs. [38,39] and the present study.
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Figure 8. Comparison of the ab initio melting curve of Cu calculated in this work (which combines
both lower-P fcc and higher-P bcc segments) to several melting curves of Cu available in the literature:
Errandonea [30], Belonoshko [38], Pu et al. [40], Japel et al. [45], Moriarty [46], and Zhang et al. [47].
The Cu principal Hugoniot is also shown as a thin black line.

We note that the vast majority of the melting curves of fcc-Cu available in the literature
converge to a unique analytic form similar to Equation (3). For example, in Figure 8, all
the fcc-Cu melting curves except that of Ref. [40] can be effectively represented by that of
ref. [47]. If only fcc-Cu were considered, the principal Hugoniot would have crossed it at
∼220 GPa, which would have been the P of the Hugoniot melting of Cu (PH

m ). In fact, this
is in agreement with several papers which all predicted PH

m ∼ 220 GPa: PH
m = 220–230 [17],

PH
m = 200–220 [48], and PH

m = 220 [49], to name just a few. In the latter work, the Hugoniot
Tm is 5560 K, in good agreement with 5843.0 from Equation (8).

6. Concluding Remarks

Let us now summarize the results of our theoretical study.
We have constructed the theoretical phase diagram of copper, using a suite of ab initio

QMD simulations based on the Z methodology which combines both direct Z method for
the simulation of melting curves and inverse Z method for the calculation of solid–solid
phase boundaries. We determined that bcc-Cu becomes the thermodynamically stable
solid structure of copper at high-PT and finds itself on the phase diagram of copper, along
with fcc-Cu, its solid structure at ambient conditions. We have calculated the melting
curves of both fcc-Cu and bcc-Cu, determined the location of the fcc-bcc-liquid triple
point, and obtained an equation for the fcc-bcc solid–solid phase transition boundary. Last
but not least, we have proposed thermal equations of state for both fcc-Cu and bcc-Cu,
which appear to be in agreement with both experimental data and QMD simulations. Our
theoretical phase diagram of copper represents the refinement of that of Smirnov for which
the fcc-Cu and bcc-Cu melting curves as well as the fcc-bcc solid–solid phase boundary
were estimated rather than being calculated using the DFT-based methodology as in the
present work.

For a long time, copper has been considered both as a pressure and a shock-wave
standard. It is worth dwelling on this point in light of our findings, which reaffirm the idea
that copper is a multi-phase material that was put forward by Bolesta and Fomin [16,17]
and confirmed in the subsequent experimental [11,12] and theoretical [18] studies.
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As emphasized in [14], first-principles-based theoretical calculations do not find any
other solid structure energetically competitive with fcc, at least to 10 TPa, and therefore Cu
is not expected to undergo any P-induced structural phase transformations, which makes
Cu an ideal choice as a pressure standard for all hydrostatic experiments expected in the
near future, both isothermal and isentropic (ramp compression), in which T does not rise
high enough to cross into the bcc-Cu phase stability region. In this respect, our thermal
EOS of Cu, Equations (1) and (2), can be considered as an EOS standard.

The issue of Cu being a shock-wave standard deserves a somewhat more detailed
discussion. Copper has been considered to be a reliable shock-wave standard because
(i) it is a plastic material, so that the characteristics of its shock compression and static
compression agree well with each other, (ii) when compressed, Cu has been supposed
not to undergo any polymorphic transitions, and (iii) when melted, it undergoes a minor
volume change, so that its shock compression characteristics change very little across the
Hugoniot melting transition. Now, as it is firmly established, both experimentally and
theoretically, that Cu is a polymorphic material, it is interesting to revisit the concept of Cu
being a reliable shock-wave standard. First of all, the main shock-wave characteristics of a
material depend on the values of a and b in the following (quasi)-linear relation between
particle (Up) and shock (Us) velocities along the Hugoniot: Us = a + b Up. These values,
in turn, depend on the parameters of the EOS [50]: a =

√
B0/ρ0, b = (1 + B′

0)/4. As
mentioned above, both fcc-Cu and bcc-Cu have very similar EOS parameters listed under
Equation (1); in particular, the two values of a differ from each other by less than 0.5%.
The two values of b are exactly the same. Hence, the shock-wave characteristics of both
fcc-Cu and bcc-Cu are expected to be virtually identical to each other; in particular, T as
a function of P along the Hugoniot should not change across the fcc-bcc transition, this
is why Equation (8) was used as a common TH(P) for both fcc and bcc. For this reason,
experimental data on Us = Us(Up) for both fcc-Cu and bcc-Cu should be described by
a common straight segment instead of two different ones, which is very clearly seen in,
e.g., Figure 3 of Ref. [14]; a deviation of Us = Us(Up) from a single straight segment occurs
at Up ∼ 3.5 km/s which corresponds to P ∼ 285 GPa, above the Hugoniot melting point of
265 GPa; in other words, this deviation occurs in the P-T region of liquid Cu.

Thus, despite being a polymorphic material, both the thermal and shock-wave char-
acteristics of two of its solid phases, fcc and bcc, are indeed virtually identical. This
observation allow us to conclude that copper remains to be a reliable shock-wave standard,
in addition to being reliable pressure calibrant and EOS standard.
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Abstract: In the present study, the high-pressure high-temperature equation of the state of iridium has
been determined through a combination of in situ synchrotron X-ray diffraction experiments using
laser-heating diamond-anvil cells (up to 48 GPa and 3100 K) and density-functional theory calcula-
tions (up to 80 GPa and 3000 K). The melting temperature of iridium at 40 GPa was also determined
experimentally as being 4260 (200) K. The results obtained with the two different methods are fully
consistent and agree with previous thermal expansion studies performed at ambient pressure. The
resulting thermal equation of state can be described using a third-order Birch–Murnaghan formalism
with a Berman thermal-expansion model. The present equation of the state of iridium can be used as
a reliable primary pressure standard for static experiments up to 80 GPa and 3100 K. A comparison
with gold, copper, platinum, niobium, rhenium, tantalum, and osmium is also presented. On top
of that, the radial-distribution function of liquid iridium has been determined from experiments
and calculations.

Keywords: iridium; equation of state; high pressure; X-ray diffraction; laser heating; density-
functional theory; melting; radial-distribution function

1. Introduction

Iridium (Ir) belongs to the family of the 5d transition metals. It exhibits a face-centered
cubic ( f cc) structure and its electronic structure is [Xe] 4 f 14 5d7 6s2. Similar to the other
elements of the 5d family (such as Re, W, Pt, and Ta), Ir has always attracted consider-
able interest in the scientific community due to its outstanding mechanical and thermal
properties. In particular, Ir is the most commonly used metal in high-temperature (HT) cru-
cibles, thermocouples, and encapsulators of nuclear-powered electrical generators in space
technology. Furthermore, thanks to its high shear modulus, chemical inertness, refractory
nature, and phase stability, Ir is ideally suited as gasket material in static experiments in
diamond-anvil cells (DAC) or as pressure standard for high-pressure (HP) experiments
(in both static and dynamic experiments). As it exhibits excellent mechanical properties
and high resistance to oxidation and corrosion at elevated temperature, Ir is also used in
numerous applications as a static component at high T and/or in aggressive environments.
In particular, Ir is notably inert in comparison to other transition metals [1], and it is largely
immune to chemical reactions in comparison to refractory metals such as rhenium [2] or
tungsten [3].

Despite the multiple technological applications of Ir, our current understanding of
its mechanical properties is rather limited and knowledge of its HP–HT phase diagram is
virtually non-existent. In particular, a solid–solid phase transition was observed in shock-
wave experiments [4] to occur between 140 and 180 GPa. In a previous DAC experiment,
performed under non-hydrostatic conditions using energy-dispersive X-ray diffraction
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(XRD), a distortion of the f cc lattice was observed at room temperature (RT) and 59 GPa [5]
and interpreted as a formation of a complex super-lattice. However, no phase transition
was observed at RT in a recent DAC experiment performed under hydrostatic conditions
(using helium as pressure medium) up to 140 GPa using angular-dispersive XRD [1]. A
phase transition has been predicted to happen at 2000 K and 150 GPa from a f cc phase to a
disordered hexagonal close-packed phase (rhcp) by a recent theoretical study [6] based on
ab initio simulations.

An additional interest in iridium was generated by predicted structural anomalies
attributed to an unusual electronic transition called core-level crossing (CLC). In fact, it is
known that electronic transitions are expected to strongly affect material properties, such as
elastic moduli, thermal expansion, resistivity and thermal conductivity. Such an electronic
transition has been recently observed for the first time in a double-staged DAC study of
osmium (another 5d metal), which compressed up to 770 GPa [7]. In particular, the CLC
electronic transition was correlated to a discontinuity in the measured c/a axial ratio of
the Os hcp structure at 440 GPa. Consequently, systematic theoretical studies have been
conducted to predict possible CLC transitions for all of the 5d transition metals. In the
case of Ir, such a transition was predicted to occur at 80 GPa [8]. However, a recent X-ray
absorption near-edge structure (XANES) experiment that aimed to obtain information on
the electronic structural evolution of Ir up to 90 GPa could not find any evidence of any
CLC transition [1].

It is therefore evident that an in-depth characterization of the structural and physical
properties of Ir at HP and HT conditions is still lacking. In the present work, the structural
evolution of Ir has been characterized up to 80 GPa and 4260 K through a combination of in
situ powder X-ray diffraction experiments and density-functional theory (DFT) calculations.
In particular, the structural domain of solid Ir (always f cc) in the investigated P-T range,
the melting point at 40.3 GPa, the radial-distribution function (RDF) of liquid Ir, and the
corresponding thermal equation of state (EoS) have all been established.

2. Materials and Methods

2.1. Experimental Details

Two membrane DACs with diamonds of culet sizes of 400 μm and 300 μm were
equipped with pre-indented and spark-erosion drilled Re gaskets. In order to prevent
any oxidation, the sample preparation and loading was performed in a glovebox under
an argon atmosphere. Samples were obtained from Ir powder sourced from Goodfellow
(99.9% purity). Grains of the powder sample were compressed between two diamond
anvils in order to create a foil. The obtained foil was then cut and loaded in the DAC
high-pressure chambers (see Figure 1) between two magnesium oxide (MgO) disks (99.9%
purity). The MgO, acting as insulating material (both thermally and chemically) as well as
pressure gauge, was oven dried at 200 °C for two hours before being loaded in the DAC to
remove any water or moisture.

Angular-dispersive powder XRD patterns were collected at the extreme conditions
beamline, I15, of the Diamond Light Source [9]. The polychromatic beam of the I15’s
wiggler was tuned to 29.5 keV and focused down to 6 × 9 μm2 (full-width at half maximum
(FWHM)). A Pilatus 2M detector was used to ensure fast data collections with a good
signal/noise ratio. The sample-to-detector distance was measured following the standard
procedure from the diffraction rings of a CeO2 sample.

The loaded DACs were mounted on the laser-heating (LH) system of I15 [9]. Each
heating ramp was performed at a selected initial P. The sample inside the DAC was
heated in double-sided mode [10]. Before each heating ramp, the two Nd:YAG fiber lasers
were individually focused on the sample surface and their power was linearly increased
until a clear hot spot was observed on the camera. During the laser alignment procedure,
the exposure time of the cameras was maximized to be able to observe the hot spot at a
relatively “low T” (around 1000 K). In this way, it was possible to avoid any unwanted
damage of the sample. Furthermore, in order to prevent the X-ray beam from sampling a
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radial T gradient on the sample surface, the two lasers were intentionally slightly unfocused
to maximize the size of the hot spot at uniform T. Finally, the lasers were coupled together
and their relative positions were tuned to obtain a uniform hot spot of around 30 μm
in diameter.

Figure 1. Photograph of the DAC high-pressure chamber after sample loading at ambient conditions.
Despite the opacity of MgO, it is possible to observe the Ir embedded on it. The external ring is the
Re gasket.

During the experiments, the T on both sides of the sample was measured by spectral
radiometry following the procedure described in Benedetti and Loubeyre [11]. The error in
the T measurements was calculated as the maximum values between the difference in the
T measured on each side of the sample and the FWHM of the histogram of the two-colours
pyrometry [10]. The P experienced by the sample was measured from the thermal EoS of
MgO [12] (under the assumption of Ir and MgO being at the same T) using the measured
volume of MgO and the average between the T measured from both sides of the sample.
The errors in P measurement were estimated to be of the order of 5 GPa at 1500 K and of
7.5 GPa at 4260 K (the highest T reached in the present experiment). Such an estimation
was obtained considering the adopted MgO thermal EoS [12] and the thermal gradient
developed in the DAC high pressure chamber (therefore, inside the MgO), ranging from
the measured T to 300 K at the interface with the diamonds. Before and after each heating
ramp, the relative alignment of the X-rays with the lasers and the T reading were checked
following the procedure described in Anzellini et al. [13]

In order to minimize the laser–sample interaction time (therefore, minimizing possible
chemical reactions and sample damaging), the heating ramps were performed in a “trigger
mode”; i.e., both lasers were set to a target power, after 0.3 s, a diffraction pattern and
a temperature measurement were collected simultaneously. Then, 0.3 s after the XRD
collection, both lasers were turned off synchronously. The XRD collection time was set to
1 s, whereas the acquisition time for the T measurements was adjusted according to the
signal saturation.
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During each run, the target power of the lasers was increased until a diffuse ring
(characteristic of a liquid sample) was detected in the diffraction pattern or it was not
possible to increase T any further. An accurate analysis of the diffraction patterns was
performed in order to detect the appearance of the melting and to obtain structural and
textural information about the sample and the insulating material. During the analysis
procedure, masks were applied on a per-image basis using the DIOPTAS suite [14]. The
images were azimuthally integrated and a LeBail analysis was performed using the TOPAS
suite [15] software in order to identify crystal structures and determine unit–cell parameters
at different P–T conditions. The EosFit suite [16] was used to determine the corresponding
thermal EoS from the obtained data. The melting at HP was determined by the appearance
of a diffuse scattering in the Ir diffraction signal.

2.2. Computational Methods

Calculations were performed using a quantum molecular dynamic (QMD) code and
the Vienna Ab initio Simulation Package (VASP) based on DFT. In particular, for the present
simulations of the equation of state of iridium, we used the local-density approximation
(LDA). The success of LDA applied to materials as dense as Ir was demonstrated with
the example of gold [17]. At low temperatures, the LDA error shifts the lattice constants
towards smaller values, but this shift appears to be very negligible for high density materi-
als. At these lattice constants the thermal pressure has a negligible volume dependence,
and, therefore, the effect of the LDA error is small. This explains why LDA is very success-
ful when applied to denser materials at low T. The absolute volume dependence of the
thermal pressure is rather similar for both LDA and its alternative generalized-gradient
approximation (GGA), and both show strongly increasing thermal pressure at larger vol-
umes. However, as the volume decreases (with increasing pressure), the LDA increase
of thermal pressure slows down, which causes LDA to deteriorate at smaller volumes
and higher temperatures. This will be discussed when comparing DFT results on Ir with
the experiments.

Ir was modeled by placing its nine outermost electrons (5d7 6s2) to the valence. These
nine valence electrons were represented with a plane-wave basis set with cutoff energy
of 300 eV, while the core electrons were represented by projector augmented-wave (PAW)
pseudo potentials. A 2 × 2 × 2 (32-atoms) super-cell was used in each case, with a very
dense k-point mesh of 35 × 35 × 35; this choice ensures full-energy convergence better
than 0.1 meV/atom, which was checked for each run. For finite-T simulations, we used
the algorithm of Nosé, which induces temperature fluctuations of approximately the same
frequency as the typical phonon frequencies of the material at the simulated P–T conditions.
The finite-T simulations typically require between 7500 and 10,000 time steps (of 1 fs) to
achieve full energy convergence and to produce sufficiently long output for the extraction
of reliable average for the value of pressure. An example of the time evolution of both
temperature and pressure during a Nosé algorithm run is shown in Figure 2.

To calculate the theoretical RDF of liquid Ir, we first prepared a liquid by melting fcc-Ir.
To this end, we used a 4 × 4 × 4 (256 atoms) f cc-Ir super-cell with a lattice constant of
4.0 Å, which was subject to initial T of 20,000 K and NVE-run for 10 ps (NVE means we
used a micro-canonical ensemble in which the total number of particles (N), the volume
(V), and the total energy (E) are assumed to be constant in the ensemble). The emerging
liquid that reached equilibrium at T ≈ 8000 K was slowly cooled down to 4260 K. The size
of the liquid super-cell was slightly decreased to correspond to ≈40 GPa. The adjusted
liquid super-cell was then NVT-run for 5000 ps (N, V, and T constant in the ensemble) to
extract its RDF, which was generated by VASP as part of the output of this run.
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Figure 2. Time evolution of pressure during the 10,000 time step run of fcc-Ir with a lattice constant
of 3.75 Å under a fixed temperature of 3000 K using the Nosé algorithm. The moving average is
shown as a black line. In the vertical axis, pressure is in GPa.

3. Results

3.1. Experiments

During the experiment, several heating ramps were performed on Ir starting from
two different initial pressures: 20 GPa and 30 GPa. The results obtained from the different
ramps were completely comparable with each other and an example of the observed
structural and textural evolution is reported in Figure 3 at selected T. In the investigated
P–T range, only peaks belonging to f cc Ir and MgO were observed with no evidence of any
solid–solid phase transitions or chemical reactions (such as IrO2 or MgIrO3). The texture of
both MgO and Ir showed a similar temperature-induced evolution, starting with a high
quality powder averaging at 300 K and showing increased recrystallization with the raising
T (see Figure 3).
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Figure 3. Selection of XRD patterns showing the (a) structural and the corresponding (b) textural evolution of an Ir sample
embedded in MgO PTM between ambient T and 2900 K, in a pressure range between 30 GPa and 41 GPa.
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During each heating ramp, a plateau in the temperature evolution was observed and,
despite the continuous increase in the lasers power, it was impossible to reach higher
T. During one particular heating ramp, together with the temperature plateau, it was
possible to observe a massive diffuse XRD signal (see Figures 4 and 5), characteristic of
the presence of molten material. An analysis of the textural evolution of this particular
ramp (Figure 4) shows how the signal coming from the Ir sample evolves with the raising
T: from a powder-like signal presenting several spots of higher intensities (at 1500 K) to a
single-crystal-like signal caused by T-induced growth of the grains [18] (at 4260 K) and,
finally, to a diffuse signal (at 4260 K) characteristic of the presence of liquid Ir. A better
visualization of the observed behavior can be obtained from the integrated signals of the
pattern reported in Figure 4. In fact, in Figure 5, it is possible to observe the amount of
diffuse signal observed in the red pattern (at 2649 K) compared to the other two patterns
obtained at lower T. Concerning the textural evolution of MgO, in Figure 4, it is possible
to observe how it does not change much in the reported T range. This confirms that the
measured liquid signal is actually from Ir and not from the insulating MgO material.

T=1500 K 
P=28 GPa

MgOIr MgOMgOIr Ir

T=2649 K 
P=32 GPa

T=4260 K 
P=40.3 GPa

a) b) c)

diffuse

Figure 4. Textural evolution of Ir sample and MgO-insulating material during the heating ramp
where melting was observed. (a) Both the sample and MgO are showing T-effects, characterized by
the presence of smaller (more intense) spots withing the powder rings. (b) While the MgO texture
remains quite similar to the previous case, Ir now exhibits the presence of single crystals caused by
the growth of Ir grains [18]. (c) Ir crystal peaks have essentially disappeared and have now converted
into an amorphous halo, whilst the XRD signal from the MgO is still similar to the previous case. In
all the reported images, the peaks belonging to Ir and MgO are labelled and the corresponding P–T
conditions indicated. In (c), the concentric red circles are used to assist the reader in identifying the
presence of the diffuse halo. The shadows observed on each image are caused by the presence of the
various optics of the LH system of I15 [9].

Due to the amount of liquid signal measured at 4260 K and 40.3 GPa, it was possible
to extract the experimental RDF (reported as g(r) in Figure 6), obtaining confirmation of the
melting of Ir and additional structural information. In particular, the two main oscillations
in the RDF signal (r1 and r2) are found at 2.81 Å and 5.31 Å. Considering the volume
expansion due to the solid/liquid transition, as expected in Ir from the slope of its Clausius–
Clapeyron curve simulated by Burakovsky et al. [6,19], a value of 2.81 Å for the radius
of the first coordination shell of liquid Ir is in good agreement with the first neighbour
distance of 2.64 Å obtained from the last measured diffraction signal of solid Ir. Comparing
the experimental and the theoretical RDF signals shown in Figure 6, it is possible to observe
that both the r1 and r2 peaks obtained from the DFT simulation are slightly shifted towards
lower r (by 0.01 nm) with respect to the experimental one. This is probably caused by the
slight underestimation of volumes (therefore, of atomic distances) caused by the use of
LDA (as mention above) compared to the experimental values. However, the experimental
r2/r1 ratio of 1.87 is in good agreement with the theoretical value of 1.81 obtained from the
DFT simulation. A similar value was also found for liquid Cu [20] (another f cc metal).
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Figure 5. Integrated diffraction signal of Ir embedded in MgO at three different Ts (the same as
those reported in Figure 4), before and after the melting of Ir. In particular, the appearance of the
characteristic diffuse signal from a liquid is clearly visible in the red pattern. MgO and Ir peaks
are labeled.

Figure 6. Comparison between the RDF signals of liquid Ir experimentally obtained at 40.3 GPa and
4260 K (black line) and the RDF signal obtained from DFT simulation at 4200 K and 40 GPa (red line).

In Figure 7, the experimental points obtained in the present study (solid and liquid) are
compared to the phase boundaries calculated in Burakovsky et al. [6]. As it is possible to
deduce from the figure, the present results (melting point included) are in good agreement
with the previous calculation and far below the melting curve of MgO as reported in
Kimura et al. [21] (confirming that the observed liquid signal is from Ir and not from the
insulating material).

The unit–cell parameters of Ir at different P–T conditions were determined from
a LeBail analysis of the measured XRD patterns. The present results corresponding to
different isotherms are reported in Figure 8, together with the RT isotherms determined for
experiments preformed using helium (He) [1], neon (Ne) [22], argon (Ar) [23] as pressure-
transmitting media up to 140, 70, and 65 GPa, respectively. Results from HT experiments
conducted at ambient pressure [24] are also reported in the figure for comparison.

The present RT results agree well with the experiments of Monteseguro et al. up
to 10 GPa [1]. However, at higher pressures, they show a smaller compressibility, which
becomes more similar to that determined from the experiments performed under Ar [23]
and Ne [22].
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Figure 7. Ir phases as observed at the present experimental P–T conditions (solid symbols) compared
to the DFT predicted phase diagram of Ir [6]. The melting line of MgO by Kimura et al. [21] is also
reported for comparison. Errors in the T measurement are reported for all the experimental point
obtained during laser heating. For simplicity, only the minimum and the maximum errors in P are
reported for clarity reasons.

Figure 8. Unit–cell volume of Ir versus pressure for different temperatures. Diamonds correspond
to the experiments of the present work. Circles are results from ambient-pressure experiments [24].
The black, blue, and red solid lines are the EoS determined from experiments carried out under
He [1], Ne [22], and Ar [23]. The dashed lines are the isotherms obtained from the P–V–T EoS we
determined.

A third-order Birch–Murnaghan (BM) equation of state [25] was fitted to the present
data. The obtained volume at ambient pressure (V0), bulk modulus (B0), and its pressure
derivative (B0’) are summarized in Table 1. They are compared with previous studies
following the results from the present calculations.
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Table 1. EoS parameters (at 300 K) determined from present and previous studies whose references
are indicated in the center column. In the upper part, we show results from experiments indicating
the pressure medium and the maximum P reached during the experiment. In the lower part, we
show results from calculations.

V0 [Å3] B0 [GPa] B0’ Method Pressure Medium P Max

56.48 339 (3) 5.3 (1) XRD [1] Helium 140 GPa
56.58 383 (14) 3.1 (8) XRD [23] Argon 65 GPa

56.64 (24) 341(19) 4.7 (3) XRD [22] Neon 70 GPa
56.69 306 (23) 6.8 (1.5) XRD [5] MgO 65 GPa

56.48 (9) 360 (5) 6.0 (5) XRD (this work) MgO 35 GPa

56.58 366 5.0 DFT [6]
56.17 377 5.3 DFT (this work)

From the P–V–T data shown in Figure 8, it was possible to determine a thermal EoS
taking advantage of the EosFit7 package [16]. For the analysis, we used diffraction data
measured at 300 (2) K, 1500 (20) K, 1900 (20) K, 2300 (30) K, 2700 (50) K, and 3100 (50) K, as
well as previous ambient-pressure results [24,26]. During the fitting procedure, the third-
order BM EoS generated from the RT compression experiment was used as the isothermal
part of the P–V–T EoS. In addition, a Berman equation was used as the thermal-expansion
model [27], assuming a linear variation of B0 with T. The pressure derivative of the bulk
modulus was assumed to be P-independent. On the other hand, the thermal expansion
was considered to be P-independent and to have a linear T-dependence. This simple
model properly describes all the available experimental results, as can be seen in Figure 8.
The obtained parameters are dB0/dT = −0.015(9) GPa/K, volumetric thermal expansion
α = 1.6(2)× 10−5 K−1, and dα/dT = 8.0(7)× 10−10 K−2.

3.2. Computer Simulations

In Figure 9, the isotherms obtained from the present DFT calculations are presented
and compared to the ones obtained from the experimental data (described in the previous
section). According to the data reported in the figure, it is possible to observe how the
present calculations underestimate the experimental volume at ambient P by less than
1%. Regarding the volumetric evolution with pressure, despite the underestimated value
of V0, at lower pressure the calculations give a slightly smaller compressibility than the
experiments (larger bulk modulus). However, beyond 20 GPa and for temperatures up to
1000 K, calculations and experiment provide very similar volumetric compressions, with
isotherms running nearly parallel to each other, as a consequence of the slightly smaller
calculated B0’. The RT EoS parameters obtained from the calculated isotherm at 300 K are
summarized in Table 1. A detailed comparison with the experimental results is presented
in the next section.

The calculated HT isotherms are well described using the same model employed to
analyze the experiments. The parameters determined from the present computer simula-
tions are dB0/dT = −0.03 GPa/K, α = 1.6 × 10−5 K−1, and dα/dT = 8.0 × 10−10 K−2.
The agreement with the experimental results is reasonably good. Only the effect of T on
the bulk modulus is larger in the calculations than in the experiments, causing a stronger
predicted compressibility for T higher than 1000 K. This is clearly visible in Figure 9, where
the comparison of calculations with experiments shows that as both P and T go up, the
theoretical p values start lagging behind their experimental counterparts; at the highest P
and T of this work, the shift is as high as ≈20 GPa at 80 GPa and 3000 K.

Regarding the melting temperature, as previously discussed, the DFT calculations
provide a melting curve in agreement (within the uncertainties) with the measured liquid Ir
at 40 GPa. Furthermore, the calculated and the measured RDF are also in good agreement,
with a difference in the position of the peaks of the first and second coordination spheres
of ≈0.01 Å.
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Figure 9. Calculated unit–cell volume of Ir versus P at different T (solid lines). The theoretical results
are compared with the P–V–T EoS obtained from the experiments (dashed lines).

4. Discussion

Now we will compare the bulk modulus and its pressure derivative obtained from
experiments and calculations in this work with those of the literature. Given the fact that
B0 and B′

0 are correlated, a proper comparison can only be made by plotting B′
0 versus B0,

as reported in Figure 10. Results from different works are included in the figure, including
the error bars when available. Confidence ellipses are also represented in the figure to
visualize the correlation between B0 and B′

0 of the present experiment.

Figure 10. B0’ versus B0. Values from different studies are included; see inset. Confidence ellipses
from the present experiments are shown.
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The theoretical values (from present and previous state-of-the-art calculations [6])
are within the 95.5% confidence level ellipse of the experimental ones. This means that
they are only two sigmas away from the experimental results, which can be considered
as a good match. The results from Monteseguro et al. [1] and Yusenko et al. [22] slightly
underestimate the bulk modulus. Notice that the experiment of Monteseguro et al. [1]
was done under hydrostatic conditions and in a larger pressure range. This can explain
the small differences in the EoS parameters. Regarding other experiments, the results
from Cynn et al. [23] overestimate B0 and underestimate B′

0. On the other hand, the
study by Cerenius et al. [5] reports an extremely low value for B0 but a reasonable value
for its pressure derivative. This could indicate a systematic error in the bulk modulus
determination not affecting the pressure derivative, which could be related to the sample
bridging between the two diamond anvils.

Regarding the calculations, in addition to the previous study of Burakovsky et al. [6],
there were previous DFT and tight-binding calculations. Calculations using a Klein-
man–Bylander separable non-local pseudopotential [28] give an overestimated bulk modu-
lus (B0 = 385 GPa) and the same happens for calculations using a Hartwigsen–Goedecker-
Hutter semi-core potential (B0 = 399 GPa) [29]. On the other hand, tight-binding calcu-
lations that underestimate the bulk modulus [30] give an underestimated bulk modulus
(B0 = 341 GPa).

In conclusion, Figure 10 and the comparison with previous studies show that the RT
EoS reported here gives the most accurate description of the volumetric compression of Ir.
This, and the agreement with previous studies and calculations of the thermal-expansion
behavior of Ir at HP, reinforce confidence regarding the accurate determination of the
present P–V–T EoS of Ir. In summary, the associated parameters are: V0 = 56.48 (9) A3,
B0 = 360 (5) GPa, B0’ = 6.0 (5), dB0/dT = −0.015(9) GPa/K, α = 1.6(2)× 10−5 K−1, and
dα/dT = 8.0(7)× 10−10 K−2.

Compared to the other transition metals (such as Au, Cu, Pt, Nb, Re, Ta, etc.), which
have been proposed as pressure standards in the literature [31], Ir results less compressible
than most of them (with the exception of Os [32]). In fact, their bulk moduli are ranging
from 136 GPa (Cu) to 320 GPa (Ru) [33–36]. However, Ir has several advantages compared
to the other metals, for example, it has a much higher melting temperature than Au, Cu,
and Pt [13,37,38], which makes it more suitable for HP–HT experiments. On the other
hand, it is much more inert than Re, Ta, and W, making it a better candidate as standard for
HP–HT experiments where chemical reactions are a sensitive issue [2,3]. In addition, the
thermal expansion of Ir (α = 1.6(2)× 10−5 K−1) is one third of that of Au and Cu [39,40]
and around 30% smaller than that of Pt and Ru [33,41]. This fact makes Ir a more interesting
metal for pressure calibration at HT, since the smaller thermal expansion makes it more
accurate, providing smaller thermal pressure (being it proportional to α × B0 [10]). In the
case of Ir α × B0 = 0.0058 GPa K−1, while in Au, Cu, Pt, and Ru, the same magnitude ranges
from 0.0062 to 0.0074 GPa K−1. In conclusion, Ir can be considered as an ideal standard
used for pressure calibration in high P–T XRD experiments due to its simple structure,
phase stability, strong signal, inert chemical properties, high melting temperature, and
thermal expansion properties.

5. Conclusions

In the present study, a thermal pressure–volume equation of state for iridium valid up
to 80 GPa and 3100 K has been obtained combining HP–HT laser-heating powder XRD
experiments and molecular-dynamic DFT calculations. The stability of the f cc phase of
iridium was also explored experimentally, confirming it as the only solid phase observed in
the investigated P–T region (48 GPa and 3100 K). The melting temperature of Ir at 40 GPa
was also determined to be 4260 (200) K. Results are compared with previous experimental
and theoretical studies. The reliability of the present results is supported by the consistency
between the values yielded for EoS parameters by the two methods. In particular, we
found that the EoS parameters determined from the present experiments agree very well
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with the calculated ones (within 95.5% confidence level ellipse). The experimental param-
eters are V0 = 56.48 (9) A3, B0 = 360 (5) GPa, B0’ = 6.0 (5), dB0/dT = −0.015 (9) GPa/K,
α = 1.6 (2)× 10−5 K−1, and dα/dT = 8.0 (7)× 10−10 K−2. The reported results will allow
the use of Ir as calibration standard for high-pressure and high-temperature experiments.
The comparison with other metals (Au, Cu, Pt, Nb, Re, Ta, and Os) shows that Ir is a reliable
pressure standard for high-pressures and high-temperatures DAC experiments. Finally, the
radial-distribution function of liquid iridium at HP and HT has been reported for the first
time. Information on the first and second coordination shells of liquid iridium is reported.
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Abstract: In the present study, the local atomic structure of a Nb3Sn superconductor sample has been
probed by X-ray absorption fine structure (XAFS) as a function of hydrostatic pressure (from ambient
up to 26 GPa) using a diamond anvil cell set-up. The analysis of the Nb-K edge extended X-ray
absorption fine structure (EXAFS) data was carried out combining standard multi shell structural
refinement and reverse Monte Carlo method to provide detailed in situ characterization of the
pressure-induced evolution of the Nb local structure in Nb3Sn. The results highlight a complex
evolution of Nb chains at the local atomic scale, with a peculiar correlated displacement of Nb–Nb
and Nb–Nb–Nb configurations. Such a local effect appears related to anomalies evidenced by X-ray
diffraction in other superconductors belonging to the same A15 crystallographic structure.

Keywords: Nb3Sn; local atomic structure; high pressure; XAFS

1. Introduction

Nb3Sn is a brittle intermetallic material belonging to the class of the A15 compounds
(space group Pm-3n) that in 1954 reached a superconducting transition temperature of
Tc ≈ 18 K [1]. Even more important, is its capability to carry high current densities
Jc > 103 A/mm2 [2], allowing to make compact magnets reaching high critical fields Bc2 up
to 30 T [3,4], essential for high field superconductor applications. These properties con-
tributed to make Nb3Sn the most widely used high field superconductor in top science
projects (CERN High luminosity LHC project [5], ITER [6] project) and industrial appli-
cations (NMR instruments, compact cyclotrons), with a record production in the period
2009–2014 of 150 Tons/Year for the ITER toroidal field magnets only [7]. The exceptional
requirements of these magnet-based projects revamped the interest in this material and
considerable efforts are now undertaken to further improve their critical performances
and efficiencies during the applications [8–10]. In particular, the effects of strains (axial,
transverse, hydrostatic) on Jc, Tc and the electrical resistivity, which may be caused by
thermal contractions and strong Lorentz forces due to the high currents, were extensively
explored [4,9,11–15]. However, less is known about the structural modifications induced by
pressure, especially on the crystallographic and atomic scale [15–17]. These informations
are crucial for achieving accurate model of the Nb3Sn properties. As a matter of fact, den-
sity functional theory (DFT) calculations have shown that squeezing the structure actually
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affects the phonon spectra and electronic density of states N(Ef ) of Nb3Sn [15]. However,
accurate models require deep knowledge about the atomic structure at the crystallographic
and atomic (local) scale.

Recently, structural changes have been highlighted in different A15 compounds as a
function of pressure. High pressure X-ray diffraction (HP-XRD) experiments [15], carried
out on technological Nb3Sn wires, showed an anomaly in the unit cell volume compression
(around 5 GPa) not associated with any structural phase transition. A similar effect, as-
cribed to isostructural transitions, was observed around 15 GPa for other A15 systems, e.g.,
Nb3Ga [18] and Nb3Al [19] . Whereas, low temperature (T = 10 K) HP-XRD measurements,
performed on a slightly non stoichiometric Nb3Sn1−x single crystal, have evidenced struc-
tural instabilities around 3 GPa, suggesting a dimerization of Nb–Nb chains, providing
alternating shorter/longer Nb–Nb pairs [17]. Recent simulations on Nb3Al suggested the
Pm-3n phase to be energetically not favoured with respect to the C2/c [20] phase, where
the lower symmetry allows for distortions of the Nb chains.

The XRD technique provides accurate long-range order structural characterization, but
misses details about the local atomic structure, i.e., the average relative atomic arrangement [21].
These details can be assessed exploiting the X-ray absorption fine structure (XAFS) spec-
troscopy, a chemically selective technique, sensitive to the local atomic structure. However,
to the best of our knowledge, XAFS literature data on Nb3Sn are quite rare, even at ambient
pressure/temperature conditions [22,23].

In this work, Nb K-edge HP-XAFS was used to obtain further insight on the atomic
structure of Nb3Sn between ambient pressure (AP) and 26 GPa. XAFS data analysis was
carried out combining well established multi-shell data refinement [24] and Reverse Monte
Carlo (RMC) approach [25]. In this way, it was possible to build a 3D model of Nb3Sn
structural details around the Nb sites, and to extract further information on the pressure-
dependence of the relative arrangements of Nb neighbors (many-body distribution func-
tions) in the structure.

2. Materials and Methods

X-ray absorption spectroscopy (XAS) measurements were performed at the beam-
line BM23 [26] of the European Synchrotron Radiation Facility (ESRF) at the Nb K-edge
(18.986 keV). The X-ray beam was focused down to 3 × 3 μm2 using the micro-XAS facility
the data of which were collected in transmission mode using two gas filled ionization
chambers to measure both the incident (Io) and transmitted (It) X-ray intensities. For sake
of comparison, additional Nb K-edge XAS spectra were measured at the P65 beamline
(Petra-III, DESY synchrotron radiation facility in Hamburg, Germany) [27] on powder of
the same sample, in standard transmission geometry at ambient conditions.

A membrane diamond anvil cell (DAC) was equipped with nano-polycrystalline
diamonds [28,29] with a culet size of 400 μm. The gasket was prepared from a pre-indented
and laser drilled stainless steel foil. The Nb3Sn samples were obtained from a polycrys-
talline bulk piece sintered by Hot Isostatic Pressure (HIP) technique (2 kbar Argon pressure
at 1250 ◦C for 24 h) at the University of Geneva [30]. A grain size of about 20 μm and a
composition very close to stoichiometry (24.8 at.% Sn) were determined from SEM/EDS
analysis. A sharp superconducting transition was observed at 17.9 K by AC susceptibility.
Finally, a Rietveld refinement yielded a lattice constant at ambient conditions of 5.291 Å
and a Bragg–Williams [31] long-range order parameter S of 0.98. Further details on the
synthesis procedure and preliminary characterization can be found in Ref. [32]. Samples
from the same batch were characterized by means of microwave measurements [33], yield-
ing a normal state resistivity ρn � 14.8 μΩ · cm, a critical temperature Tc = 17.8 K and
an extrapolated upper critical field Hc2, giving μHc2(0) of � 27 T [34], in full agreement
with the accepted values [4] for pure Nb3Sn. The sample for the XAS measurements was
prepared by grinding a piece of Nb3Sn bulk in an agate mortar to obtain a fine powder.
The latter was then squeezed between two diamond anvils in order to obtain a thin and
homogeneous pellet which was cut and loaded in the DAC’s high pressure chamber. A
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ruby chip was placed a few μm away from the sample and used as pressure gauge. Once
the good quality of the sample loading was checked by means of X-rays (providing an
absorption jump of 0.3 at the Nb K-edge), the high pressure chamber of the DAC was filled
with Ne gas to ensure good hydrostatic conditions for the investigated pressure range [35].
During the experiment, the pressure inside the DAC was measured, before and after each
energy scan, using the ruby fluorescence method [36], following the calibration of Doro-
gokupets and Oganov [37]. High pressure measurements (HP) were carried out at room
temperature at seven pressure values in the range between 0.3 GPa and 26 GPa. In order to
get a good statistics, the data at each pressure point was obtained by collecting at least four
energy spectra, which were checked for energy scale alignment and then averaged.

For each pressure point (AP and HP data), the experimental absorption signals
α(E) = log(Io/It) were treated along the standard procedures for pre-edge background
subtraction, edge jump normalization and extraction of the structural extended X-ray
absorption fine structure (EXAFS) signal χ(k) using the ESTRA software suite [38]. The
pre-edge background was modelled with a straight line calculated by fitting the data in the
interval 18.788–18.908 keV before the edge. The obtained background was then subtracted
from the total signal, obtaining α′(E). The edge energy E0, defining the origin of the photo-
electron wave-vector k = h̄−1√2me(E − E0) (me = electron mass), was selected at the first
inflection point of the absorption edge (maximum of the first derivative) and refined during
the fit. The post edge atomic absorption background (α0) was calculated fitting a N-knots
polynomial spline through the data. The structural EXAFS signal was finally calculated as:
χexp(k) = (α′ − α0)/α0. In order to avoid artefacts coming from the signal extraction, the
same procedure and normalization parameters were used to extract the EXAFS signal from
all the data at different pressures. The k2-weighted experimental spectra at the measured
pressures are presented in Figure 1 along with the moduli of their Fourier transforms (FT)
and best fits (see below). The sample homogeneity is crucial for reliable XAFS analysis,
the good agreement between HP and AP data underlining the good quality of the spectra
Figure 1). Furthermore, the agreement between structural parameters obtained from the
analysis of AP and 0.3 GPa data confirms the reliability and reproducibility of the analysis
procedures.

Figure 1. (a) Experimental (dots) and best fit (lines) Nb K-edge k2-weighted extended X-ray absorp-
tion fine structure (EXAFS) spectra as a function of pressure. (b) Moduli of the FT of k2-weighted
EXAFS spectra (dots) and best fit curves (full lines). In each frame the corresponding pressures are
marked and the curves are vertically shifted for sake of clarity.
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2.1. Standard EXAFS Data Analysis

The quantitative EXAFS data analysis was firstly carried out following a standard
multi-shell [24,39] data analysis procedure using the program FitEXA [38]. The k2-weighted
raw spectra were fitted in the 3–14.5 Å−1 k-range to the model function k2χth. The non-
linear least-square data refinement and error analysis has been implemented using the
MINUIT routine package [40]. The theoretical EXAFS function is given by a sum of partial
contributions (coordination shells) χth = ∑i χi, each χi being calculated from the standard
EXAFS formula [38]:

χi(k) = S2
0Ni

Aisin(2kRi + φi)

kR2
i

e−2k2/σ2
i e−2Ri/λi . (1)

This model is valid in the case of small and harmonic (Gaussian) disorder [41] and
assumes each contribution originating from a Gaussian shaped coordination shell defined
by three structural parameters: the multiplicity number Ni, the average coordination dis-
tance Ri and the mean square relative displacement (MSRD) factor σ2

i . The semi-empirical
amplitude reduction factor S2

0 takes into account for many body losses, after preliminary
tests it was fixed to 0.9 for all the data analysis. The theoretical amplitude (Ai), phase (φi)
and mean free path (λi) functions were calculated using the FEFF 8.2 program [42] using
an atomic cluster based on the crystallographic Nb3Sn structure within the Pm-3n space
group [43]. The squeezing of the lattice parameters in the investigated pressure range [15]
is less than 5% and it is expected to have a weak effect on the Ai, φi and λi; therefore they
were not recalculated as a function of pressure.

In order to reduce the number of free parameters and the correlations among them
(so improving the reliability of the obtained results) during the multi-shell EXAFS data
fitting, constraints were imposed based on the crystallographic structure [39] of Nb3Sn.
The adopted unit cell schematized in Figure 2 was cubic (edge length a). The Sn atoms
were located at the cube corners and center, forming a body-centred cubic (bcc) lattice,
while the Nb atoms were arranged in pairs along chains parallel to the x, y, and z axis, at
the center of each face of the cube.

Figure 2. Representation of the Nb3Sn structure, where Nb and Sn atoms are reported in light red
and purple, respectively. For sake of clarity some of the atoms have been labelled following the
nomenclature of Table 1, in order to identify the various paths used for the EXAFS analysis. The
dimension of the Nb0 atom has been enhanced to help the reader finding the absorbing atom.

The three main peaks observed between 1.8 Å and 3.2 Å in the FT (uncorrected for
the phase shift) were partially overlapping (Figure 1b). They were assigned to the first
three neighboring shells around a generic Nb0 absorber in the A15 structure (Table 1),
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namely the two NbI along the Nb chain (a/2 away from Nb0), the four SnI at the close
cube corners and centers of adjacent cubes (a

√
5/4 away) and the eight NbI I on the close

faces (a
√

6/4 away). The features in the FT in the 3–6 Å region derived from single (SS)
and multiple scattering (MS) contributions in the more distant region. For the analysis the
SS and MS were selected on the basis of their amplitude and statistical significance in the
fitting. In particular, the intense MS paths Nb0-NbI-NbIV and Nb-SnI-NbV , being enhanced
by collinear arrangements (forward and double forward scattering) were considered in the
fitting model. For sake of clarity, the neighboring shells assignment used for the EXAFS
data analysis is resumed in Table 1, giving the atomic position relative to the generic Nb0
absorber at (1/4, 0, 1/2) in the unit cell.

Table 1. Definitions of the seven neighboring shells used for the EXAFS data analysis calculated
assuming the generic Nb0 absorber located at ( 1

4 , 0, 1
2 ). The atom labels are those shown in Figure 2.

For each shell, the labels of the neighboring atoms used in the text and the half path length R(a) as a
function of the cube edge (lattice parameter) a are reported. For each atomic configuration contribut-
ing to the shell the multiplicity (N), the scattering model (single SS, or multiple MS, scattering) and
the neighboring relative position respect to Nb0 (in units of the lattice parameter a) are shown. The
scattering paths are also reported for sake of completeness (path) along with the relative intensity
respect to the NbI shell as given by FEFF, the MS terms include the three and four leg paths.

Shell Atoms R(a) N Scattering Position Path

I NbI
a
√

4
4 2 SS (± 1

2 , 0, 0) Nb0-NbI (100% )

II SnI
a
√

5
4 2+ SS (− 1

4 , 0,± 1
2 ) Nb0-SnI (173% )

2 SS ( 1
4 ,± 1

2 , 0)
III NbI I

a
√

6
4 4+ SS (− 1

4 ,± 1
2 ,± 1

4 ) Nb0-NbI I (247% )
4 SS ( 1

4 ,± 1
4 ,± 1

2 )

IV SnI I
a
√

13
4 2+ SS ( 3

4 , 0,± 1
2 ) Nb0-SnI I (45% )

2 SS (− 3
4 ,± 1

2 , 0)
V NbI I I

a
√

14
4 4+ SS ( 3

4 ,± 1
2 ,± 1

4 ) Nb0-NbI I I (152% )
4+ SS ( 1

4 ,± 3
4 ,± 1

2 )
4+ SS (− 3

4 ,± 1
4 ,± 1

2 )
4 SS (− 1

4 ,± 1
2 ,± 3

4 )

VI NbIV
a
√

16
4 2+ MS (±1, 0, 0) Nb0-Nb1-NbIV (163% )

2+ SS (0,±1, 0) Nb0-NbIV (46% )
2 SS (0, 0,±1)

VII NbV
a
√

20
4 2+ MS ( 1

2 ,±1, 0) Nb0-SnI-NbV (142% )
2+ MS (− 1

2 , 0,±1)
2 SS (− 1

2 ,±1, 0) Nb0-NbV (42% )

Based on the crystallographic structure, the multiplicity numbers (Ni) of the various
contributions were kept fixed. All the shell distances Ri were constrained to the lattice
parameter a (left free to vary) through the R(a) functions (Table 1), except the nearest
neighbors RNbI distance. Indeed, due to the correlated disorder [41,44], it may depart from
the expected crystallographic length. Double and triple scattering contributions (MS) (as
well as SS one), were considered for the VI and VII shells. The MSRD factors were refined
independently for the various shells.

After some preliminary tests, it was found that seven shells were enough to fit the
data reproducing the main structural features observed in the FT graph up to 6 Å. An
example of the best fit obtained at 23 GPa is presented in Figure 3, together with the partial
contributions of the seven shells used in the analysis. The edge energy shift Eo and the S2

o
were kept fixed for all the spectra in order to improve the reliability of the observed trends
on the structural parameters. During the EXAFS analysis, a total of 13 free parameters were
used. The pressure-induced evolution of the Nb–Nb nearest neighbors (RI) distance and
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the lattice parameter (a/2) are reported in Figure 4, together with the MSRD for the first
(NbI) and the second (SnI) shells.

Figure 3. Example of the best fit obtained at 23 GPa for the EXAFS signal of Nb3Sn at the Nb K-edge using the standard (left
panels) and Reverse Monte Carlo (RMC) (right panels) analysis . In particular, (a,b) panels report the k2-weighted EXAFS
signal and the corresponding Fourier transform (FT) moduli |FT|, respectively. In both the panels, the experimental data are
reported as green dots, whereas the best fit curves as black lines. The partial contribution used in the analysis are shown
(yellow lines), vertically shifted for sake of clarity. Right panels (c,d) show the k2-weighted Morlet wavelet transform for
the experimental and CA-model from the RMC refinement. The Fourier transform (FT) moduli |FT| and the Back Fourier
filtered (FF) curves obtained from the RMC refinement are shown in Figure S1 of the Supporting Information.

Figure 4. (a) RNbI distance (orange symbols) and the a/2 parameters (light blue symbols) are shown. The RNbI is
systematically larger than a/2, signifying an anticorrelated Nb–Nb neighbor displacement perpendicularly to the Nb chain,
as schematized in the inset. (b) The mean square relative displacement (MSRD) of the first (σ2

NbI
), second (σ2

SnI
) and third

(σ2
NbI I) neighbors are shown as a function of pressure.

2.2. RMC Data Analysis

The RMC method is a simulation technique providing a 3D model of the atomic
structure of a sample. This is obtained by minimizing the difference between the structure-
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related experimental signal and a configuration averaged (CA) theoretical curve calculated
from the simulated atomic positions. The advantage of RMC with respect to other simula-
tion techniques (such as standard Monte Carlo method or molecular dynamics), consists
in the fact that it does not require any knowledge on the actual interatomic potentials of
the material.

In the present study, the RMC analysis was performed using the EvAX suite [25]. This
software combines an evolutionary algorithm (EA) with RMC, providing an optimized
computational efficiency. EvAX was explicitly built for characterizing the local structural
and thermal disorder in crystalline materials from the analysis of their experimental EXAFS
signal within the multiple-scattering formalism [45]. It has already been successfully
applied for the characterization of several systems [25,44,46].

In EvAX the configuration average EXAFS signal χCA(k) is obtained using the ab initio
real space multiple scattering FEFF8.5L code [47], embedded in the EvAX distribution. The
obtained signal is then compared with the experimental one (χexp(k)). The initial atomic
configuration is generally defined according to the space group and lattice parameter of the
selected material (Pm-3n in this case). It is then possible to choose the size of the structural
unit (supercell), its shape and boundary conditions. During the RMC refinement procedure,
the atomic positions are randomly displaced and a new χ′

CA(k) is calculated and compared
to the χexp(k), the new atomic configuration are accepted or discarded following a modified
METROPOLIS algorithm [45]. In the present study the comparison between χCA(k) and
χexp(k) has been carried out looking at the weighted squared differences ξk,R between the
configuration averaged theoretical and experimental spectra in both the k and R space,
known as Morlet wavelet transform space (WT) [45]:

ξk,R =
||WTCA(k, R)− WTexp(k, R)||2

||WTexp(k, R)||2 (2)

in this way, it was possible to improve the fitting constraints by taking into account the
two-dimensional representation of the EXAFS signal with a simultaneous localization in the
energy and frequency space domains. In order to implement the evolutionary algorithm, a
population of several supercells is used whose structures are RMC refined and crossed at
each generation using genetic rules so to massively improve the statistic of the simulation
and makes the convergence of the procedure faster than standard RMC algorithms.

In the present study, EvAX simulations of the Nb K edge EXAFS data were performed
using the Linux Cluster of the Department of Matematica e Fisica of the University Roma
Tre. The minimization procedure has been performed in the k2-weighted WT [48], con-
sidering k between 3–16 Å−1 and R between 0–6 Å. The Nb3Sn crystallographic structure
from Ref. [43] was used as the starting configuration for a population of 32 supercells, each
one consisting of 3 × 3 × 3 cells with periodic boundary conditions, containing a total
of 216 atoms (162 Nb + 54 Sn) per supercell. The theoretical χCA(k) EXAFS spectra were
calculated considering MS paths with up to 4 scattering legs with 6 Å maximum length. At
each RMC iteration, new supercell configurations were generated by randomly displacing
all the atoms of the simulation box by a maximum displacement of 0.2 Å. The simulated
annealing approach was used to efficiently reach the global minimum. The acceptance ratio
of the new atomic configuration was not fixed but it decreased slowly following a cooling
scheme. The length of the cooling scheme, set by the number of iterations after which only
the atomic displacements improving the agreement between experiment and theory were
accepted, was set to 1500. Figure 3c,d show an example of the k2-weight multi-shell data fit
and RMC best fit in the WT space, obtained for the HP data at 23 GPa. The k2-weighted
configuration averaged curve k2χCA(k) and its Fourier transform modulus, as obtained
from the EvAX output for the HP data at at 23 GPa, are shown in the Supporting Material.

The n-body distribution functions (g(n)) formalism [49] allows the description of
the relative neighboring arrangements, providing a set of parameters containing their
geometrical configurations. For example, the three-body configuration (g(3)) is defined
by two distances and the angle between them. The structural parameters defining the
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g(n) (interatomic distances and bond angles) and the corresponding statistical parameters
(mean, variance, and anharmonic terms), are calculated directly from the 3D atomic models
using a specifically written Python code with the NumPy [50] library package. In order
to evaluate the simulation’s uncertainties, four independent RMC runs were performed
using different seeds for the pseudo-random number generator [25]). The parameters and
their uncertainties reported in Figure 5 correspond to the average values and standard
deviations of those obtained from the different seeds.

Figure 5. Synthesis of the main RMC results. (a) RNbI and (b) RSnI distributions histograms as a
function of pressure. (c) Top panel (Distance): pressure dependence of RNbI and a/2 compared to the
one obtained from the standard analysis. (c) Second panel from the top (MSRD): pressure-induced
evolution of the variance (σ2) of the first three shells as obtained from the RMC simulations. (c) Third
panel from the top (Skewness): pressure-induced evolution of the asymmetry of the distribution of
the Nb–Nb nearest neighbor pair distribution function. (c) Bottom panel (Kurtosis): pressure-induced
evolution of the Kurtosis of the distribution of the first shell

3. Results and Discussion

The obtained EXAFS signal (weighted by k2) and the corresponding Fourier transforms
(FT) are reported in Figure 1. The effect of pressure was evident, with the squeezing of
the distances in the FT and the corresponding expansion of the EXAFS oscillations in
the reciprocal space. The experimental EXAFS signals were analyzed by using both the
multi-shell data analysis [24,39,51] and the RMC/EA methods [25], in order to obtain
detailed local structural and topological information.

Due to its intrinsic nature, the XAFS signal probed the local atomic structure around
the absorbing atoms, providing the relative neighboring arrangement and the correspond-
ing disorder around the average absorber [52]. Furthermore, owing to the strong interaction
between the photo-excited electrons and the potentials of the neighboring atoms, the XAFS
signal was sensitive to multiple scattering processes [47]. Therefore, the MS analysis could
provide details about the topology of the local atomic structure around the absorber (bond
angles, shape and orientation of coordination polyhedra, etc.) through the many body

116



Crystals 2021, 11, 331

distribution functions (g(n)) [25,49]. Such information is hidden from other structural
probes, such as neutron and X-ray diffraction techniques [53]. The MS analysis could be
a difficult task using standard EXAFS methods based on the multi-shell data refinement
due to Provost et al. [54]: i. increasing number of required parameters; ii. increasing
correlations among the structural parameters (as more distant neighbors are taken into
account); iii. the failure of the small harmonic disorder model [41] and the occurrence
of correlated disorder in SS and MS shells [41,55]. Imposing appropriate constraints (as
detailed above) is a valuable way to obtain highly reliable structural information [24] but
topological details can be elusive, especially when dealing with ordered structures charac-
terized by a large number of non negligible MS contributions. Therefore, the RMC-based
atomistic simulations helped deepen the topological details through the direct access to the
3D structural models. Below, the results obtained combining multi-shell and RMC EXAFS
data analysis are discussed.

The main structural parameters obtained from the EXAFS data analysis are shown in
Figure 4. The average lattice parameter a/2 and RNbI are shown for sake of comparison.
The parameter a is the unique free parameter used to refine the further shells which are
progressively less affected by the correlated disorder. It represents the analogous of the
lattice parameter obtained by XRD and indeed, it matches well the aXRD experimental
behavior reported in the analysis of technological Nb3Sn wires [15]. Noticeably, the
Nb–Nb nearest neighbor distance RNbI is significantly larger than a/2 at low pressures
but converges to a/2 with increasing pressure. Interestingly, the values of a/2 and RNbI
found at 26 GPa coincide with the half of the lattice parameter obtained by HP-XRD at the
same pressure, on Nb3Sn powders from technological wire sample [15]. Such a behavior
suggests a general anticorrelated displacement of the Nb–Nb neighbors perpendicularly
to the average Nb chain directions at ambient conditions (as schematized in the inset of
Figure 4a). The application of an external pressure acts against this anticorrelation, by
increasing the alignment of the Nb–Nb bonds with the cell axis. The average tilting angle
of the Nb–Nb bond with respect to the Nb chain, calculated assuming a perpendicular
anticorrelated displacement of the Nb–Nb pairs, decreases from 6.5(5)◦ at 0.3 GPa to 3(1)◦
at 26 GPa.

In order to take into account possible anharmonic effects, the additional cumulant
expansion of the EXAFS formula was attempted for the data analysis of the NbI shell [41].
However, we found the correlations between the first cumulant C1 (distance) and the third
one C3 (skewness), taking into account the asymmetry of the distribution, to be higher than
90% . The same is true for the correlations between C2, being the MSRD, and C4 (Kurtosis)
describing the tailedness of the distribution. This gave large uncertainties on the parameters
making the results less reliable. Therefore, we did not use the cumulant expansion in the
standard analysis but exploited the RMC analysis to obtain deeper structural details.

The plots in Figure 5 show the NbI (panel a) and SnI (panel b) pair distribution
functions as obtained from the RMC models. The Nb0 and SnI distributions are broad
and asymmetric at low pressures. Raising the pressure makes the distributions narrower
and shortens the interatomic distances, visually showing the “squeezing” and the over-
all ordering of the structure. To obtain quantitative information about the local atomic
structure around Nb atoms, we calculated the parameters characterizing the neighboring
distributions (mean values, variances, higher moments of the distributions) as a function of
pressure directly from the RMC structural models (see Figure 5c). The results obtained by
RMC refinement of the EXAFS data measured at 0.3 GPa in DAC were fully consistent with
those independently measured at AP on a standard set-up. This reinforces the confidence
on the reproducibility of the data and the reliability of RMC analysis on independent data
sets. However, from this data it is evident that at low pressures, the NbI distances, a/2
and the MSRD parameters calculated from the RMC atomic models differed from those
obtained using the standard EXAFS analysis (Figure 5c, Distances and σ2).

To explain this discrepancy we must point out that, as discussed in the EvAX man-
ual (http://www.dragon.lv/evax/), the structural parameters characterizing the atomic
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distribution (average interatomic distances, MSRD, and so on) estimated from the atomic
configurations, cannot directly be compared with the results of standard EXAFS if the
atomic distributions are asymmetric. This is due to the fact that Equation (1) is blind
to non-Gaussian contributions [41], while the RMC model converges to the most disor-
dered solution consistent with the experimental data [56]. In our case, absolute differences
are expected between the two methods, especially for the low pressure data, where the
atomic distributions appear broader and asymmetric. As the pressure squeezes the atomic
distributions, the results of RMC and standard EXAFS analysis converge to similar values.

In order to prove the consistency between the present RMC and standard analysis,
we considered the χ

(AP)
CA obtained from the RMC structure at AP and the corresponding

χ
(AP)
exp experimentally obtained and we fitted both signals following the standard EXAFS

formula. The obtained results are reported in Figure 6 and Table 2. The good agreement
between the structural parameters obtained fitting the experimental and the RMC signal
confirmed how the above mentioned discrepancy was liked due to the different sensibility
of the two methods. In fact, while the absolute values obtained from RMC and the
standard EXAFS analysis differed, the overall structural behavior was confirmed. In
particular, the RNbI distances (Figure 5c—Distance panel) at low pressures result was larger
than the a/2 calculated from the average next neighbor Nb distances. However, such a
difference decreases with the increasing pressure and, similarly to the standard analysis
case, RNbI � a/2 at high pressures. This confirms the model of anticorrelated Nb–Nb
displacement along directions perpendicular to the Nb chains.

Figure 6. Best fit of the AP data comparing the k2χ
(AP)
exp (top figures: (a,b)) and k2χ

(AP)
CA (bottom

figures: (c,d)). In particular, (a,c) panels report the k2-weighted EXAFS signal and (b,d) panels their
corresponding Fourier Trasform (FT) moduli |FT|. In both the panels, the experimental data are
reported as green dots, the best fit curves as black lines and the residuals are reported as grey dots at
the bottom of the figures.
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Table 2. Comparison between the structural parameters obtained from the EXAFS and RMC fit of

the experimental AP data k2χ
(AP)
exp and from the EXAFS fit of the χ

(AP)
CA curve.

AP Data RNbI [Å] a/2 [Å] σ2
NbI

EXAFS fit of χexp 2.644(4) 2.638(3) 0.0064(4)
RMC fit of χexp 2.60(1) 2.56(1) 0.020(2)

EXAFS fit of χCA 2.649(4) 2.644(4) 0.0064(4)

Considering the pair distribution functions obtained from the RMC model in Figure 5,
it was possible to observe a bimodal distribution appearing at 26 GPa, with two sharp
peaks with ΔR/R ∼ 3.8%. We therefore tried to improve the standard EXAFS analysis of
the data at 26 GPa considering a bimodal distribution for the NbI shell. During the fit, two
RNbI (a, b) distances were refined with the same multiplicity numbers (N(a, b) = 1) and
MSRD (σ2

NbI
(a) = σ2

NbI
(b)). The obtained fit is shown in Figure 7 and the corresponding

results are reported in Table 3 along with the square residual function R2
w, a statistical

indicator representing the best fit quality [38]. The RNbI (a, b) distances (Table 3) matched
well those in Figure 5a) and σ2

NbI
(a, b) were half of the MSRD of the single shell model.

This demonstrated the consistency between RMC and the standard EXAFS analysis and
reinforces the reliability of the analysis procedures. It is important to notice that, as the
double shells model slightly improved the fitting by about 5%, the number of free parame-
ters increased by one. To evaluate the statistical significance of the best fit improvement we
evaluated the associated Fisher F function [57]:

F =
R2

w1
− R2

w2

R2
w2

Ni − n2

n2 − n1
� 1.7 (3)

where n1 and n2 are the number of free parameters in the fit with single or double NbI shell,
R2

w1
and R2

w2
the corresponding square residual functions and Ni � 51 is the number of

independent experimental points in the fit [57]. The experimental F � 1.7 corresponded to
a p-value � 0.2, which established that the double shell model was not statistically justified
in the standard analysis despite the improvement of the residual function.

Table 3. Quantitative parameters obtained from the EXAFS fit of the data at 26 GPa. The results
obtained with a single shell model and a bimodal distribution model are compared. Parameters
indicated with * were constrained during the analysis. The multiplicity number N was fixed to 2 for
the single shell model while for the bimodal distribution model it was constrained to 1 for each shell.
In the bimodal distribution model the RNbI parameters was left free to vary for each shelll and the
σ2

NbI
of the two contributions was constrained to be the same. In the last column of the table the R2

W
parameters indicates the best fit quality.

26 GPa N RNbI [Å] σ2
NbI

R2
W

single shell model 2 * 2.545(4) 0.0044(4) 0.0615

bimodal distribution model 1 * 2.498(5) 0.0022(2) * 0.05872.607(4)

119



Crystals 2021, 11, 331

Figure 7. Best fit of the k2χ(k) data at 26 GPa. In panel (a) the best fit obtained with a single shell
model is reported while panel (b) shows the fit obtained with a bimodal distribution model of the
NbI shell. In both the panels, the experimental data are reported as green dots and the best fit curves
as a black line. The contributions used to fit the NbI shell (S1 for the single shell model, S1 and
S2 for the bimodal distribution model) are reported by orange lines vertically shifted for clarity.
The contributions from the other coordination shells are not shown for sake of clarity. The best fit
residuals (k2(χexp − χ f it)) are reported as grey dots at the bottom of the panels.

The MSRD calculated for the first three shells (σ2
NbI

, σ2
SnI

, σ2
NbII

) are shown in
Figure 5c—MSRD. They were all larger than those found in Figure 4. As discussed above
such a discrepancy must be attributed to the different sensitivity of the standard EXAFS
formula and RMC refinement to the atomic distribution functions. However, the three
MSRD data decreased under raising pressure, pointing out to an overall ordering of the
structure. At lower pressure, the σ2

NbI
was the largest of the three but it decreased upon

pressure increase as δσ2

δP � −7.0(2)× 10−4 Å
2
/GPa. Whereas, the σ2

SnI
and σ2

NbII
were both

decreasing with the same (slower) rate of δσ2

δP � −3.5(2)× 10−4 Å
2
/GPa. To understand

this effect we note that the MSRD measured by EXAFS for an hypothetical pair of atoms
A − B was [41,44]:

σ2
AB = σ2

A + σ2
B − 2γABσAσB

where σ2
i is the average atomic displacement of the i-th atom around its equilibrium position

in the crystallographic structure, γAB is the atomic displacement correlation function
(−1 ≤ γAB ≤ 1). In this formula γAB = 0 means the A and B atomic displacements were
uncorrelated, whereas γAB > 0 (γAB < 0) means that A and B atoms were displaced in the
same (opposite) direction(s). The atomic displacement of distant neighbor shells was likely
uncorrelated (γAB ∼ 0) [52], so that the more rapid decrease of σ2

NbI
was in agreement

with the reduction of anti-correlated displacement of Nb atoms perpendicular to the Nb
chain discussed above, and even suggested a positive correlation when raising the pressure
above 23 GPa.

The higher moments of the NbI distribution were calculated directly from the 3D
atomic models (Figure 5c—Skewness and Kurtosis). At ambient pressure, the NbI pair
distribution is strongly asymmetric (Skewness ≈ −1), with a broad tail at low R. Under
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applied pressures (up to 20 GPa), the asymmetry slightly increased (Skewness absolute
value), then it suddenly decreased and vanished at 26 GPa. The pressure-induced evolution
of the Kurtosis showed an initial negative value at AP and 0.3 GPa. When raising the
pressure, its value increased systematically up to 23 GPa then suddenly dropped down once
26 GPa are reached. These findings established a complex pressure-induced evolution of the
Nb–Nb pair distribution functions and pointed out an anomaly above 23 GPa. Noticeably,
no structural changes were found by XRD in the same pressure range, underlining the local
nature of these changes.

Further details about the local atomic arrangement around the Nb atoms are obtained
by looking at the three body distribution functions g(3), in particular by looking at the
order along the Nb chains. The sensitivity of EXAFS to the g(3) of the Nb–Nb–Nb triangles
was high because the MS signal was enhanced by the focusing effect on the central atom.

The RMC atomic model allowed the geometrical parameters defining the Nb–Nb–
Nb arrangement to be directly calculated, in particular, the two Nb–Nb shorter bonds
R1, R2, and the angle between them θNb. In Figure 8 (panels b) the θNb distribution is
presented. It is possible to observe how its average value increased from 174.9◦ in the
low pressure RMC models (AP and 0.3 GPa) up to 176.4◦ for the highest pressure model
(26 GPa). This trend was in agreement with the standard EXAFS analysis and confirmed
that a higher pressure not only squeezed the structure (interatomic distances) but also
reduced the anticorrelated displacement of the Nb neighbors perpendicular to the Nb
chains. Additional qualitative information can be derived by looking at the R2 vs. R1
plots (Figure 8a: panels) providing a view of the Nb–Nb–Nb displacement correlation
along the chains. At low pressures (AP and 0.3 GPa) the R2 vs. R1 points were quite
randomly scattered. Raising the pressure to 5 GPa established a peculiar trend in the R2 vs.
R1 distribution with two different atomic displacement models: i. A fraction of (R1, R2)
configurations were arranged close to the center of the panels (R2 � R1) and were weakly
correlated; ii. The remaining fraction of (R1, R2) point roughly aligned along the plot’s
diagonal, suggesting a configuration where R1 and R2 varied in an anti-correlated way:
larger R1 correspond to shorter R2 and vice versa, with the relative difference between
R1 and R2 being ΔR/R ∼ 9%. We emphasize how this finding established an evolution
of the Nb–Nb–Nb g(3) up to 5 GPa, in the same pressure region where anomalies in the
compressibility of the Nb3Sn (technological wires) have been reported [15].

In order to represent the Nb–Nb–Nb g(3) behavior above 5 GPa, we built a qualitative
model as schematized in the right panels of Figure 8c: i. a fraction of Nb–Nb–Nb configu-
ration (highlighted in red) corresponds to Nb-Nbc-Nb isosceles triangles (R1 ≈ R2) with
Nbc randomly displaced, preferentially in the direction perpendicular to the Nb chains
(Figure 8c, top scheme). ii. The other fraction (highlighted in green), was associated to the
asymmetric arrangement of Nbc (with R1 < R2 or R2 < R1) where the Nbc was randomly
displaced, preferentially in the direction parallel to the Nb chains, thus providing a local
dimerization of the Nb–Nb bonds (Figure 8c, bottom scheme). The results of such a simula-
tion are shown for the 14 GPa analysis in Figure 8c (center panel) for sake of qualitative
comparison. Under compression, the fraction of anticorrelated configurations decreased
also reducing ΔR = |R2 − R1|. The fraction of dimerized configurations disappeared at
23 GPa. Upon further compression (up to 26 GPa) the R2 vs R1 distribution results were
more squeezed. In particular, the value of the average distribution of RNbI became very
close to a/2 (Figures 4 and 5). Interestingly, while a fraction of the configurations was
localized at the points R1 ∼ R2, at such a pressure a novel R2 vs R1 correlation mode was
established, where shorter (around 2.5 Å) and sharper R1( R2) distances were associated
to longer (around 2.6 Å) and wider R2 (R1) distances, corresponding to the bimodal RNbI
distribution highlighted in Figure 5.
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Figure 8. Pressure induced evolution of the R1 − R2 distances (a) and corresponding angles (b).
Explanatory model (c) of the correlated disorder for R1 − R2 distribution compared with the ex-
perimental data obtained from RMC model at 14 GPa (background). The points are calculated by
randomly displacing Nbc. For the red points the average distances are the same R̄1 = R̄2 and the
random displacement is preferentially perpendicular to the Nb chain (as schematized in the top
scheme). For the green points the average distances are different R̄1 > (<)R̄2 and the random
displacement is preferentially parallel to the Nb chain (as schematized in the bottom scheme).

Briefly the analysis of the Nb K-edge EXAFS data carried out combining traditional
and RMC approaches provided a deep insight on the evolution of the local atomic structure
around the Nb atoms in Nb3Sn as a function of pressure. In particular, the EXAFS data
analysis showed an anticorrelated displacement of Nb atoms perpendicularly to the Nb
chains which decreased when raising the applied pressure. Our results also suggested
the loss of the cubic (Pm-3n) symmetry at the local scale. Noticeably, recent ab initio
simulations [58] showed that lower symmetry structures were energetically favoured with
respect to the Pm-3n in other A15 systems such as Nb3Al. In particular, the C2/c symmetry
allowing anticorrelated Nb atom displacements perpendicularly to the Nb chains, was
energetically favored with respect to the Pm-3n one at ambient conditions and in a wide
range of pressures. This work suggested that a similar behavior is observed in Nb3Sn at
the local scale.

The RMC analysis provided a further insight into the local Nb3Sn structure thanks
to the direct access to the 3D atomistic models. The analysis of the NbI nearest neighbors
distributions pointed out non-Gaussian contributions (Figure 5), in particular, the negative
Skewness (∼ −1) being associated to a fractions of closer Nb–Nb pairs. The Kurtosis
parameter increased with raising pressure. Raising the pressure above 23 GPa sudden
reduced the non-Gaussian contributions. This behavior is better understood looking at the
parameters defining the three body distribution function g(3) of the the Nb–Nb–Nb chains
(Figure 8). The RMC atomistic model suggested a bimodal behavior for the Nb–Nb–Nb
configurations along the Nb chains: some of them depicted the symmetric displacement
of the central Nb perpendicularly to the chain (isosceles triangles) coherently with the
anticorrelated Nb–Nb displacement discussed above. Nevertheless a fraction of the Nb–
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Nb–Nb triangles had R1 = R2, with ΔR/R ∼ 9%. These scalene triangles produced the
partial dimerization of the Nb chains. It is noticeable that recent single crystal HP-XRD
measurements performed at low temperatures (10 K) [17] on a slightly non-stoichiometric
Nb3Sn1−x demonstrated a pressure induced symmetry lowering to the P42/mmc space
group at around 3 GPa where some of the Nb–Nb chains were dimerized in agreement with
the present RMC EXAFS analysis. Our results coherently recognized that the anticorrelated
displacement along the Nb–Nb–Nb chains was locally stabilized in that low pressure room
temperature region . Finally, our EXAFS analysis showed that raising the pressure up to
26 GPa suppressed most of the local disorder.

4. Conclusions

In this study, the local atomic structure around Nb in Nb3Sn has been characterized
in situ between ambient pressure and 26 GPa by XAS. The Nb K-edge EXAFS data were
analysed using a standard multi-shell method, based on small Gaussian disorder model
and a RMC method, providing a 3D atomic structural model. The results obtained from
analysis carried out independently on the same sample, using different experimental set-up
(AP and 0.3 GPa) are completely consistent. This demonstrates the reproducibility of
the adopted procedures. The results of AP multishell EXAFS data analysis are in good
agreement with previous literature [23]. The results obtained with RMC and the standard
EXAFS analysis differ at low pressure, likely due to the different sensitivity of the two data
analysis techniques to the structural disorder, and the presence of alarge non-Gaussian
contributions. In fact, they become fully consistent at high pressures, where the sharper
radial distributions are better described by the small Gaussian disorder model at the basis
of the standard EXAFS formula. This strengthens the consistency between standard and
RMC EXAFS analysis.

The results reported here provide a deep insight on the Nb local atomic structure,
highlighting a complex behavior of Nb arrangement at the atomic scale which is not
detectable by long range order probes such as X-ray diffraction. Noticeably, our EXAFS
findings are coherent with novel details about the atomic structure of A15 systems which
recently came to light [15,17–19].

It is worthwhile to note that the details of the phononic spectra and the electron density
of states (DOS), both intimately related to the details of the atomic structure, are dominant
in determining the stress-induced critical performance degradation of Nb3Sn [59–61].
The present results represent a new knowledge, relevant for providing accurate physical
models in view of a better understanding of the superconductive properties, thus helping
to individuate a route towards improving their critical properties.
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AP Ambient Pressure
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DFT Density Functional Theory
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EXAFS Extended X-ray Absorption Fine Structures
FT Fourier Transform
HP High Pressure
MS Multiple Scattering
MSRD Mean square relative displacement
RMC Reverse Monte Carlo
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XAFS X-ray Absorption Fine Structures
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Abstract: The mechanical properties and the fractured surfaces of commercial purity aluminum
modified by zirconium micro-additives were investigated by means of experimental examination.
A commercial purity Al specimen was used as a reference material and seven Al-Zr alloys in
the 0.02–0.14 wt.% Zr composition range (with 0.02 wt.% Zr step) were prepared by microalloying
methods. Optical microscopy was used to examine the microstructures and to calculate the grain sizes
of the prepared specimens. The phase assemblage diagrams were plotted and the relative amounts
of solid phases were calculated at room temperature using FactSage thermochemical software and
databases. Proof stress, strength coefficient and strain hardening exponent were measured from the
stress-strain curves obtained from tensile experiments and Charpy impact energy was calculated
for all specimens. The experiments showed that the grain size of commercial purity Al was reduced
by adding any Zr concentration in the investigated composition range, which could be due to the
nucleation of new grains at Al3Zr particle sites. Accordingly, the microhardness number, tensile
properties and Charpy impact energy were improved, owing to the large grain-boundary areas
resulted from the refining effect of Zr, which can limit the movement of dislocations in the refined
samples. The basic fracture mode in all specimens was ductile, because Al has an FCC structure and
remains ductile even at low temperatures. The ductile fractures took place in a transgranular manner
as could be concluded from the fractured surface features, which include voids, ridges and cavitation.

Keywords: grain refinement; mechanical properties; commercial purity aluminum; zirconium

1. Introduction

Characterizing the mechanical properties of metals and alloys is fundamental for
multiple technological applications. It is essential to depict the responses of structural
components to external mechanical loadings [1,2]. Of particular interest, the investigation
of titanium [3] and aluminum [4] alloys’ behaviors is essential, because they are broadly
used by the aerospace industry. Aluminum and its alloys are among the most in demand
engineering materials for structural applications in many industries, because of their
various positive attributes, such as high strength-to-weight ratio, good corrosion resistance
and excellent thermal and electrical conductivities [5]. Aluminum properties are governed
by the grain size, which is one of the important microstructural features as described by
the Hall–Petch [6,7] relationship. Fine-grained structures usually show high yield strength,
high toughness, good formability, improved machinability and uniform distribution of the
secondary phases [8,9]. One way to modify the Al grain structure is by introducing small
amounts of alloying elements, the so-called grain refiners, such as rare earth elements,
transition metals and binary alloys (Ti+B) [5,10]. The main role of the grain refiners is to
develop fine equiaxed Al solid solution (FCC_Al) grains in the cast structure either by
increasing the number of nucleation sites or by grain multiplications [11]. The addition of
transition metals, such as Zr [12], can modify the cast Al structure effectively by forming
the Al3Zr primary phase particles [13,14]. It has been reported that the grain refinement
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effect on the parent metal is often associated with peritectic systems [14,15]. According
to Murray et al. [16] and Wang et al. [17], FCC_Al solid solution solidifies from the liquid
by L + Al3Zr ↔ FCC_Al peritectic reaction at 660.8 ◦C and 0.28 wt.% (0.083 at.%) Zr. The
maximum liquid solubility of Zr in Al was reported as 0.11 wt.% (0.030 at.%) Zr at 661
◦C [18]. The refinement occurs during the cooling of the primary phase crystals, which react
peritectically with the liquid. Upon further cooling, the peritectic reaction progresses and
transforms the primary crystals into secondary phase crystals, which then act as nuclei for
solidification of the remaining melt [15]. The role of the new nucleation sites is to block the
grain boundary or sub-boundary migration, which refine the cast grain structure [19,20].

The effect of Zr on the mechanical properties of commercial purity Al [12] and other
Al alloys [13,20–22] has been investigated. Gao et al. [12] found that addition of Zr with
0.2 wt.% to commercial purity Al refined the cast structure significantly by precipitating
L12 structured Al3Zr primary phase. Furthermore, the hardness and peak stress of Al-0.2Zr
alloy were increased by 20% and 15.6%, respectively, as compared to that of pure Al. By
adding ~0.12 wt.% Zr, Toschi et al. [13] noticed an increase in the tensile strength (TS) and
yield strength (YS) of age hardenable aluminum alloy containing magnesium and copper
(AA2618) at room temperature (by 7% and 22%, respectively) and after aging at 250 ◦C
(by 10% and 12%, respectively). The improved tensile properties were due to the presence
Al3Zr primary phase particles. In an attempt to stabilize the fine-grained structure and
improve the superplasticity behavior, Duan et al. [20] added 0.1 wt.% Zr to Al-Zn-Mg
alloys. Seyed Ebrahimi et al. [21] found that addition of 0.3 wt.% Zr to the new super
high strength Al–12.24Zn–3.25Mg–2.46Cu alloy decreased the average grain size by 20%
and enhanced the tensile strength, yield strength and elongation values by 34%, 25% and
1850%, respectively.

The abovementioned literature data showed that Zr has significantly improved the
microstructural features and mechanical behaviors of commercial purity Al and its alloys
due to the formation of Al3Zr primary phase. However, the wt.% Zr was varying from one
study to another. This work aims at investigating the effects of minor Zr additives in the
0.02–0.14 wt.% Zr range (with 0.02 wt.% Zr step) on the microstructure, microhardness, ten-
sile properties, and Charpy impact energy of commercial purity aluminum. Microalloying
technique was used to control the chemical composition of different Al-Zr alloys.

2. Materials and Methods

Commercial purity aluminum of about 99.8 wt.% was used as a reference material
and as a major component in the master alloys and microalloys. Seven microalloys with
different Zr concentrations (0.02, 0.04, 0.06, 0.08, 0.10, 0.12 and 0.14 wt.%) were prepared by
diluting the binary Al-5.73Zr wt.% master alloy in a commercial purity aluminum. The
chemical compositions of the commercial purity Al is listed in Table 1.

Table 1. Chemical compositions of commercial purity Al (wt.%).

Fe Si Mg Ti B V Zn Others 1 Al

Commercial
purity Al 0.11 0.05 0.004 0.004 0.0005 0.008 0.005 0.015 Bal.

1 Cu, Na and Mn.

The Al-5.73Zr wt.% master alloy was prepared by melting the predetermined quantity
of Al in a graphite crucible at 850 ◦C for 15 min with a cryolite flux on the melt top to
prevent oxidation. The furnace temperature was raised up to 1000 ◦C and a capsule of a
pure zirconium powder wrapped in an Al foil was added to the melt. The melt was stirred
for 30 s using a graphite rod and kept inside the furnace for another 5 min. The melt was
then poured in a brass die with a cylindrical cavity.

The microalloys were prepared similarly by adding the predetermined quantities of
Al and master alloy in a graphite crucible and melted at 800 ◦C for 15 min with the cryolite
flux. The melt was stirred for 30 s to enhance mixing the master alloy with the parent metal
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and solidified inside brass dies of two forms. The first form was a 10 mm diameter and
100 mm long cylinder for making the tensile test specimens according to ASTM 557-15 [23]
standard shown in Figure 1a. The other form was to prepare the 10 mm × 10 mm × 100
mm impact test specimens according to ASTM E23-18 [24] standard shown in Figure 1b.

 
 

 

(a) (b) 

Figure 1. Standard test specimens (in mm) for (a) tensile and (b) impact experiments.

Slices from the prepared microalloys were taken using a slow cutting machine in order
to minimize heat generated during cutting process and to prevent any microstructural
changes. The slices were mounted in cold epoxy blocks, ground gradually from 240 up
to 1200 grit using SiC sand papers and polished using 1 μm diamond paste. The polished
specimens were chemically etched using a solution of 1.5% HF + 2% HNO3 + 1.5% HCl
+ 95% distilled water for 90 s and cleaned under running water to perform metallurgi-
cal examination. A Quanta 200 scanning electron microscope (SEM, FEI, Hillsboro, OR,
USA) equipped with an energy dispersive X-ray spectrometer (EDS) was used to deter-
mine the chemical composition of the master alloy and to examine the features of the
fractured surfaces.

Microhardness tests were carried out using a HWDM-3 Vickers hardness tester (TTS
Unlimited Inc., Kita-Ku, Osaka, Japan) equipped with a pyramid head indenter of 136◦
angle between each face and 100 g force. Seven different values were taken at different
locations on each specimen, from which the average HV number for each alloy was
determined. The grain sizes were measured according to the standard test methods for
determining average grain size using the intercept method (ASTM E112-13) [25]. Five
lines at different directions were used and the average grain size was determined for
each specimen.

Tensile properties were acquired using a 250 KN capacity universal testing machine
(Shimadzu, Kyoto, Japan) at a cross head speed of 10 mm/min. The tensile test was
performed on circular samples, shown in Figure 1a, with a gradual axial loading until
failure. The load-extension data were recorded by a data acquisition system in order to
evaluate true stress-strain data. The impact toughness was determined with a Charpy
impact test, also known as the CVN test [26]. The Charpy test allows an estimation
of the total impact work needed for crack initiation and the work necessary for crack
propagation from a V-notched specimen shown in Figure 1b. The energy absorbed versus
Zr concentration relationship was plotted.

3. Results and Discussion

3.1. Microstructure and Grain Size Analyses

The optical micrographs of the commercial purity Al and modified alloys with dif-
ferent Zr concentrations are shown in Figure 2. It can be seen that the microstructure of
reference material was dramatically changes by adding different Zr wt.% concentrations.
In Figure 2a, commercial purity Al shows a mixture of grain structures dominated by large
columnar grains. The columnar structure in Al was altered after adding Zr element and
other grain and sub-grain structures were formed. Figure 2b,c illustrate the microstructure
of Al-0.02Zr and Al-0.04Zr microalloys, respectively, which contain grains with determined
boundaries and internal sub-grains colonized by the main grain boundaries. The grain
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boundaries in Figure 2b are well defined and the sub-grain boundaries are small. On the
other hand, the main grain boundaries are less defined in Figure 2c due to the growth of
sub-grains. In case of Al-0.06Zr microalloy, it seems that the sub-grains grew more than
that in Al-0.04Zr microalloy and thus the Al columnar microstructure turned into large
equiaxed grains, shown in Figure 2d, due to the merge grains along boundaries. Figure 2e
shows a unique microstructure, differs than others, where the sub grains clustered within
the equiaxed primary grain structure after adding 0.08 wt.% Zr. The increased Zr concen-
tration leads to precipitate more of Al3Zr second phase upon cooling, which breaks the
coarse structure, seen in Al-0.06Zr microalloy, into smaller grains by nucleating several
sub-grains. Evidence of the refining effect of high Zr concentrations (up to 0.14 wt.%)
could be seen in Figure 2f–h. The grains are becoming more resistant to coarsening if the
diffusivity and solubility of the added metal are small [27]. Among the transition metals,
Zr has the smallest diffusion flux [28] and low solubility in Al.

  

(a) (b) 

  
(c) (d) 

  
(e) (f) 

Figure 2. Cont.
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(g) (h) 

Figure 2. Micrographs of experimental aluminum alloys: (a) commercial purity Al, (b) Al-0.02Zr, (c) Al-0.04Zr, (d) Al-0.06Zr,
(e) Al-0.08Zr, (f) Al-0.10Zr, (g) Al-0.12Zr and (h) Al-0.14Zr.

The Al-rich side of the Al-Zr binary phase diagram in Figure 3 was calculated using the
FactSage thermochemical software and database [25] to better understand the relationship
between the alloy composition and the microstructure. The dashed lines represent the
composition of Al-Zr microalloys prepared in this study. It can be noted that Al3Zr forms in
0.10, 0.12 and 0.14 wt.% Zr microalloys during cooling when the solidification path crosses
the L + Al3Zr two-phase field. The amount of Al3Zr precipitates increase by increasing the
Zr concentration and thus more nucleation sites in the melt are expected. The remaining
liquid solidifies upon cooling, in the 550–661 ◦C temperature range, to form FCC_Al solid
solution according to L + Al3Zr ↔ FCC_Al peritectic reaction. At room temperature, Al3Zr
solute particles precipitate from the super saturated FCC_Al solid solution and disperse in
FCC_Al matrix. This explains the formation of a uniform fine structures in 0.10–0.14 wt.%
Zr microalloys.

 
Figure 3. The calculated Al-rich side of the Al-Zr binary phase diagram.

The corresponding average grain size versus Zr wt.% concentration in commercial
purity Al relationship is plotted in Figure 4. The grain size of pure aluminum specimen
was measured by taking the equivalent diameter of equiaxed grains to be 160.3μm. It is
noted that the average grain size of commercial purity aluminum has been reduced after
0.02–0.14 wt.% Zr addition. The average grain size has dropped from 160.3 μm to 88.8 μm
after 0.02 wt.% Zr addition and then gradually increased up to 148.4 μm when 0.06 wt.%

131



Crystals 2021, 11, 270

Zr was added. Another drop in the average grain size, down to 66.1 μm, was observed
after adding 0.08 wt.% Zr, which later gradually reduced down to 31.4 μm when 0.14 wt.%
Zr was added. Gao et al. [12] observed the grain refinement effect of Zr on Al when the
large Al dendrites were altered to fine equiaxed grains after adding 0.2 wt.% Zr.

Mahmoud et al. [29] added 0.1 to 0.3 wt.% Zr (with 0.05 wt.% Zr step) to pure Al
and found that the grain structure has been refined in the experimental range. However,
further Zr addition (>0.3 wt.%) slightly increased the average grain size, whereas excess Zr
addition did not show any considerable effect on the Al structure [29].

μ

Figure 4. Average grain size (μm) vs. Zr concentration plot.

It was reported by Rohrer [30] that precipitation of a second phase is one mechanism
that can occur to partition excess solute in the microstructure. The more solute on the grain
boundary increases the grain boundaries and thus finer grain structures may result. It is
mentioned earlier in this work that the maximum solid solubility of Zr in Al at 660.8 ◦C
was reported as 0.28 wt.%. However, the amount of Zr solute in Al reduces when the alloy
cools down to room temperature. Under such condition, the alloy becomes supersaturated
with Zr solute and Al3Zr primary phase precipitates peritectically [27]. The higher the Zr
concentration in the alloy contains the more Al3Zr phase particle precipitates.

Table 2 summarizes the relative amounts of solid phases (in gram) for each microalloy
composition at room temperature. The primary Al3Zr phase serves as an effective het-
erogeneous nuclei for Al and refine the grains, because of the lattice parameter mismatch
between L12 structured Al3Zr and FCC_Al matrix [31].

Table 2. Relative amounts of the solid phases in the studied alloys at room temperature (wt.%).

Microalloy FCC_Al Al3Zr

Al-0.02Zr 99.962 0.037 (7)
Al-0.04Zr 99.925 0.075 (4)
Al-0.06Zr 99.887 0.113 (2)
Al-0.08Zr 99.849 0.150 (9)
Al-0.10Zr 99.811 0.188 (7)
Al-0.12Zr 99.774 0.226 (4)
Al-0.14Zr 99.736 0.264 (2)

The FactSage thermochemical software and database [32] was also used to calculate
the relative amounts of solid phases (in gram) through plotting the phase assemblage
diagram for each microalloy composition as illustrated in Figure 5.

It is important to mention that the phase assemblage diagrams are also used to
determine the phase formation and/or decomposition temperatures. For instance, FCC_Al
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decomposes at 410, 470, 500, 530, 550, 570 and 580 ◦C to form Al3Zr solid phase in Al-0.02Zr,
Al-0.04Zr, Al-0.06Zr, Al-0.08Zr, Al-0.10Zr, Al-0.12Zr and Al-0.14Zr microalloys, respectively.
The jumps in Al3Zr amounts appeared in Figure 5a, at 650–700 ◦C temperature range,
correspond to Al-0.12Zr and Al-0.14Zr microalloys and represent the precipitation of Al3Zr
phase from liquid in the Liquid + Al3Zr two-phase field. The amount dropped down to
zero again, because both Al3Zr and the remaining liquid were consumed to form FCC_Al
solid solution by the Liquid+Al3Zr ↔ FCC_Al peritectic reaction. The uniform dispersion
of Al3Zr solid particles in the liquid explains the occurrence of fine equiaxed grains shown
in Figure 2g,h.

(a) 

(b) 

Figure 5. Phase assemblage diagrams for (a) Al3Zr and (b) FCC_Al.

3.2. Microhardness Analysis

Figure 6 shows the average microhardness number for commercial purity Al and
Al-Zr microalloys. The values varied from one composition to another, which clearly show
an increasing trend with increased Zr concentration. It is remarkable that the microhard-
ness numbers are inversely proportional to the grain size results, illustrated in Figure 4,
where the hardness increases with decreasing the grain size. The average microhardness
number obtained for pure Al was about 26.1 HV and increased up to 30.7 HV for Al-0.14Zr
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microalloy. In the work of Souza et al. [33], the microhardness number of both cast 0.22
and 0.32 wt.% Zr alloys was about 25.5 HV and increased up to 30 and 40 HV, respectively,
after aging for 10 h. The alloys in the current work were slowly cooled in a brass die and
thus aging was highly probable to occur.

 

Figure 6. Microhardness number vs. Zr concentration plot.

The improved microhardness of Al-Zr microalloys stems from the formation of ther-
mally stable second phase on the grain boundaries such as Al3Zr [34]. The chemical driving
force for Al3Zr precipitation becomes higher for alloys with high Zr concentrations, because
they have high solute contents as discussed in Section 3.1. The microhardness number may
also increase due to the increased grain boundary areas in Al-Zr microalloys, which can
limit the movement of dislocations in the refined samples [11,21].

3.3. Tensile Characteristics

The mechanical behaviors of commercial purity aluminum and Al-Zr microalloys are
presented by the calculated true stress-true strain curves in Figure 7. Accordingly, the proof
stress at 0.2% strain and mechanical behavior parameters, i.e., strength coefficient (k) and
strain hardening exponent (n), were derived from the tensile experiments for all examined
specimens and summarized in Table 3. The error percentages in the tensile properties could
be due to the structural defects in commercial purity Al or due to the inhomogeneous
distribution of the fine particles in Al-Zr microalloys.

The proof stress of all Al-Zr microalloys increased from 19.67 to 48.18 MPa as com-
pared to 16.87 MPa for commercial purity aluminum. The increased proof stress value is
attributed to the presence of Zr in all microalloys. With reference to the phase assemblage
diagrams (Figure 5), the amount of Al3Zr phase increases directly with the increase of Zr
concentration in the microalloys, which has a notable effect on the mechanical properties.
The formation of nanosized Al3Zr particles within the FCC_Al matrix plays a significant
role in blocking the dislocations’ movement under mechanical loading [12]. Hence, the
strength of Al-Zr microalloys increases with increased Zr concentration. Although Zr-
0.06Zr microalloy showed higher proof stress value of 19.67 MPa as compared to 16.87 MPa
for commercial purity aluminum, its value still lower than that of Al-0.02Zr and Al-0.04Zr
microalloys, which is about 29.32 and 28.27 MPa, respectively. The improved mechanical
performance of Al-0.02Zr and Al-0.04Zr microalloys could be attributed to the smaller
average grain sizes of about 88.8 and 112.6 μm, respectively, as compared to 148.4 μm for
Al-0.06Zr microalloy.
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Figure 7. True stress-true strain curves for pure Al and Al-Zr microalloys.

The contribution of grain size to the improved mechanical properties can be expressed
by Hall-Petch relationship [6,7]:

σy = σo +
(

ky × d−0.5
)

, (1)

where, σy is the yield stress, σo is the material constant for the dislocation movement
at the starting stress, ky is the material strengthening coefficient and d is the average
grain diameter. In accordance to Hall-Petch relationship, the addition of Zr improved the
mechanical properties of commercial purity Al as shown in Figure 7.

Table 3. Mechanical behavior parameters as extracted from the tensile experiments for all exam-
ined specimens.

Material
Proof Stress (σ0.2)

MPa
Strain Hardening

Exponent (n)
Strength Coefficient (k)

MPa

Pure Al 16.87 ± 9.6% 0.318 75.60
Al-0.02Zr 29.32 ± 5.1% 0.251 99.04
Al-0.04Zr 28.27 ± 7.0% 0.260 97.79
Al-0.06Zr 19.67 ± 6.1% 0.304 81.26
Al-0.08Zr 32.63 ± 8.4% 0.232 102.42
Al-0.10Zr 36.14 ± 7.3% 0.256 128.08
Al-0.12Zr 48.18 ± 4.6% 0.211 135.08
Al-0.14Zr 47.74 ± 3.3% 0.267 169.94

The strain hardening exponent (n) and strength coefficient (k) were calculated from ln
σ vs. ln ε curves for all examined specimens. It is important to mention that ln σ vs. ln ε
curves for all specimens were plotted in the plastic deformation region to fulfill Hollomon’s
equation, which is a power law relating the true strain to the true stress [11] as follows:

σT = kεn
T , (2)

where, σT is the true stress, k is the strength coefficient, εT is the true strain and n is the
strain hardening exponent. It can be noticed from Table 3 that both n and k numbers are in
compatible trends to the yield strength values. The increased strain hardening exponent
values for all microalloys could be attributed to the decreased average grain size, which
dramatically influenced the mechanical behavior of the Al-Zr microalloys. The value of n
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indicates the capability to uniformly distribute the deformation. In other words, n evaluates
the strain- hardening capability of the material [35].

3.4. Fractography Analysis of Tensile Specimens

The fractured surfaces of tensile specimens and their features were observed using
SEM as shown in Figure 8. The basic fracture mode in all specimens is ductile, because Al
has an FCC structure and remains ductile even at low temperatures. The ductile fracture
took place in transgranular manner, which can be recognized by the flat surfaces of the
specimen halves after fracture. This type of fracture occurs by void coalescence of a
polycrystalline material during tension experiment [36]. The presence of ridges (stepped
structure) are evident of crack propagation under progressive tensile loading and indicates
the material resistance to failure upon loading. The hollow points (voids) are usually form
at the locations of the second phase particles, i.e., Al3Zr, in Al-Zr microalloys specifically.
The crack-like voids are formed by the grain-boundary cavitation, by which a full grain is
detached from the observed surface along its boundaries during the tensile test.

  

(a) (b) 

  

(c) (d) 

Figure 8. Cont.
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(e) (f) 

  

(g) (h) 

Figure 8. SEM images for the fractured tensile specimens: (a) commercial purity Al, (b) Al-0.02Zr, (c)
Al-0.04Zr, (d) Al-0.06Zr, (e) Al-0.08Zr, (f) Al-0.10Zr, (g) Al-0.12Zr and (h) Al-0.14Zr.

3.5. Impact Fracture Analysis

The fracture toughness of a material is generally represented by its Charpy impact
energy, which is a high strain-rate test (1 × 10−3—1 × 10−4 s−1) that determines the amount
of energy absorbed by a material during fracture [26]. The bar chart in Figure 9 is the Charpy
impact energy plotted for commercial purity Al and Al-Zr microalloys. The measured
impact energy increased steadily from 36.6 J for commercial purity Al to 41.2, 47.09, 43.19,
46.11, 49.05, 51.99 and 47.07 J for Al-Zr microalloys containing Zr concentrations from
0.02 wt.% to 0.14 wt.% (with 0.02 wt.% Zr step), respectively. The increase in the impact
energy was not significant and this could be due to alloying of commercial purity Al with
minute Zr additions. It is highly recommended that the improvement in the fracture energy
was due to the formation of Al3Zr particles in Al-Zr microalloys, which also played a
significant role in initiating new nucleation sites to refine the coarse Al grains.

Miyahara et al. [37] reported that the validated impact energy was independent of
the grain size in alumina, whereas, Tarpani and Spinelli [38] plotted a direct relationship
between Charpy impact energy and equivalent grain size, by which the fracture energy
increases with increasing grain size. The relationship [38] was extracted indirectly from the
effect of annealing temperature on the equivalent grain size, which in turn improved the
fracture toughness of the material. In the current work, the purpose of grain refinement of
commercial purity Al was to improve its mechanical properties and thus the specimens
were not heat treated. The grains of commercial purity Al were refined by adding Zr inclu-
sions, as discussed earlier in this work. Figure 10 shows an inverse relationship between
the Charpy impact energy and average grain size for the examined specimens. In this
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case, the impact energy is inversely proportional to the grain boundary area that provide
prominent resistance to impact fracture due to the increased number of dislocations.

In fact, the fracture energy is lowered if yield strength heightens for the same mate-
rial [39]. However, in the current experiments, the chemical composition of the reference
material is different than that of the microalloys. Thus, the Al-Zr microalloys lead to both
high yield strength and high fracture energy as could be concluded from Figure 10.

σ 0.
2

Figure 9. Charpy impact energy for commercial purity Al and Al-Zr microalloys.

 

σ 0.
2

Figure 10. Charpy impact energy and proof stress for commercial purity Al and Al-Zr microalloys as
functions of grain size.

4. Conclusions

In this work, the mechanical properties of commercial purity aluminum modified
by Zr micro-additives have been investigated. The experiments showed that addition
of Zr in the 0.02–0.14 wt.% composition range has reduced the grain size of commercial
purity aluminum from 160.3 μm down to 31.4 μm for Al-0.14Zr microalloy, due to the
formation of Al3Zr particles which served as nucleation sites for the growth of new grains.
The relative amount of Al3Zr was calculated at room temperature as 0.0377–0.2647 wt.%
for Al-Zr microalloys using FactSage thermochemical software and databases. As a result
of this reduction, the microhardness number was improved due to the improved solute
content with increased concentrations of Zr. The inverse relationship between the average
grain size and Charpy impact energy indicated that the resistance to fracture was due
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to the increased grain boundary areas in the microalloys. Both Charpy impact energy
and proof stress were improved as a result of increased number of dislocations in the
fine-structured specimens. The presence of voids, fracture ridges and cavitation on the
fractured surfaces were evidences that failure mode was ductile fracture in all examined
specimens. Furthermore, the ductile fracture took place in a transgranular manner as could
be noticed from the flat nature of the fractured surfaces.
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and Mechanical Properties of Ti–Co Alloys Treated by High Pressure Torsion. Materials 2019, 12, 426. [CrossRef] [PubMed]

3. Smith, D.; Joris, O.P.J.; Sankaran, A.; Weekes, H.E.; Bull, D.J.; Prior, T.J.; Dye, D.; Errandonea, D.; Proctor, J.E. On the high-pressure
phase stability and elastic properties of β -titanium alloys. J. Phys. Condens. Matter 2017, 29, 155401. [CrossRef] [PubMed]

4. Dorward, R.C.; Pritchett, T.R. Advanced aluminium alloys for aircraft and aerospace applications. Mater. Des. 1988, 9, 63–69.
[CrossRef]

5. Li, H.; Li, D.; Zhu, Z.; Chen, B.; Chen, X.; Yang, C.; Zhang, H.; Kang, W. Grain refinement mechanism of as-cast aluminum by
hafnium. Trans. Nonferrous Met. Soc. China 2016, 26, 3059–3069. [CrossRef]

6. Hall, E.O. The Deformation and Ageing of Mild Steel: III Discussion of Results. Proc. Phys. Soc. Sect. B 1951, 64, 747–753.
[CrossRef]

7. Petch, N.J. The cleavage strength of polycrystal. J. Iron Steel Inst. 1953, 174, 25–28.
8. Zhang, Y.; Ma, N.; Yi, H.; Li, S.; Wang, H. Effect of Fe on grain refinement of commercial purity aluminum. Mater. Des. 2006, 27,

794–798. [CrossRef]
9. Mohd Syukry, Z.; Ahmad Badri, I. Effect of Aging Time to the Commercial Aluminum Alloy Modified with Zirconium Addition.

Mater. Sci. Forum 2015, 819, 50–56. [CrossRef]
10. Zaid, A.I.O.; Mostafa, A.O. Effect of hafnium addition on wear resistance of zinc-aluminum 5 alloy: A three-dimensional

presentation. Adv. Mater. Lett. 2017, 8, 910–915. [CrossRef]
11. Mostafa, A.O. Mechanical Properties and Wear Behavior of Aluminum Grain Refined by Ti and Ti+B. Int. J. Surf. Eng. Interdiscip.

Mater. Sci. 2019, 7, 1–19. [CrossRef]
12. Gao, Z.; Li, H.; Lai, Y.; Ou, Y.; Li, D. Effects of minor Zr and Er on microstructure and mechanical properties of pure aluminum.

Mater. Sci. Eng. A 2013, 580, 92–98. [CrossRef]
13. Toschi, S.; Balducci, E.; Ceschini, L.; Mørtsell, E.; Morri, A.; Di Sabatino, M. Effect of Zr Addition on Overaging and Tensile

Behavior of 2618 Aluminum Alloy. Metals 2019, 9, 130. [CrossRef]
14. Wang, F.; Qiu, D.; Liu, Z.-L.; Taylor, J.A.; Easton, M.A.; Zhang, M.-X. The grain refinement mechanism of cast aluminium by

zirconium. Acta Mater. 2013, 61, 5636–5645. [CrossRef]
15. Crossley, F.A.; Mondolfo, L.F. Mechanism of Grain Refinement in Aluminum Alloys. JOM 1951, 3, 1143–1148. [CrossRef]
16. Murray, J.; Peruzzi, A.; Abriata, J.P. The Al-Zr (aluminum-zirconium) system. J. Phase Equilib. 1992, 13, 277–291. [CrossRef]
17. Wang, T.; Jin, Z.; Zhao, J.-C. Thermodynamic Assessment of the Al-Zr Binary System. J. Phase Equilib. 2001, 22, 544–551. [CrossRef]
18. Wang, F.; Eskin, D.G.; Khvan, A.V.; Starodub, K.F.; Lim, J.J.H.; Burke, M.G.; Connolley, T.; Mi, J. On the occurrence of a

eutectic-type structure in solidification of Al-Zr alloys. Scr. Mater. 2017, 133, 75–78. [CrossRef]
19. Lü, X.Y.; Guo, E.J.; Rometsch, P.; Wang, L.J. Effect of one-step and two-step homogenization treatments on distribution of Al3Zr

dispersoids in commercial AA7150 aluminium alloy. Trans. Nonferrous Met. Soc. China 2012, 22, 2645–2651. [CrossRef]
20. Duan, Y.L.; Xu, G.F.; Peng, X.Y.; Deng, Y.; Li, Z.; Yin, Z.M. Effect of Sc and Zr additions on grain stability and superplasticity of

the simple thermal-mechanical processed Al-Zn-Mg alloy sheet. Mater. Sci. Eng. A 2015, 648, 80–91. [CrossRef]

139



Crystals 2021, 11, 270

21. Seyed Ebrahimi, S.H.; Emamy, M.; Pourkia, N.; Lashgari, H.R. The microstructure, hardness and tensile properties of a new super
high strength aluminum alloy with Zr addition. Mater. Des. 2010, 31, 4450–4456. [CrossRef]

22. Fang, H.C.; Chen, K.H.; Chen, X.; Huang, L.P.; Peng, G.S.; Huang, B.Y. Effect of Zr, Cr and Pr additions on microstructures and
properties of ultra-high strength Al–Zn–Mg–Cu alloys. Mater. Sci. Eng. A 2011, 528, 7606–7615. [CrossRef]

23. ASTM International. B557-15. Standard Test Methods for Tension Testing Wrought and Cast Aluminum- and Magnesium-Alloy
Products. In Annual Book of ASTM Standards; ASTM International: West Conshohocken, PA, USA, 2016.

24. ASTM International. E23-18. Standard Test Methods for Notched Bar Impact Testing of Metallic Materials. In ASTM Book of
Standards; ASTM International: West Conshohocken, PA, USA, 2018; ISBN 435493654.

25. ASTM International ASTM E112-13. Standard Test Methods for Determining Average Grain Size. In ASTM Book of Standards;
ASTM International: West Conshohocken, PA, USA, 2013.
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Abstract: We report the first high-pressure spectroscopy study on Zn(IO3)2 using synchrotron far-
infrared radiation. Spectroscopy was conducted up to pressures of 17 GPa at room temperature.
Twenty-five phonons were identified below 600 cm−1 for the initial monoclinic low-pressure poly-
morph of Zn(IO3)2. The pressure response of the modes with wavenumbers above 150 cm−1 has
been characterized, with modes exhibiting non-linear responses and frequency discontinuities that
have been proposed to be related to the existence of phase transitions. Analysis of the high-pressure
spectra acquired on compression indicates that Zn(IO3)2 undergoes subtle phase transitions around
3 and 8 GPa, followed by a more drastic transition around 13 GPa.

Keywords: iodate; infrared spectroscopy; high pressure; phase transitions

1. Introduction

Metal iodates [M(IO3)x] receive great attention because of their non-linear optical
properties. In particular, they are promising materials for second-harmonic generation
(SHG) [1–4]. They have been also proposed for applications as dielectric materials, in
non-linear optics, and for desalination and water treatment [1–4]. Amongst the iodates,
the quasi-two-dimensional zinc iodate, Zn(IO3)2, has recently been studied by several
research groups [5–8]. The crystal structure, thermal stability, and other physical properties
of this compound have been characterized at ambient pressure [9–11]. However, nothing is
known of its structural and vibrational behavior under high-pressure (HP) conditions. At
ambient conditions, Zn(IO3)2 crystallizes into a monoclinic structure, which is represented
in Figure 1. The monoclinic structure consists of ZnO6 octahedral units connected by
IO3 triangular pyramidal units. In these units, the pentavalent iodine atom forms three
covalent bonds with oxygen atoms, leaving two 5s electrons free to act as lone electron
pairs (LEP). The presence of the LEP has been shown to induce an interesting HP behavior
in iodates related to Zn(IO3)2 like Fe(IO3)3 [12,13], with two isostructural phase transitions
taking place at pressures below 10 GPa in this compound. These transitions have been
detected from changes in the pressure dependences of phonon frequencies, which show a
nonlinear behavior, as well as kinks and slope changes in the frequency-versus-pressure
plot at the identified transition pressures [12,13]. Such unusual behavior of phonons has
been proposed to be connected with gradual modifications of the iodine coordination,
which is favored by the LEP of iodine and has been connected with the isostructural phase
transitions discovered in Fe(IO3)3 [12,13]. Since the LEP of iodine is a typical feature of
many M(IO3)x iodates, it would be interesting to explore if low-pressure phase transitions
are a typical feature of this family of compounds. Given the structural similarities between
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Fe(IO3)3 and Zn(IO3)2 (both structures consist of MO6 octahedral units connected by iodine
atoms coordinated by three oxygen atoms with non-bonding LEP orbitals), the possibility
of isostructural phase transitions at low pressures in the unexplored Zn(IO3)2 motivated
the present work, in which we studied the pressure dependence of phonons by means of
HP infrared (IR) spectroscopy. This is a technique useful for understanding the changes
induced by compression in the physical–chemical properties of iodates. Additionally, the
discovery of the existence of phase transition in Zn(IO3)2 could be very useful for the
development of solid-state cooling technologies, which take advantage of the pressure-
induced barocaloric effect [14].

Figure 1. Crystal structure of Zn(IO3)2. ZnO6 octahedral units are shown in grey and IO3 trigonal pyramidal units are
shown in purple. Small red circles are oxygen atoms. The monoclinic unit cell is shown with black solid lines.

Infrared spectroscopy has been shown to be an effective diagnostic for the detection
of pressure-induced phase transitions in solids [15]. In the present work, IR spectroscopy
provides information on the vibrational properties of Zn(IO3)2, which, until the present
work, have remained relatively underexplored. In fact, less than one-third of the 51 phonons
predicted by group theory analysis have been reported experimentally for Zn(IO3)2 [5–9,16].
Therefore, the present far-infrared spectroscopy study of Zn(IO3)2 under high-pressure
conditions makes a timely and valuable contribution. Zn(IO3)2 has not previously been
studied under high-pressure conditions. The information obtained from this study is
relevant not only to improve the knowledge on the aforementioned issues but also to
provide an accurate determination of the phonon frequencies, which are needed to properly
model other physical properties such as heat capacity and thermal expansion. The use of
high-brilliance infrared synchrotron radiation facilitated the measurement of tiny samples
loaded in diamond-anvil cells (DACs) with a very good signal-to-noise ratio. Using this
methodology, we have been able to identify 25 phonons between 98 and 600 cm−1. We
then follow the pressure-induced evolution of these phonons up to 17 GPa. The analysis of
the results leads us to propose the existence of three phase transitions, as will be discussed
in the manuscript.
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2. Materials and Methods

Experiments were performed on Zn(IO3)2 powders synthesized from aqueous solution
according to the synthesis method and sample characterization found in Ref. [6]. The
crystal structure was confirmed by powder XRD measurements (X’Pert Pro diffractometer,
Panalytical, Almelo, The Netherlands) using Cu Kα1 radiation, which corroborated the
crystal structure reported by Liang et al. [10] (space group P21) with unit-cell parameters:
a = 5.465(4), b = 10.952(8), c = 5.129(4) Å, and γ = 120.37(8)◦. HP Fourier transform infrared
(FTIR) measurements (Vertex 70 spectrometer, Bruker Optik GmbH, Ettlingen, Germany)
were conducted at MIRAS beamline of the ALBA synchrotron. Zn(IO3)2 samples were
loaded in a DACs designed for IR spectroscopy, using IIAC-diamonds with culets of
300 μm. Stainless-steel gaskets were pre-indented to a thickness of 40 μm and drilled
with a hole in the center of 150 μm in diameter. Cesium iodide (CsI) was used as the
pressure-transmitting medium (PTM) [17]. The CsI PTM is not quasi-hydrostatic beyond
3 GPa; however, radial pressure gradients were smaller than 1 GPa in the pressure range of
this study [18]. CsI was chosen because it has the widest IR transmission window amongst
the possible PTMs [18]. Pressure was determined using the ruby scale [19]. Synchrotron-
based FTIR-micro-spectroscopy experiments were performed in the transmission mode
of operation. We used a masking aperture size of 50 × 50 μm2 and a beam current inside
the synchrotron ring of 250 mA. The measurements were performed by employing a
3000 Hyperion microscope coupled to a Vertex 70 spectrometer (Bruker Optik GmbH,
Ettlingen, Germany). The microscope was equipped with a helium-cooled bolometer
detector optimized for operation in the range covering the far-infrared spectral region.
A Mylar beam splitter was used in the spectrometer. Spectra were measured using a
15× Schwarzschild magnification objective (NA = 0.52) coupled to a 15× Schwarzschild
magnification condenser. Measurements at selected pressures were collected using the
OPUS 8.2 software (Bruker Optik GmbH, Ettlingen, Germany) in the 90–600 cm−1 range
with a spectral resolution of 4 cm–1 and 256 co-added scans per spectrum. The analysis
of FTIR results was carried using the Multiple Peak Fit Tool of the OriginPro software
(OriginLab Corporation, Northampton, MA, United States) and employing Gaussian
functions to model the peaks.

3. Results and Discussion

The results at the lowest measured pressure (0.9 GPa) are shown in Figure 2 together
with the multiple-peak fit used to identify phonons. We have identified 25 modes, as
can be seen in the figure, thereby greatly extending the number of modes previously
observed in zinc iodate. The frequencies of all 25 of these modes are summarized in
Table 1 and compared with those reported in the literature. Zn(IO3)2 exhibits 51 modes
(26A + 25B) according to group theory. All of these 51 modes are both Raman-active and
IR-active. They can be described as internal vibrations of the of the IO3 units and external
vibrations (commonly known as lattice modes) involving the relative movements of IO3
(behaving as rigid units) and Zn, which are observed in the low-frequency region [7,20].
Symmetric (ν1) and asymmetric (ν3) stretching vibrations of the pyramidal IO3 units
are in the 780−630 cm−1 and 820−730 cm−1 wavenumber regions, respectively [7,21,22].
The symmetric (ν2) and asymmetric bending vibrations (ν4) are in the 400−320 cm−1

wavenumber region and around 450−400 cm−1, respectively [7,21,22]. In our experiments,
we detected four ν4 modes. The frequencies of the modes we found at 425, 440, and
452 cm−1 are less than 9 cm−1 larger than those measured in previous ambient-pressure
Raman and IR experiments [6,7,16]. This is consistent with the fact that our experiment was
performed at a pressure of 0.9 GPa. The expected phonon hardening [23], or increase in the
phonon frequency, is due to the shortening bond distance caused by increasing pressure in
our experiment. The mode reported at 405 cm−1 in Ref. [5] was not detected in previous
works from the literature, but in our case could be probably assigned to a shoulder of the
peak with wavenumber 388 cm−1, which can be identified at 402 cm−1. Additionally, the
mode previously reported at 524 cm−1 in Ref. [8] is not consistent either with the present
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or previous experiments [5–7,16]. Indeed, there are no phonons in Zn(IO3)2, or in any
divalent metal iodate [7], in the 600−500 cm−1 range. The origin of such a phonon could
be related with twinning of the crystal structure when large single crystals are grown [9],
being a possible overtone, since 524 cm−1 is approximately double of the frequency of the
lattice modes.

Figure 2. Far-IR spectrum of Zn(IO3)2 measured at 0.9 GPa and room temperature. The Gaussians
used for the multiple peak fit are also shown in different colors. Each of them corresponds to the
phonons summarized in Table 1.

Table 1. A comparison of the phonon frequencies determined by IR- and Raman-spectroscopy from this work (at 0.9 GPa) and
from previous studies (ambient pressure). For the present study, frequencies are given with errors. The horizontal dashed line
indicates the cut-off of the IR set-up, below which it was not possible to detect signal due to experimental constraints.

Assignment
ω (cm−1)

This Work
IR

ω (cm−1)
[5]
IR

ω (cm−1)
[6]
IR

ω (cm−1)
[7]
IR

ω (cm−1)
[7]

Raman

ω (cm−1)
[8]

IR>

ω (cm−1)
[16]

Raman

Lattice
modes

61
67

73
80 80

98(2)
107(2) 101 100
116(2) 113 111
125(2)
135(2) 132 139
145(2) 141 148
158(2) 152 155
172(2) 173 173
183(2) 180
193(2) 189 187
208(2)
220(2)
236(2)
247(2)
258(2) 255
269(2) 267 265
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Table 1. Cont.

Assignment
ω (cm−1)

This Work
IR

ω (cm−1)
[5]
IR

ω (cm−1)
[6]
IR

ω (cm−1)
[7]
IR

ω (cm−1)
[7]

Raman

ω (cm−1)
[8]

IR>

ω (cm−1)
[16]

Raman

ν2

322(2) 327 327 327
336(2)
348(2)
353(2) 354 354 351

366
388(2) 391

ν4

402(2) 405
425(2) 418 418 424 422
440(2) 432
452(2) 444

524

Regarding the other bending vibrations, five ν2 modes were detected in our experi-
ments. The frequencies of three of them agree well with previous studies [6,7,16], with ours
observed at 3–5 cm−1 higher frequencies due to the higher pressure (0.9 GPa) in the sample.
The brilliance and resolution of the experimental set-up enabled the identification of two
modes that were previously undetected. Additionally, the mode reported at 366 cm−1 in
Ref. [5] was not observed in our measurements, and it was not reported in the rest of the
works in the literature [6–8,16]. We note that the frequency of this mode is approximately
double the frequency of the 183 cm−1 mode detected in the present work and elsewhere in
the literature [6–8,16] and that it is therefore likely to be an overtone.

Regarding the lattice modes, sixteen in total were observed. Ten of these modes
have been detected in previous studies [7,16], thereby providing good agreement with
the results of the present work (especially considering the frequency increase due to the
0.9 GPa experimental sample pressure). In the literature, four modes have been detected by
Raman and IR spectroscopy [7,8,16], which could be detected in our experiment because it
is below the cut-off frequency of our setup. Lattice modes are mainly related to translation
and libration movements of IO3, and the coupling of these movements with movements of
Zn atoms. In particular, the 145 cm−1 phonon has been assigned to a O–Zn–O deformation
of the ZnO6 octahedron [8]. This is consistent with the fact that a mode involving the
same deformation of ZnO6 has the same frequency in ZnWO4 [24] and ZnMoO4 [25].
Additionally, the modes below 120 cm−1 are likely to be due to pure translational or
librational movements of IO3, because of the large mass of the iodine atom. This hypothesis
is consistent with the observation that these modes have nearly the same frequency in
Mn(IO3)2, Ni(IO3)2, Co(IO3)2, and Zn(IO3)2 [8] as well as in Fe(IO3)3 [10].

We will now comment on the data acquired at higher pressures. For the sake of
accuracy, we will concentrate on wavenumbers higher than 150 cm−1 because the signals
at lower energy became noisy with increasing pressure. Figure 3 displays IR spectra
measured at different pressures (indicated in the figure). It is clear in Figure 3 that there
are qualitative changes in the spectra at 3.6 GPa, in particular for wavelengths smaller
than 300 cm−1. In particular, three modes (marked by asterisks) increase in intensity. The
transition pressure is close to the loss hydrostaticity of the pressure medium (3 GPa) [18].
The influence of non-hydrostaticity in phase transitions induced by pressure in Zn(IO3)2
is beyond the scope of this study. Additional changes occur in the IR spectra at 8.8 GPa.
In particular, several modes broaden, and three low-frequency modes (also marked with
asterisks) become enhanced. Finally, there is a considerable broadening of phonon bands
at 13 GPa and higher pressures. Similar changes have been assigned to phase transitions
in the case of Fe(IO3)3 [12,13]. Thus, phase transitions could be the cause of the changes
observed in the IR spectra. Further evidence supporting the existence of phase transitions
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in Zn(IO3)2 is obtained via the analysis of the pressure dependence of the mode frequencies
described immediately below.

Figure 3. IR spectra acquired at increasing pressures (indicated in GPa in the figure). The asterisks
indicate changes in the phonons described in the text.

From the analysis of the HP experiments, we determined the pressure dependence of
eight internal bending modes and ten lattice modes. The results are shown in Figures 4 and 5.
In Figure 4, it can be clearly seen that there are changes, at 3.6 and 8.8 GPa, in the pressure
dependence of several modes; in particular, the bending modes with frequencies of 360 and
440 cm−1 among others. There are also clear changes in the modes with frequency 353 and
425 cm−1 at 8.8 GPa. On top of this, at 13 GPa, there are noticeable changes in the eight
bending modes shown in Figure 4. In particular, there are discontinuities in at least two of the
frequencies, indicating the occurrence of more important structural changes in the third phase
transition than in the other two transitions.
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Figure 4. Pressure dependence of IR modes obtained from experiments. Only IO3 internal bending modes are shown.
Vertical lines indicate suggested transition pressures.
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Figure 5. Pressure dependence of IR modes obtained from experiments. Only lattice modes are shown. Vertical lines
indicate suggested transition pressures.

We will comment now on the pressure dependence of the ten lattice modes that
were observed under sample compression. For these modes, the changes in the frequency
pressure dependence, at phase transitions, are more evident than in the bending modes, as
can be seen in Figure 5. In particular, slope changes can be seen at the transition pressures
(3.6, 8.8, and 13 GPa), which are represented by vertical lines in the figure. Such changes
are very noticeable in the lowest-frequency mode shown in Figure 5. They are also quite
evident for the mode at 208 cm−1 at 0.9 GPa. As happened in the bending modes, the
changes at 13 GPa are more noticeable than changes at the other transitions. In particular,
there are discontinuities in the frequencies of at least two modes. The changes in the
frequency pressure dependences at the phase transitions detected at 3.6 and 8.8 GPa, and
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the strongly non-linear pressure dependences, are qualitatively similar to those observed
for phonons in Fe(IO3)3 at 2 and 6 GPa [12,13]. In Fe(IO3)3, these changes have been
related to isostructural phase transitions occurring in Ref. [12,13], which are themselves
related to gradual pressure-induced changes in the coordination sphere of iodine, which
are affected by the presence of lone electron pairs. The similarities between Zn(IO3)2
and Fe(IO3)3 therefore provide further support to the observation of phase transitions in
the Zn(IO3)2 investigated here. Future studies using other characterization techniques,
including X-ray diffraction and Raman spectroscopy should be performed to confirm the
present interpretation of results and to determine if the transitions at 3.6 and 8.8 GPa are
isostructural or not. We hope our work will trigger such studies as well as computer
simulation studies.

Before concluding, we would like to add a comment on the transition at 13 GPa. The
changes observed around 13 GPa are more apparent than those observed around 3.6 and
8.8 GPa. This suggests that the changes around 13 GPa can be linked to the occurrence of a
first-order structural transition. The fact that the changes are accompanied by a marked
broadening of phonon bands suggests a disorder of the crystal structure [26], which could
be related to the presence of non-hydrostatic stresses at 13 GPa and higher pressures [27].

To conclude, we note that all observed modes harden under compression. In the
pressure range up to 3.6 GPa (before the first phase transition), the pressure coefficients
are all within the range of 1–9 cm−1/GPa. This can be seen in Table 2, where we represent
phonons frequencies (ω) and pressure coefficients (dω/dP) for different modes in the differ-
ent phases. We have named the phases as follows: phase I (low-pressure phase), II, III, and
IV (successive HP phases). Table 2 shows clearly the change in the pressure dependences
at 3.6 GPa and 8.8 GPa as well as the changes in frequencies and pressure dependencies at
13 GPa, supporting the existence of the proposed transitions. The pressure coefficients in
the low-pressure phase are comparable to pressure coefficients in Fe(IO3)3 [13], LiIO3 [28],
and KIO3 [29] in the same frequency region, indicating that Zn(IO3)2 is extremely compress-
ible, similar to these other iodates. Additionally, the pressure coefficients for the different
HP phases are of the same order of magnitude as in the low-pressure phase, suggesting
that the changes in the coordination polyhedra are not drastic and that the transition is
probably related to gradual changes in cation coordination number [30].

Table 2. Phonon frequencies (ω) of the modes observed under compression for phases I (at 0.9 GPa), II (at 3.6 GPa), III (at
8.8 GPa, and IV (at 13 GPa). The pressure coefficients (dω/dP) obtained from linear fits are also given.

ω (cm−1)
Phase I
0.9 GP

dω/dP
(cm−1/GPa)

ω (cm−1)
Phase II
3.6 GPa

dω/dP
(cm−1/GPa)

ω (cm−1)
Phase III
8.8 GPa

dω/dP
(cm−1/GPa)

ω (cm−1)
Phase IV
13 GPa

dω/dP
(cm−1/GPa)

158(2) 1.5(1) 163(2) 5.3(1) 188(2) 0.6(1) 190(2) 4.2(1)
172(2) 2.1(1) 178(2) 3.8(1) 197(2) 3.0(1) 210(2) 2.0(1)
183(2) 3.3(1) 192(2) 3.6(1) 212(2) 2.2(1) 222(2) 1.1(1)
193(2) 4.0(1) 204(2) 3.7(1) 223(2) 7.8(1) 255(2) 3.3(1)
207(2) 5.3(1) 221(2) 2.9(1) 236(2) 8.0(1) 269(2) 2.1(1)
220(2) 7.8(1) 241(2) 7.2(1) 280(2) 5.3(1) 302(2) 2.4(1)
236(2) 7.5(1) 257(2) 6.8(1) 292(2) 2.3(1) – –
247(2) 8.7(1) 272(2) 6.2(1) 302(2) 3.1(1) – –
258(2) 8.6(1) 283(2) 6.1(1) 312(2) 3.2(1) 326(2) 4.9(1)
269(2) 7.9(1) 291(2) 6.4(1) 323(2) 5.7(1) 348(2) 4.1(1)
322(2) 4.1(1) 331(2) 4.2(1) 347(2) 5.6(1) 373(2) 6.4(1)
336(2) 3.4(1) 345(2) 3.1(1) 368(2) 6.0(1) 393(2) 5.6(1)
353(2) 3.8(1) 364(2) 4.9(1) 389(2) 7.1(1) 419(2) 4.9(1)
361(2) 4.6(1) 375(2) 6.4(1) 407(2) 5.2(1) 429(2) 6.3(1)
388(2) 4.8(1) 401(2) 5.2(1) 424(2) 1.8(1) 450(2) 3.4(1)
425(2) 4.6(1) 439(2) 4.4(1) 465(2) 0.5(1) 471(2) 4.3(1)
440(2) 4.4(1) 453(2) 4.7(1) 477(2) 0.7(1) 482(2) 4.8(1)
452(2) 4.5(1) 464(2) 4.4(1) 488(2) 6.5(1) 509(2) 5.1(1)
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4. Conclusions

Synchrotron far-infrared spectroscopy measurements have allowed us to determine
that Zn(IO3)2 undergoes three phase transitions at 3.6, 8.8, and 13 GPa. The phase transi-
tions are identified from changes in the infrared spectra. The first two transitions resemble
those previously observed in Fe(IO3)3 at similar pressures and are probably isostructural
transitions favored by the presence of lone electron pairs in Zn(IO3)2. The third phase
transition appears to be a first-order transition that is connected to the occurrence of more
important structural changes. Assignment of phonon modes has been discussed and their
pressure dependence reported. We found that the lattice modes are more sensitive than the
bending modes of IO3 to pressure-induced structural changes.
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Abstract: We report on high-pressure synchrotron X-ray diffraction measurements on Ni3V2O8 at
room-temperature up to 23 GPa. According to this study, the ambient-pressure orthorhombic structure
remains stable up to the highest pressure reached in the experiments. We have also obtained the
pressure dependence of the unit-cell parameters, which reveals an anisotropic compression behavior.
In addition, a room-temperature pressure–volume third-order Birch–Murnaghan equation of state has
been obtained with parameters: V0 = 555.7(2) Å3, K0 = 139(3) GPa, and K0

′ = 4.4(3). According to this
result, Ni3V2O8 is the least compressible kagome-type vanadate. The changes of the crystal structure
under compression have been related to the presence of a chain of edge-sharing NiO6 octahedral
units forming kagome staircases interconnected by VO4 rigid tetrahedral units. The reported results
are discussed in comparison with high-pressure X-ray diffraction results from isostructural Zn3V2O8

and density-functional theory calculations on several isostructural vanadates.

Keywords: vanadate; kagome compound; high pressure; X-ray diffraction; equation of state

1. Introduction

Metal orthovanadates with formula M3V2O8, where M is a divalent metal, have been the focus
of research in recent years, mainly because of their optical, dielectric, and magnetic properties [1–4].
These properties make the M3V2O8 family of compounds useful in several technological applications,
from photocatalytic water splitting [3] to light-emitting diodes [5] and ion batteries [6]. In addition,
compounds such as Co3V2O8 and Ni3V2O8 have very interesting magnetic and ferroelastic properties [2],
which are intimately related to the presence of kagome staircase two-dimensional (2D) magnetic
layers [2].

M3V2O8 compounds are also intriguing from a crystallographic perspective [7,8]. They share
a particular type of crystal structure, which is shown schematically in Figure 1. The structure is
orthorhombic (space group Cmca, No. 64) with eight formula units per unit cell. In the crystal
structure, the M atoms are octahedrally coordinated by oxygen atoms (see Figure 1a). In particular,
the MO6 octahedral units exhibit an edge-sharing pattern, forming a quasi-planar kagome staircase
(see Figure 1b), which, in the case of Ni3V2O8, results in inequivalent super-exchange interactions
within the magnetic lattice [9]. Consequently, an anisotropic magnetic coupling develops in the
stair-like kagome layers, leading to the emergence of multiple temperature-induced magnetic phase
transitions [9]. The kagome staircases are separated by VO4 tetrahedral units, giving the M3V2O8

family of compounds a pseudo-two-dimensional layered characteristic, which, as discussed below,
leads to an anisotropic compressional behavior when an external pressure is applied.
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AVO4 orthovanadates, where A is a trivalent atom, have been extensively studied under
high-pressure (HP) conditions [10,11]. As a result, first-order phase transitions, involving large
volume changes, have been discovered at pressures below 10 GPa (for instance, the zircon-scheelite
and zircon-monazite transitions in alkaline earth vanadates [10,11]). Many of these transitions lead to
interesting phenomena such as a collapse of the electronic band gap [12]. In contrast, very little effort
has been dedicated to study kagome staircase orthovanadates under HP. Indeed, only two works can
be found in the literature [7,9]. One of them reports powder X-ray diffraction (XRD) data on Zn3V2O8

up to 15 GPa [7]. No phase transition was detected and an anisotropic response to compression was
determined. The second one reports the influence of pressure on the magnetic properties of Ni3V2O8

up to 2 Gpa [9]. Therefore, despite the interesting physics involved, the HP behavior of M3V2O8

orthovanadates is an underexplored research area.
Here, we report a study of the HP behavior of the structural properties of Ni3V2O8. The information

obtained from such studies can form a foundation for future studies on the influence of pressure in
physical properties, including magnetic properties. We have performed synchrotron powder XRD
experiments in Ni3V2O8 up to 23 Gpa at ambient temperature, thereby obtaining information on
the structural stability of compressibility of the compound. The rest of the paper is organized as
follows. Section 2 is devoted to the description the experimental methods. In Section 3, the results
are reported and discussed in comparison with Zn3V2O8 and other isostructural M3V2O8 vanadates.
Concluding remarks are given in Section 4.

Figure 1. (a) Crystal structure of Ni3V2O8. NiO6 octahedra are shown in grey and VO4 tetrahedra are in
red. Small red circles are oxygen atoms. (b) Projection of the crystal structure showing VO4 tetrahedra
(in red) and Ni atoms (in gray) connected to make more evident the kagome staircase framework.
Three unit cells are included in (b). The unit cell is shown is black solid lines.

2. Materials and Methods

Powder samples of Ni3V2O8 were synthesized via a solid-state reaction starting from NiO (99.995%
purity) and V2O5 (99.9% purity). The starting reagents were obtained from Alfa Aesar (Tewksbury,
MA, United States). They were mixed meticulously and subsequently heated in an Al2O3 crucible in
air at 800 ◦C for 16 h. The product was then ground and pressed into a pellet, to be afterward sintered
at 900 ◦C for an additional 16 h. The obtained sample was finally ground manually in an agate mortar
to obtain a micron size powder. In order to characterize it, we performed powder XRD measurements
using a X’Pert Pro diffractometer from Panalytical (Almelo, The Netherlands) with Cu Kα1 radiation
(λ = 1.5406 Å). The measurements were performed in the angular range 10◦ < 2θ < 70◦, by continuous
scanning with a step size of 0.02◦ and total step time of 200 s.

Angle-dispersive X-ray diffraction experiments at room-temperature and high pressure were
performed at beamline I15 of the Diamond Light Source using a membrane-type diamond-anvil cell
(DAC) with diamond-culet sizes of 450 μm in diameter and monochromatic X-rays of λ = 0.42466 Å.
The X-ray beam was focused down to 10× 10μm2. A rocking (±10◦) of the DAC was used to improve the
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homogeneity of the Debye rings. A fine powder of Ni3V2O8 was loaded in a 150 μm hole of a rhenium
gasket pre-indented to a 40μm thickness. One grain of Cu was loaded together with the sample and used
as internal standard for pressure determination. For this purpose, we used the equation of state (EOS)
determined by Dewaele et al. under hydrostatic conditions [13]. A 16:3:1 methanol–ethanol–water
(MEW) mixture was used as a pressure-transmitting medium [14,15]. The powder XRD patterns
were collected using a Pilatus 2M detector (DECTRIS, Baden, Switzerland) and transformed into
one-dimensional patterns using the DIOPTAS suite [16]. The sample-to-detector distance was measured
following standard procedure from the diffraction rings of LaB6.

3. Results and Discussion

The results of the ambient-conditions XRD measurements are shown in Figure 2. All of the
observed reflections can be accounted for by the orthorhombic crystal structure reported in the literature
(space group Cmca, No. 64) [17], leading to small residuals (see Figure 2) and converging to small
R-factors: Rp = 2.39% and RWP = 3.79%. The resulting unit-cell parameters were a = 5.928(4) Å,
b = 11.384(6) Å, and c = 8.241(5) Å, which agree to within 0.1% of literature values [17]. The obtained
atomic positions are reported in Table 1, being also in good agreement with the literature [17].

Figure 2. Background subtracted ambient-conditions powder X-ray diffraction (XRD) pattern measured
in Ni3V2O8 using Cu Kα1. Experiment: black dots, Rietveld refinement: red line, residual: black line.
Ticks indicate the position of peaks. The most intense peaks have been labeled with the corresponding
Bragg planes.

Table 1. Fractional coordinates of atoms in the crystal structure of Ni3V2O8.

Atom Wyckoff Position x y z

Ni1 4a 0 0 0
Ni2 8e 0.25 0.1319(4) 0.25
V 8f 0 0.3766(5) 0.1191(5)

O1 8f 0 0.2491(9) 0.2302(9)
O2 8f 0 0.0011(9) 0.2445(9)
O3 16g 0.2663(9) 0.1193(9) 0.0009(9)
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Figures 3–5 show sequential integrated XRD patterns acquired up to 23 GPa on compression of
Ni3V2O8. In Figure 3, it can be seen that over the complete pressure range of the experiments, all the
reflections can be assigned to the known orthorhombic structure of Ni3V2O8 and to Cu (the pressure
marker), which is supported by a profile matching analysis using the Le Bail method. Therefore,
no phase transition is observed in Ni3V2O8 up to 23 GPa. More details of the HP X-ray patterns can
be seen in Figures 4 and 5. Figure 4 shows results for P ≤ 7 GPa and Figure 5 shows results from
7.6 to 23 GPa. Beyond 20 GPa, we detected the presence of one extra reflection originating from the
Re gasket, which appears because of the reduction in the size of the sample chamber. The data in
Figures 3 and 4 show a change of relative peak intensities under increasing compression. This is related
to the development of preferred crystallite orientation relative to the X-ray beam. Under compression,
we also observe that the position of peaks indexed as 0k0 is less sensitive to pressure, and that they move
less towards higher angles than the rest of the peaks. This can be observed in Figure 4 by comparing
the pressure evolution of peaks identified with planes (131) and (040), since the (131) peak approaches
the stationary (040) peak. As we will discuss below, this observation is rooted in the non-isotropic
behavior of Ni3V2O8. Another consequence of the anisotropic behavior is the gradual merging of
peaks; for instance, those identified with planes (221) and (023). Their merging under compression can
be seen in Figure 3, Figure 4, and Figure 5. In addition, beyond 7.6 GPa, we have observed a gradual
broadening of the peaks (Figure 5), which is related to the gradual loss of quasi-hydrostaticity [15,18].

Figure 3. Integrated XRD patterns of Ni3V2O8 from 0 to 23 GPa. Pressures are indicated on each pattern
and the Bragg planes corresponding to the most intense reflections have been labeled. The experiments
are shown with symbols. The refinements, assuming the ambient-pressure orthorhombic structure, are
shown with black lines. The difference between the observed data and Le Bail refinement is shown in
green. Ticks indicate the positions of Ni3V2O8 peaks.
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Figure 4. Integrated XRD patterns of Ni3V2O8 measured from 0 to 7 GPa. Pressures are indicated on
each pattern and Bragg planes corresponding to the most intense reflections have been labeled. At the
bottom and top, traces observed experimental data are shown with black symbols. The refinements are
shown with black lines. The difference between the observed data and Le Bail refinement is shown
in green.

Through performing Le Bail refinements of the powder XRD patterns, we have obtained the
pressure dependence of the unit-cell parameters. The XRD patterns at all pressures can be identified
with the ambient-pressure orthorhombic structure of Ni3V2O8; however, the XRD patterns measured
at pressures higher than 15.1 GPa have been excluded from this analysis due to the partial overlap
of the Cu peak used to determine pressure with a diffraction peak from the sample (see Figure 5),
because this could lead to inaccuracies in the pressure determination larger than 0.2 GPa. The unit-cell
parameters as a function of pressure are shown in Figure 6. This information is important for modeling
the suppression of ferroelectricity by pressure in Ni3V2O8 [9]. The response of the crystal structure
to compression is clearly non-isotropic, with the b and a axes, respectively, having the smallest and
largest compressibility. The anisotropic compressibility observed Ni3V2O8 is fully compatible with the
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anisotropic thermal expansion of the same compound [9]. Both results can be rationalized based on the
layered characteristic of the kagome staircase in the crystal structure and the relative compressibilities
of the constituent polyhedra, as discussed below.

Figure 5. Integrated XRD patterns of Ni3V2O8 measured from 7.6 to 23 GPa. Pressures are indicated on
each pattern, and Bragg planes corresponding to the most intense reflections have been labeled. At the
bottom and top, traces observed experimental data are shown with black symbols. The refinements are
shown with black lines. The difference between the observed data and Le Bail refinement is shown in
green. In the figure, it can be clearly seen the merging and broadening of peaks described in the text.

From the hydrostatic pressure range of our experiments (P ≤ 7.6 GPa), we have determined the
linear compressibilities at ambient pressure, κx = − 1

x
∂x
∂P , where x represents the unit cell lengths a, b,

or c. The linear compressibilities are summarized in Table 2, where it can be seen that they increase
following the sequence κb < κc < κa. The a and c-axes have larger compressibilities than the b-axis by
approximate factors of 1.5 and 1.3, respectively. A similar behavior has previously been observed in
Zn3V2O8.

158



Crystals 2020, 10, 910

 
Figure 6. Normalized unit-cell parameters of Ni3V2O8 as a function of pressure. Symbols are the
results from Le Bail refinements. The lines describe unidirectional equations of state (EOSs) described
in the text. Where not shown error bars are comparable to symbols’ size.

The reason for the anisotropic behavior of Ni3V2O8 and Zn3V2O8 (and probably all isomorphic
vanadates) might be related to the kagome layered characteristic of the crystal structure. It is well-known
that in other ternary oxides, such as NiWO4 and ZnWO4 [19], the pressure-induced changes in crystal
structure are largely determined by the NiO6 and ZnO6 octahedral units because of their large
compressibility relative to the VO4 tetrahedron. The much smaller VO4 tetrahedron has been
determined from the study of many different vanadates to be an essentially rigid unit, which, due to V
3d - O 2p hybridization [20], changes little under compression [10]. As we have already described
(see Figure 1), the crystal structure of M3V2O8 compounds is composed of 2D kagome staircases of
compressible MO6 octahedra, which therefore constitute compressible layers that lie perpendicular
to the b-axis. In between these layers of NiO6 and ZnO6 octahedra, there are located the less
compressible VO4 tetrahedra, which are arranged to form pillars between the kagome layers, reducing
the compressibility along the b-axis. In fact, the in-plane effective bulk modulus [21] for kagome layers
is 132 GPa, and the effective bulk modulus in the perpendicular direction is 186 GPa. Thus, the layered
characteristic of the crystal structure of kagome-type vanadates provides a rational explanation to their
anisotropic behavior under compression. The present results suggest that it is not unreasonable to
speculate that anisotropic compressibility would be a finger print of the broad family of kagome-type
compounds. Such anisotropic behavior is expected to affect super-exchange interactions between
magnetic atoms, thereby modifying the temperature of different magnetic transitions. This would
modify the Néel temperature as reported for Ni3V2O8 [9]. By extrapolating the result reported by
Chaudhury et al. [9], it can be speculated that under compression the Néel temperature can be increased
from 9.8 K at ambient pressure to a temperature close to 15 K at 20 GPa.
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Table 2. Linear compressibilities at zero pressure (left) and room-temperature equation of state (EOS)
parameters of Ni3V2O8. The center (right) column shows the converged fitting parameters for the
third-order Birch–Murnaghan EOS for P ≤ 7.6 (15.1) GPa. V0 is the ambient-pressure volume. K0 is the
bulk modulus. K0

′ is the pressure derivative of the bulk modulus.

κa = 2.7(1) 10−3 GPa−1 V0 = 555. 7(2) Å3 V0 = 555.5(2) Å3

κb = 1.79(6) 10−3 GPa−1 K0 = 139(3) GPa K0 = 118(1) GPa

κc = 2.33(5) 10−3 GPa−1 K0
′ = 4.4(3) K0

′ = 11.1(9)

The unit-cell volume of Ni3V2O8 as a function of pressure is shown in Figure 7. The results show
an apparent change in compressibility at 7.6 GPa, which cannot be related to a phase transition, since
the XRD data provide no evidence for it up to the maximum pressure investigated (23 GPa). A similar
behavior has been recently reported in other ternary oxides near this pressure [22]. The apparent
change in compressibility is in fact related to the known hydrostatic limit for MEW [15]. Fitting a
third-order Birch–Murnaghan (BM) EOS [23] (using EosFit [24]) in the hydrostatic regime (P ≤ 7.6 GPa)
gives the parameters given in the central column of Table 2. To illustrate the importance of constraining
EOS fits to hydrostatic data, for comparison, we also fitted the EOS with all data up to 15.1 GPa,
leading to the values given in the right column of Table 2. The inclusion of non-hydrostatic data leads
to an underestimation of the ambient pressure bulk modulus (K0) and to an unusual large pressure
derivative (K0

′ = 11.1(9)).

 
Figure 7. Pressure dependence of the unit-cell volume of Ni3V2O8. Solid circles are obtained from
experiments. Where not shown, error bars are comparable to symbols’ size. The black solid (red dashed)
line is the equation of state obtained from data for P ≤ 7.6 (15.1) GPa. As stated in the text, results
deviate from the quasi-hydrostatic EOS for P ≥ 7.6 GPa likely due to the influence of non-hydrostaticity.

We will now comment on the bulk modulus of Ni3V2O8 within the context of other M3V2O8

vanadates [25,26] using the bulk moduli summarized in Table 3. In Table 3, it can be seen that Ni3V2O8 is
the most incompressible compound within M3V2O8 family of isomorphic vanadates. For the discussion,
based on the fact that NiO6 units are more compressible than rigid VO4 units [10,19], we will assume
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that the bulk modulus of Ni3V2O8 is mainly determined by the average Ni-O distance (dNi−o) at ambient
pressure and the formal charge of Ni (ZNi). Such an empirical approximation works very well for ternary
oxides [27,28], whereby the estimated bulk modulus is given by BE = 610 ZNi

dNi−O
3 . Using this approximation,

a bulk modulus of 140 GPa is obtained for Ni3V2O8, which agrees within errors with the experimental
value obtained from the hydrostatic-pressure regime (139(3) GPa). This suggests that the bulk modulus
obtained from density-functional theory (DFT) calculations (130.4–131.2 GPa, given in Table 3) has
been underestimated by ~7% of the experimental value determined here. This fact is probably related
to the overestimation of the ambient-pressure volume by DFT calculations [29], which is a typical
feature of the general-gradient approximation used in previous computer simulations [25,26].

By using the same empirical approximation, we have estimated the bulk modulus for other
M3V2O8 vanadates, which are summarized in Table 3 for comparison with the literature. For example,
in the case of Zn3V2O8, the estimated bulk modulus is consistent with the fact that this compound
has an experimentally determined bulk modulus smaller than that for Ni3V2O8, which indicates that
the approximation can be also applied to other kagome-type vanadates. In performing the empirical
approximations summarized in Table 3, we found that DFT calculations have also underestimated the
bulk modulus of Cu3V2O8 and Mn3V2O8. Using the empirical approximation, which works well for
the studied vanadates, we can predict bulk moduli of 132 and 131 GPa for Mg3V2O8 and Co3V2O8,
respectively, which have not yet been investigated under compression. The conclusions reported in
this work may be also applicable to isomorphic arsenates [30], to (Ni,Mg)3(VO4)2 solid solutions [31],
and to hydrated kagome-structured vanadates, such as Cu3V2O7(OH)2·2H2O volborthite [32]. For the
particular case of Ni3As2O8, a bulk modulus of 205 GPa is predicted from the empirical model used in
this work.

Table 3. Unit-cell volume, V0, and bulk modulus, K0, of different M3V2O8 compounds.

Compound V0 (Å3)
Experimental

K0 (GPa)
Empirical
K0 (GPa)

DFT
K0 (GPa)

Ni3V2O8 555.5(3) 139(3) a 140 c

Ni3V2O8 562.64 130.4–131.2 b

Mg3V2O8 576.92 132 c

Co3V2O8 578.96 131 c

Zn3V2O8 585.1(1) 120(2) d 128 c

Cu3V2O8 586.95 127 c 95–110 e

Mn3V2O8 622.1 115 c 89.7–93 b

a Calculated from X-ray diffraction (XRD) measurements here reported. b Density-functional theory (DFT)
calculations [25]. c Obtained using the empirical model described in the text. d From previous XRD experiments [7].
e DFT calculations [26].

4. Conclusions

Through synchrotron powder X-ray diffraction measurements, we have determined that at
ambient temperature the orthorhombic kagome staircase crystal structure of Ni3V2O8 is stable at least
up to 23 GPa, the maximum pressure achieved in present experiments. We have also found that
the response to compression is anisotropic. The compressibility of the b-axis is approximately 40%
lower than the compressibility of the other axes. This special direction is perpendicular to the kagome
layers, and the compression along the b-axis is the smallest due to the presence of incompressible VO4

tetrahedral units, which interconnect the kagome staircases of NiO6 octahedra. From the pressure
dependence of the unit-cell volume we fitted a third-order Birch–Murnaghan equation of state, giving a
bulk modulus of 139(3) GPa, which is the largest among isostructural M3V2O8 vanadates. A systematic
comparison of bulk moduli in isomorphic M3V2O8 vanadates is made based on an empirical method
for predicting bulk moduli in ternary oxides. The results are consistent with those determined from
experimental data here for Ni3V2O8 and previously for Zn3V2O8 [7]. Therefore, we also present
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predicted bulk moduli of M3V2O8 compounds not studied yet under high pressure, Co3V2O8 and
Mg3V2O8.
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Abstract: Recent updates on phase relations of Earth’s core-forming materials, Fe alloys, as a function
of pressure (P), temperature (T), and composition (X) are reviewed for the Fe, Fe-Ni, Fe-O, Fe-Si,
Fe-S, Fe-C, Fe-H, Fe-Ni-Si, and Fe-Si-O systems. Thermodynamic models for these systems are
highlighted where available, starting with 1 bar to high-P-T conditions. For the Fe and binary
systems, the longitudinal wave velocity and density of liquid alloys are discussed and compared
with the seismological observations on Earth’s outer core. This review may serve as a guide for future
research on the planetary cores.

Keywords: phase relation; Earth’s core; iron alloys; high-pressure; high-temperature; thermodynam-
ics; extreme conditions

1. Introduction

The phase relations of Fe-alloys have been of primary importance in many research
disciplines. For the engineering and metallurgy fields, the stability diagram of materials as
a function of temperature (T) and composition (X) serves as a map to their target phase
and its properties. In pursuit of this, phase relations at 1 bar were extensively studied for
most of the binary Fe-alloy systems by experiment and theory. The stability diagrams of
Fe-alloys are also important for Earth science as the major component of Earth’s central
core is iron. Because Earth’s core is under high pressure (P) and temperature conditions,
the stability diagrams need to be established for such extreme conditions.

High-pressure study of phase relations of Fe-alloys started around 1950 with shock
loading experiments [1]. In the early days, the research was led by laboratory experiment
which included static and dynamic compression techniques. Since around 2000, the theoret-
ical approach with first-principles calculations became competitive with the experimental
thanks to the enhanced computer performance and development of appropriate simplifica-
tion of calculation. Currently, the experimental and theoretical approaches are considered
to be complementary to each other. However, different approaches may give different
results as is often the case, and therefore it is imperative to understand what properties are
agreed on and what are not between the different/same techniques.

In this review, I will summarise recent updates on the phase relations of Earth’s
core-forming materials, Fe alloys, as a function of P-T-X for the Fe, Fe-Ni, Fe-O, Fe-Si,
Fe-S, Fe-C, Fe-H, Fe-Ni-Si, and Fe-Si-O systems. I highlight thermodynamic models based
on experimental data for these systems, where available, starting with 1 bar to high-P-T
conditions. An experiment-based thermodynamic model, which includes thermodynamic
potential functions of phases (e.g., the Gibbs free energy as a function of P-T-X), may
provide information that is difficult to constrain by experiment such as the entropy of fusion
and velocity of liquid under extreme conditions. Therefore, thus-calculated properties
could serve as “experimental constraints” which can be compared with those from the first-
principles calculations. For the Fe and binary systems, the longitudinal wave velocity and
density of liquid alloys are discussed and compared with the seismological observations
on Earth’s outer core. This review may serve as a guide for the future research on the cores
of terrestrial planets.
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2. Theoretical Background

Here I briefly introduce thermodynamic functions that are needed for discussions in
this paper.

2.1. Equation of State

The equation of state (EoS) is needed for calculating the pressure effect on the Gibbs
free energy, density, and elasticity of a phase. The detailed theoretical background of EoS
can be found elsewhere [2,3].

The room-temperature molar volume of a phase upon compression can often be
expressed with the third-order Birch–Murnaghan (BM) or Vinet EoS as:

P300 =
3K0

2

[(
V0

V

) 7
3 −

(
V0

V

) 5
3
]{

1 − 3
4
(4 − K′)

[(
V0

V

) 2
3 − 1

]}
. . . .BM (1)

P300 = 3K0x−2(1 − x) exp
[

3
2
(K′ − 1)(1 − x)

]
. . . .Vinet (2)

where x ≡ (V/V0)1/3 and, P300, K0, K′, and V0 are the pressure at T = 300 K, the isother-
mal bulk modulus, its pressure derivative, and the molar volume at P = 1 bar and
T = 300 K, respectively.

In order to extrapolate an EoS to high temperature, either (i) the thermal pressure
model or (ii) thermal expansivity model can be used.

(i) The thermal pressure model is described as:

P(V,T) = P(V,300 K) + Pth (V,T) (3)

where P(V,T), P(V,300 K), and Pth(V,T) are the total pressure, pressure at 300 K for a given
sample volume, and thermal pressure at a given temperature. The thermal pressure part
may often be approximated as:

Pth = αKT × (T − 300) (4)

where α is the thermal expansion coefficient and KT is the isothermal bulk modulus. The
αKT value can be assumed to be constant near or above the Debye temperature. Therefore,
a simple relation of αKT = α0K0 holds for materials with low Debye temperatures such as
metals, where the subscript 0 indicates at 1 bar and 300 K.

Alternatively, the Mie–Grüneisen–Debye model can be used for the thermal pressure
part in Equation (3) [3]:

Pth = γ/V ΔEth (θ,T) (5)

where γ is the Grüneisen parameter, ΔEth is the change in thermal energy, and θ is the Debye
temperature. The thermal energy can often be calculated from the Debye approximation:

Eth =
9nRT

(θ/T)3

∫ θ/T

0

ξ3

eξ − 1
dξ (6)

where n, θ, and R are the number of atoms per formula unit, Debye temperature, and gas
constant, respectively. The Debye temperature and Grüneisen parameter can be assumed
to be functions of volume as:

θ = θ0exp[(γ0 − γ)/q] (7)

and
γ = γ0 (V/V0)q (8)

where θ0, γ0, and q are the Debye temperature, Grüneisen parameter at 1 bar and 300 K,
and a dimensionless parameter, respectively. As mentioned above, θ0 for a metal is likely
close to or below room temperature.
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In the thermal pressure model (Equation (3)), there may be additional terms for
anharmonic and electronic contributions. For example, hcp Fe shows large contributions
from these terms [4]. The presence or absence of these additional contributions can be
resolved when the αKT term shows temperature dependence (Equation (4)) [5].

(ii) The thermal expansion coefficient can be modelled for a phase under high pressure
using the Anderson–Grüneisen parameter, δT [6]:

∂ ln α

∂ ln V
= δT = δ0ηκ (9)

where η ≡ V/V0, δ0 is the value of δT at P = 1 bar and κ is a dimensionless parameter. This
equation yields:

α

α0
= exp

[
− δ0

κ
(1 − ηκ)

]
(10)

2.2. Thermodynamics

Once a thermodynamic potential has been assessed, one can derive any equilibrium
properties of the system [7]. The Gibbs free energy of a phase at a given P-T condition
(GP,T) is expressed as:

GP,T = G1bar,T +
∫ P

1bar
VTdP (11)

where G1bar,T is the Gibbs free energy at P = 1 bar and T of interest and VT is the molar
volume at T. G1bar,T is often available from the metallurgy database for Fe-alloys (e.g., [8]).
The volumetric term in Equation (11) is calculated from the P-V-T EoS of the phase.
Komabayashi [9,10] adopted the thermal expansion model (Equation (10)) in the free
energy calculations. When a phase is a solution between end-members, such as Fe-alloys,
its mixing property needs to be considered to obtain GP,T. Many of the Fe-alloy liquids
show nonideal mixing at 1 bar and its evolution with increasing pressure is of interest.

As mentioned above, one of the major advantages of thermodynamic modelling is that
one can derive the properties that cannot be directly or easily constrained by experiment,
such as the EoS of liquid phases. Komabayashi [9,10] evaluated EoS parameters for Fe-alloy
liquid phases by calculating their melting curves which reproduce experimental data.

3. Phase Relations

Throughout the paper, I describe the composition of materials, for example, Fe-5 wt%
Ni-4 wt% Si, as Fe-5Ni-4Si.

3.1. Major Components
3.1.1. Fe

Major issues in the phase relations of the main component of Earth’s core, Fe(-Ni),
include the P-T location of the transition boundary between face-centred cubic (fcc) and
hexagonal close-packed (hcp) structures, the stable structure in the inner core, and the
melting point at the inner core-outer core boundary (ICB) corresponding to a pressure of
330 GPa.

• The fcc-hcp Transition Boundary

An important phase relation in iron is the fcc-hcp transition boundary. This boundary
determines the P-T location of an invariant point where the fcc, hcp, and liquid phases are
stable [11–15] (Figure 1). Results of Shen et al. [12] and Boehler [13] highlighted a major
inconsistency among experimental studies. The temperature values of the invariant point
by both data are nearly the same of 2800 K, but the pressure values were very different:
60 GPa (Shen et al. [12]) and 100 GPa (Boehler [13]) (Figure 1), as a consequence of different
P-T slopes of the fcc-hcp boundary. Komabayashi et al. [14] revisited the boundary with
internally resistive-heated diamond anvil cells (DAC) and precisely determined its slope.
They also pointed out that the different slopes in the previous works could be partly re-
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solved by taking into account the difference in estimates of thermal pressure during the
experiments. Figure 1 summarises the results of experimental determinations of the fcc-hcp
transition [11–14,16–18]. Among them, the P-T data where the pressures at high tempera-
tures were calculated from internal pressure standards are fairly consistent [11,14,17,18]. In
contrast, the high-temperature DAC studies in [12,13,16] did not consider thermal pressure
effects. Therefore, it may be a coincident that Boehler’s [13] result is rather consistent
with Komabayashi et al.’s [14] data (Figure 1). The results of [12,16] would be relatively
consistent with Komabayashi et al. [14] if the thermal pressure effects are considered which
is about a 20 GPa increase upon heating to 2800 K based on the EoS of Fe [4]. As discussed
later, Komabayashi [9] constructed a thermodynamic model of Fe including the fcc-hcp
transition [14].

 
Figure 1. Pressure-temperature locations of the boundary of iron between face-centred cubic (fcc)
and hexagonal close-packed (hcp) structures (S, Shen et al. [12]; B, Boehler [13]; M, Mao et al. [16];
U, Uchida et al. [11]; F, Funamori et al. [17]; Ku, Kubo et al. [18]; Ko, Komabayashi et al. [14];
and A, Anzellini et al. [15]). The other reaction boundaries (shown by dashed lines) are from
Komabayashi [9].

More recently, Anzellini et al. [15] also determined the fcc-hcp transition boundary as
part of their determination of the melting points of Fe to 200 GPa in laser-heated DAC. Their
data show slightly higher, but still consistent, transition temperatures with Komabayashi
et al.’s [14] data (Figure 1).

• The Stable Structure in the Inner Core

The stable iron structure in the inner core has been a literally “central” issue about
the Earth as its physical properties, such as the melting/crystallising point and element
partitioning upon crystallization, control core dynamics. Furthermore, the constituent
phase structure would govern inner core dynamics, for example, the seismic anisotropy
observed there, namely, seismic waves travel faster along the Earth’s polar axis by 3–4%
compared with equatorial directions [19–22], which will not be discussed in this paper as
the focus is on the phase relations.

A growing number of data has accumulated supporting the conventional view that
the hcp phase is the stable phase in the inner core [15,23–26]. Tateno et al. [23] reached the
P-T conditions relevant to the centre of the Earth using a static device (i.e., DAC) (Figure 2a).
Although samples in their experiments showed contamination by carbon from diamond
anvils, their conclusion that the hcp phase is the stable iron phase in the inner core is
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widely accepted. Other structures however have also been proposed by experiment and
theory. Shock compression data by [27] showed two discontinuities in sound velocity.
Assuming the second discontinuity was due to melting, the first one might have been from
a solid-solid transition, and therefore, new phases were considered in the following studies
(e.g., [28,29]).

A mixture of fcc and hcp phase was identified in X-ray diffraction (XRD) patterns in
DAC samples quenched from high temperatures greater than 3700 K at above 160 GPa [30].
From their own first-principles calculations, Mikhaylushkin et al. [30] showed that the fcc-
hcp transition boundary would be more temperature dependent at higher pressures due to
the change in magnetic property [30] (Figure 2a). Stixrude [24] confirmed this temperature-
dependent fcc-hcp transition slope of [30] by his own first-principles calculations within
the quasiharmonic approximation, while he concluded that the hcp phase should be stable
under Earth’s core conditions. The P-T conditions of the experiments by [30] were close to
the melting curve (Figure 2) and the Gibbs energies of hcp and fcc are similar at these P-T
conditions in the vicinity of the fcc-hcp transition boundary, and therefore the possibility
that the Fe sample once melted and the mixture of fcc and hcp phase crystallized from the
melt upon quenching in [30] cannot be ruled out.

Possible stability of a bcc phase in the inner core was also proposed from classical
molecular dynamics simulations [29] and later supported by several groups with the
ab initio molecular or lattice dynamics simulations [31,32] (Figure 2a). Those studies
claimed that the bcc phase at core pressures would not be dynamically stable at low
temperatures, but should become stable at core temperatures due to the entropy effect.
Luo et al. [31] discussed that the stability of the bcc phase cannot be properly addressed
within the quasiharmonic approximation. There were no reports from experiment which
observed the presence of the high-pressure bcc phase in pure iron. Since the expected P-T
conditions are extremely high for a DAC study, there were not many XRD data relevant to
the presence/absence of the high-pressure bcc phase [15,25]. In addition, so-called “fast
crystallization” in these P-T conditions might have hindered those studies from obtaining
a clear diffraction line.

• The Melting Point at the ICB Pressure, 330 GPa

The melting temperature of iron under core pressure has been extensively argued
since 1986. Extrapolated shock wave data [27] indicated that the melting point of iron at
330 GPa was 6500 ± 300 K, while DAC studies reported significantly lower temperature of
4850 ± 200 K when extrapolated from 200 GPa [13] (Figure 2b). The melting points on the
Hugoniots of different groups’ shock compression data were generally consistent [33,34].
The latest shock compression data in which XRD patterns of liquid iron were obtained as a
melting criterion reinforced the validity of the previous shock wave data [35] (Figure 2b).
As such, the shock compression data are well consistent among different groups. First-
principles calculations predicted melting points of hcp iron which are consistent with the
shock compression data [36–38] although Laio et al.’s [39] calculations were consistent with
the DAC data by [13] (Figure 2b). If the high-pressure bcc phase is stabilized, the melting
point of Fe at the ICB pressure would be increased by about 300 K [29]. As such, there was
a consensus that the melting point of iron at the ICB is in the order of 6300–6500 K between
the studies with shock compression experiments and first-principles calculations.
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(a) (b) 

Figure 2. A phase diagram for iron [9] for discussions of (a) subsolidus and (b) melting relations. In (a), the plotted data are,
the fcc–hcp transition boundaries in diamond anvil cells (DAC), Komabayashi et al. [14] (open triangle, fcc; solid triangle,
hcp) and Boehler [13] (cross); stability of the hcp phase in DAC, Tateno et al. [23] (open hexagon) and Kuwayama et al. [26]
(solid hexagon); stability of the fcc phase in DAC, Mikhayulskin et al. [30] (square box); melting of the hcp phase in DAC,
Boehler [13] (cross) and Sinmyo et al. [25] (small solid square with error bar); a phase transition in shock compression, Brown
and McQueen [27] (BM, dot); the fcc-hcp transition by theory, Mikhayulskin et al. [30] (M, blue dashed line); the hcp-bcc
transition by theory, Belonoshko et al. [29] (Bel, blue dotted curve). In (b), the plotted data in addition to those in (a) are,
melting in DAC, Jackson et al. [40] (open hexagon with error bar) and Anzellini et al. [15] (open circle, subsolidus; solid circle,
melted); melting of the hcp phase by theory, Alfè et al. [38] (A, red dotted line), Belonoshko et al. [37] (Bel, red long dashed
line), and Laio et al. [39] (L, red short dashed line); melting in shock compression, Brown and McQuee [27] (BM, green open
circle), Yoo et al. [34] (Y, green open diamond), Nguyen et al. [33] (N, green open square), and Turneaure et al. [35] (T, green
open star).

Newly improved static experimental measurements were reported by Anzellini et al. [15]
in which melting was detected by the presence of diffuse scatterings from Fe liquid in
laser-heated DAC. The previous melting experiments were based on the loss of diffractions
lines from solids [12] or the detection of movement on the sample surface [13] as melting
criteria. The results of [15] are well consistent with the shock wave and first-principles
calculations, and the melting point of Fe at the ICB pressure should be 6230 ± 500 K [15].
Since the report by [15], the presence of a diffuse scattering has become a standard criterion
for melting in the experimental mineral physics community. Published in the same year,
Jackson et al. [40] also determined the melting points of fcc iron under pressure to 82 GPa
using synchrotron Mössbauer spectroscopy which enabled them to monitor the dynamics
of the iron atoms (Figure 2b). Their data showed somewhat lower melting temperatures
than those of [15], but consistent with earlier [12,13] and recent measurements [25]. On the
other hand, Morard et al. [41] discussed that Jackson et al.’s [40] data can be consistent with
Anzellini et al.’s [15] when their pressure values were recalculated with revised thermal
pressure values. As discussed later, the data of Jackson et al. [40] can be integrated into a
thermodynamic model which is consistent with multi-anvil phase equilibrium data in the
Fe-O system.

The quest for the accurate melting curve of iron in DAC is still on-going. Sinmyo et al. [25]
used an internally resistive-heating system in DAC to place constraints on the melting
point under high pressure to 290 GPa (Figure 2b). Their experiments had an advantage
of stable and precise high-temperature generation as was the case for the fcc-hcp transi-
tion by [14]. The melting criteria in Sinmyo et al.’s [25] experiments did not include the
presence of diffuse scatterings in XRD as was taken in [15] because the observation of a
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diffuse scattering requires a sufficient amount of sample liquid, which Sinmyo et al. [25]
claimed could be a source of overestimation of the experimental temperature on laser
heating in [15]. Sinmyo et al.’s [25] melting points of hcp iron are systematically lower
than Anzellini et al.’s [15] and higher than Boehler’s [13] data and the extrapolated melting
point at 330 GPa is 5500 ± 220 K.

• An Integrated Thermodynamic Model

Having reviewed the key phase relations of iron above, I here discuss the holistic
picture of iron phase relations. Different pieces of experimental information can be inte-
grated into a self-consistent thermodynamic model [9,42,43]. Among the latest models, the
Fe database constructed by [9] has been widely used as a model based on latest high-P-T
experimental measurements [4,14,15,44] together with 1 bar metallurgy data [43], although
the model does not include the high-pressure bcc phase. Komabayashi [9] started with
examining the thermodynamics of subsolidus phase relations including the fcc-hcp tran-
sition and extended it to include the liquid phase. The liquid EoS was assessed so that
thermodynamic calculations would reproduce experimental data. As discussed later in
the Fe-O system (Section 3.2.1), the melting points of Fe need to be lower than those of
FeO at pressures to ~20 GPa, and therefore Fe melting points in [9] are somewhat lower
than in Anzellini et al. [15] and more consistent with Jackson et al.’s [40] data (Figure 2b).
Note that considering the experimental uncertainties, Komabayashi’s [9] model is still
consistent with both [15,40]. At higher pressures, the calculated melting curve becomes
more consistent with Anzellini et al.’s [15] data, and reproduces the results of shock wave
experiments and first-principles calculations (Figure 2b). In the following discussions, the
iron database constructed by [9] will serve as a reference system.

• Liquid Properties under Core Conditions

Here I discuss some of the resulting properties of the thermodynamic model [9]. The
entropy of fusion at 330 GPa calculated from the model is 7.17 J/K/mol, which is fairly
consistent with 8.73 J/K/mol by the first-principles calculation [45]. The good agreement
between the two different approaches implies that the values are reliable. Indeed, these
values are close to the gas constant and this would prove that the Richard’s rule (a constant
entropy change on melting for metals on the order of the gas constant) (e.g., [46]) is still
valid under such extreme P-T conditions.

The longitudinal wave velocity (Vp) and density of iron liquid calculated from the
thermodynamic model [9] are compared with those from shock wave experiments [47],
DAC experiments [48], and first-principles calculations [49,50], together with seismological
models (preliminary reference Earth model (PREM), Dziewonski and Anderson [51]) over
the outer core depths between the core-mantle boundary (CMB) and ICB (Figure 3). The
different types of measurements, except those by [50], show consistent Vp and density
of iron liquid. The validity of the EoS for liquid iron in [9] was further confirmed by the
first-principles calculation to 2 terapascals and 10,000 K [49]. As such, the Fe database of
Komabayashi [9] based on static experimental data is consistent with shock compression
studies and theoretical studies in phase relation and EoS of the phases. If one models the
EoS for liquid iron using Sinmyo et al.’s [25] melting curve, its resulting density will be
greater than the case of Komabayashi’s [9] melting curve, which will have to be tested by
comparing with those different types of measurements in the future.

Figure 3 shows that liquid iron shows a greater density by 7.1% and a reduced velocity
by 3.7% compared with the PREM at the ICB conditions [9]. Similarly, the solid hcp Fe
shows 4.5% greater density than the inner core. These values, so-called core density deficit
(cdd), are the important starting point for the discussions of the kinds and amounts of
light elements dissolved in the core. The cdd of the inner core has often been revised
upon publication of a new EoS for the hcp phase and the most recent estimate is based on
Fei et al. [52] of 3.6% at 6000 K. The cdd obviously depends on core temperature which can
be constrained by the melting point at the ICB. The densities of iron liquid and solid, and
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the melting point of iron at the ICB can only be simultaneously constrained by internally
consistent thermodynamic models (e.g., [9]).

 
Figure 3. Density and longitudinal wave velocity (Vp) profiles for pure Fe over the outer core pressure
range along each isentrope: shock wave study (Anderson and Ahrens [47]); thermodynamic model
(Komabayashi [9]); first-principles calculation (Ichikawa et al. [50]; Wagle and Steinle-Neumann [49]);
static measurements in DAC (Kuwayama et al. [48]). Data of the preliminary reference Earth model
(PREM, Dziewonski and Anderson [51]) are also shown.

3.1.2. Fe-Ni

Phase relations of the Fe-Ni system are reviewed here. In particular (i) the fcc-hcp
transition boundary, (ii) the stable structure in the inner core, and (iii) the melting point
at the ICB, are discussed in comparison with the cases of pure Fe (Section 3.1.1). The Ni
content in Earth’s core is expected to be 5–15 wt% from the cosmochemical arguments
(see [53]) and therefore many of the existing reports were made on the Fe-rich portion,
namely Fe-5-15Ni.

• The fcc-hcp Transition Boundary

Figure 4a summarizes the results of experimental determinations of the fcc-hcp
phase transitions in the Fe-Ni system together with the results of pure iron (Fe-10Ni, [54];
Fe-5.4Ni, [55]; Fe-10.2Ni, [56]; Fe-9.7Ni, [57]; and Fe, [12,14]). Lin et al. [54], Mao et al. [55], and
Shen et al. [12] did not consider thermal pressure effects upon heating, while Dubrovinsky et al. [56]
and Komabayashi et al. [57] estimated the pressures at high temperatures, and therefore
the comparison should be made for each of the former and latter groups. Both groups show
that the addition of Ni to Fe reduces the transition temperature, expanding the stability
field of the fcc phase. Komabayashi et al. [57] reported a narrower two-phase region where
the fcc and hcp phases coexist than the other three works (Figure 4a). This may be a
direct result of the use of the internal resistive-heating system with improved precision in
temperature [57].
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• The Stable Structure in the Inner Core

Since the fcc-hcp transition boundary in Fe-10Ni is placed at only slightly lower
temperatures than in pure Fe, the stable phase in Fe-Ni Earth’s inner core is expected to
be hcp as well (e.g., [57]). However, Dubrovinsky et al. [56] reported the formation of
a bcc phase in Fe-10Ni at above 225 GPa and 3400 K (Figure 4b). They also conducted
first-principles calculations and found that the high-pressure bcc phase was dynamically
unstable within the quasiharmonic approximation as is the case for pure Fe [31]. Their
calculations demonstrated that Fe and Fe-10Ni bcc phases showed similar phonon spectra
which implied that the effect of Ni is minor, and therefore they expected that high tem-
perature should stabilize the bcc phase due to the entropic effect, same as for pure Fe [56].
Then, Sakai et al. [58] and Tateno et al. [59] conducted laser-heated DAC experiments on
the same composition Fe-10Ni, but did not observe any phases other than hcp in their DAC
experiments (Figure 4b).

 
 

(a) (b) 

Figure 4. (a) Comparison of the P-T location of the fcc-hcp transition boundaries (L, Lin et al. [54]; M, Mao et al. [55];
D, Dubrovinsky et al. [56]; K, Komabayashi et al. [57]). The Ni content in wt% in each study is shown. For reference, the fcc-
hcp transition boundaries in pure iron are shown (S, Shen et al. [12]; K, Komabayashi et al. [14]). Lin et al. [54], Mao et al. [55],
and Shen et al. [12] did not take the thermal pressure upon laser heating into consideration, while Dubrovinsky et al. [56]
and Komabayashi et al. [14,57] evaluated the pressures at high temperatures. (b) A phase diagram of Fe-10Ni (purple):
the fcc-hcp transition boundaries [57]; melting of the fcc phase [60]. For comparison, iron phase relations are shown
(black dashed line [9]; black solid line [40]). Note that Zhang et al. [60] took the same method as in Jackson et al. [40]
to determine the fcc melting temperatures, and therefore, the effects of Ni can be seen from comparison of these two
datasets. The stability of the hcp phase and high-pressure bcc phase was examined by Sakai et al. [58], Tateno et al. [59], and
Dubrovinsky et al. [56].

• The Melting Point at the ICB

The melting points of the fcc and hcp phases in Fe-10Ni were measured to 125 GPa
using laser-heated DAC and synchrotron Mössbauer spectroscopy by Zhang et al. [60],
which was the same methodology as in [40] for pure Fe (Figure 4b). The results indicate
that the addition of Ni negligibly changes the melting points of the fcc phase. However,
the triple point where the hcp, fcc, and liquid phases are stable is moved to a higher
pressure by the addition of Ni because of the steeper dP/dT slope of the fcc-hcp transition
boundary [57], which results in a depression of the melting point of the hcp phase by about
200 K for Fe-10Ni (Figure 4b). Similar discussions were recently made by Torchio et al. [61]
from their new experimental measurements of melting point in more Ni-enriched systems
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to Fe-36Ni. As discussed later in the Fe-Ni-Si system, Ni-bearing systems may be more
complicated than expected from relevant binary systems.

3.2. Binary Systems with Light Elements

Here I review phase relations of binary systems with light elements. The phase
relations of iron by Komabayashi [9] are compared as a reference system.

3.2.1. Fe-O

The Fe-O system shows many intermediate compounds between Fe and O. The rele-
vant compositional range for the Earth’s core falls between Fe and FeO and the subsystem
Fe-FeO has been extensively studied.

• Solid FeO

FeO shows rich polymorphism from 1 bar to core P-T conditions including magnetic
and metal-insulator transitions [62–70]. A metallic B8 structure was previously considered
to be relevant to Earth’s core due to an inferred strongly pressure-dependent phase bound-
ary between B1 and B8 phases at about 70 GPa [63,65,66,71]. However, the slope of the
boundary turned out to be less pressure-dependent [68] and the B8 phase was found to
transition to a B2 phase under Earth’s core P-T conditions [69]. On the other hand, the B1
phase is stable as a liquidus phase over a wide P-T range. This phase was considered to be
insulating, but Fischer et al. [72] and Ohta et al. [70] demonstrated from either experiment,
theory, or in combination, that it undergoes an insulator-metal transition at 30–90 GPa
depending on temperature (Figure 5).

• Melting of FeO

Komabayashi [9] modelled the thermodynamics of FeO melting, while assessing the
EoS of FeO liquid. The key phase relation is that B1 FeO is stable over a wide P-T range
from 1 bar to 240 GPa and 5000 K as a liquidus phase (Figure 5), which enabled constraining
the liquid EoS parameters using the EoS of the counterpart of solid B1 phase (e.g., [73]).
The melting temperatures of B1 FeO were experimentally constrained to 77 GPa [74–77]
and Ozawa et al. [69] constrained the stability of solid FeO phases (B1 and B2) up to
about T = 5000 K at P = 240 GPa. Komabayashi [9] obtained EoS parameters of liquid FeO
that give a calculated melting curve consistent with selected experimental measurements.
The calculated melting curve is shown in Figure 5. Komabayashi [9] pointed out that
consistency between the melting points of Fe and FeO should be considered (Figure 6a,b);
the melting temperature of FeO needs to be higher than that of pure iron at about 15 GPa
in order to reproduce binary phase assemblages determined in multi-anvil experiments
(e.g., [77]) (Figure 6b). The melting temperatures of FeO determined by [74] are much
lower than those of pure iron [15] at about 15 GPa and hence were not integrated in the
thermodynamic model by [9] which is consistent with [15].
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Figure 5. Phase relations of FeO. The solid black curve is the melting curve of the B1 struc-
ture extended to the inner core-outer core boundary, which was calculated with the thermody-
namic model [9]. Thin solid straight lines are solid-solid reactions which divide stability fields
of the phases. The B1 structure undergoes insulator-metal transition (dashed line [72]; solid
line [70]). Melting experimental data to constrain the equation of state (EoS) of the liquid are
plotted (Lindsley [76]; Tsuno et al. [77]; Seagle et al. [75]). High-pressure stability of solid FeO is
indicated (Ozawa et al. [68,69]). The stability of rhombohedral B1 (rB1) phase is by Fei and Mao [66].
The small filled circle is the melting point of FeO (Fischer and Campbell [74]) which was not used for
the liquid EoS determination in [9].

• The Fe-FeO System

The Fe-FeO system is characterized by the presence of a large miscibility gap above
the solidus between Fe-rich metallic liquid and FeO-rich ionic liquid [77–79] (Figure 6a).
The mixing property of liquid Fe and FeO was well examined at 1 bar [80,81]. The pressure
dependence of the mixing interaction parameters was assessed by Frost et al. [82] based
on two-liquid immiscibility data obtained in their own experiments up to 25 GPa. At
greater pressures, the system behaves as a simple binary eutectic system [75] (Figure 6c,d).
Komabayashi [9] calculated the eutectic relations to 50 GPa (Figure 6b,c) using the mixing
parameters by [82] and at the core pressures (Figure 6d) with ideal mixing employed. Al-
though Frost et al.’s [82] model was aimed at calculating the oxygen partitioning between
the mantle and core, their mixing parameters reproduced the experimental data to 50 GPa
well (Figure 6c). Komabayashi [9] also calculated the pressure dependence of eutectic com-
position, which is compared with experimental measurements in Figure 7 [75,77,78,83–86].
The calculated oxygen content in eutectic melt shows a steep rise at 30–60 GPa [9] which is
consistent with earlier experimental data in laser-heated DAC [75]. Recent experiments
further reinforced this pressure effect [85,86] (Figure 7), although Morard et al. [85] reported
the steep rise at some greater pressures (~80 GPa).
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(a) (b) 

  
(c) (d) 

Figure 6. Eutectic relations in the system Fe-FeO at (a) 1 bar, (b) 15 GPa, (c) 50 GPa, and (d) 136–330 GPa. (a) is from [79]
and (b–d) are from [9]. In (b), calculated phase relations [9] and experimental data of the compositions of liquids [77] are
plotted: circle, coexisting two liquids; square, a liquid coexisting with solid FeO. In (c), calculated eutectic relations [9] are
compared with laser-heated DAC experimental data [75]. The experimental error bar is shown in the inset, and the dashed
line is the liquidus curve that Seagle et al. [75] drew. The calculations were made with the ideal solution and nonideal
solution models [82] assumed. In (d), eutectic relations to the inner core boundary pressure were calculated with the ideal
solution employed for the liquids. L, liquid.
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Figure 7. Change in eutectic composition of the Fe-FeO system as a function of pressure. Calculated
eutectic compositions are shown as green (nonideal) and blue (ideal) lines [9]. Experimental estimates
are plotted (Darken and Gurry [83]; Ohtani et al. [78]; Ringwood and Hibberson [84]; Tsuno et al. [77];
Seagle et al. [75]; Morard et al. [85]; Oka et al. [86]). The red and black curves were fitted to [86]
and [85], respectively.

I here calculated a G-X relation for liquids and solids in the Fe-FeO system from
the thermodynamic database [9,82] (Figure 8) to make detailed analyses of the increasing
oxygen content in eutectic melt with increasing pressure. At a low pressure of 15 GPa, the
nonideal mixing of Fe and FeO liquids forms two minima in the free energy curve, which
accounts for the liquid immiscibility for intermediate bulk compositions. The eutectic
point where solid fcc Fe and liquid coexist is very close to Fe (Figure 8, upper panel).
With increasing pressure, the pressure effect stabilizes the liquids in the intermediate
compositional range, and therefore the free energy curve becomes a simple downward
convex curve where the two-liquid field diminishes (<50 GPa) while the eutectic point is
moving towards the FeO side (Figure 8, middle panel). At a greater pressure of 90 GPa,
the eutectic point is at about 9 wt% O (Figure 8, lower panel) and there is no further move
with further increasing pressure because there is no longer drastic change in the shape of
the free energy curve.

A liquid immiscibility occurs when the mixing enthalpy is a large positive value and
disappearance of the two-liquid field often occurs with increasing temperature at a fixed
pressure, for example, at 1 bar, due to the effect of configurational entropy. However, the
Fe-FeO system shows disappearance of the liquid immiscibility with increasing pressure at
a fixed temperature as well [82]. This indicates that the mixing enthalpy becomes smaller
with pressure; in other words, the end-member liquids which are metallic Fe-rich liquid and
ionic FeO-rich liquid become compatible at high pressures. Komabayashi [9] discussed that
a potential source for the reduction in nonideality with increasing pressure is metallization
of FeO liquid. Metallization of subsolidus B1 FeO was observed by experiment and
theory [70,72], which occurred at 30–90 GPa depending on temperature. The structure
of a liquid may change according to that of the counterpart crystalline phase (e.g., [87]).
Hence FeO liquid might become a metal at pressures in the vicinity of the transition in the
solid, which might make it compatible with Fe liquid. As such, the rapid increase in the
oxygen content in eutectic melt at 30–60 GPa could be as a consequence of metallization
of liquid FeO [9,85]. Although there is a slight difference in the pressure where the
oxygen content starts rising between the studies [9,75,85,86], the important point is that the
pressure dependence of the nonideal mixing parameters established for another geological
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reaction [82] reproduces the change in eutectic composition with pressure [9] and this is
also consistent with the pressure range of metallization of B1 FeO [70,72].

 

Figure 8. Gibbs energy-composition (G-X) diagrams for the Fe-FeO system at the eutectic temper-
atures for (a) 15 GPa, (b) 50 GPa, and (c) 90 GPa, which were calculated with the thermodynamic
model [9]. The green curve represents the free energy curve for the liquids and the red squares are
the free energies of solid Fe and FeO. The eutectic points are indicated by arrow. From low to high
pressures, the nonideality of the Fe-FeO liquids decreases, which moves the eutectic point from
oxygen-depleted side to -enriched side. The reduction of nonideality should be associated with
metallization of B1 FeO [70,72].
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As for the eutectic temperature, Komabayashi [9] discussed that the nonideal mixing
model reproduced DAC experimental data to 50 GPa and the ideal mixing model worked
for the data of [69] to pressures above 200 GPa (Figure 9). Recent laser-heated DAC
data [85,86] are also consistent with the ideal mixing model. This agreement between the
thermodynamic calculations and experiments indicates that the mixing property indeed
changes from the highly nonideal at low pressures to ideal under core pressures. The
calculated eutectic compositions at the core pressures are slightly depleted in oxygen than
the experimental measurements (Figure 7). This could be resolved if the melting points of
FeO would be elevated, which can be tested in the future.

 
Figure 9. Eutectic melting temperatures in the Fe-FeO system together with the melting curve for each
end-member composition. The green and blue solid lines give the calculated eutectic temperatures
assuming the nonideal and ideal solution for liquids, respectively [9]. The squares with error bars are
experimentally determined eutectic temperatures (blue, Seagle et al. [75]; black, Boehler [13]). The
triangles are points of stability of solid Fe + FeO observed in DAC experiments [69]. The solid black
and red curves are experimentally constrained eutectic curves by Morard et al. [85] and Oka et al. [86],
respectively. The red cross denotes the error bar for [86]. CMB, core-mantle boundary; ICB, inner
core boundary.

• The Liquid Properties

The Vp and density of Fe-FeO liquids were calculated from the thermodynamic model [9].
The results are shown in Figure 10 together with first-principles calculations [88,89]. The cal-
culated results by [9] show that the addition of oxygen to Fe liquid reduces both the density
and Vp, while the theoretical calculations show a reduction in density but an increase in
Vp. Figure 10b shows the effects of oxygen on the liquid iron properties: density, adiabatic
bulk modulus (Ks), and Vp. Komabayashi’s [9] model predicted a negative effect (i.e.,
decrease) on the velocity by the addition of oxygen, while the first-principles calculations
by Badro et al. [88] and Ichikawa and Tsuchiya [89] predicted positive effects (Figure 10b).
However, this does not necessarily imply that the experiment-based and theory-based
results are complete opposites. The result depends on the magnitude of reduction of the
bulk modulus of iron liquid due to oxygen. All of [9,88,89] show that the addition of
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oxygen reduces both the bulk modulus and density (Figure 10b). The Vp of iron liquid is
reduced in Komabayashi [9] because the bulk modulus decreases more than the density by
mixing an oxygen component. As such, the Vp may increase or decrease due to oxygen
depending on the difference in the bulk modulus between the end-members (i.e., Fe and
FeO in [9]). In his modelling of the EoS of liquid phases, Komabayashi [9] demonstrated
that the compressibility of a liquid should be close to that of the counterpart crystalline
phase under core pressure, and the small bulk modulus of liquid FeO was a consequence
of the small bulk modulus of solid B1 FeO. The EoS of solid B1 FeO was established based
on experimental data to 207 GPa and 3800 K [69,73] which are relevant to core conditions
and therefore its elastic behaviour can be reliably applied. Komabayashi [9] listed a set of
EoS for the solids and liquids in the Fe-O system while the first-principles calculations did
not provide such a self-consistent set of EoS for the solids and liquids. Further comparison
is needed to resolve the difference between experiment and theory.

  
(a) (b) 

Figure 10. (a) Density and Vp profiles for Fe-O outer core models along each isentrope from thermodynamic calculations
(Fe-5.9O, [9]) and first-principles calculations (Fe-7.5O, [89]). Furthermore, results of another theoretical calculation at the
CMB and ICB are shown [88]. Note that the plots for Fe-5.9O needed a slight extrapolation in composition for [88]. For
comparison, pure iron data are plotted (red dashed line with TICB = 6382 K [9]; blue dashed line with TICB = 6000 K [50]).
(b) Effects of oxygen on the Vp, adiabatic bulk modulus (Ks), and density (ρ) of liquid iron at 330 GPa. Data from different
approaches are compared (Komabayashi [9]; Badro et al. [88]; Ichikawa and Tsuchiya [89]). Note that the parameters are
normalized to those for pure iron. The effect of oxygen on Ks is more pronounced than on ρ, resulting in a reduction of Vp
in [9].

The above analyses suggest that Fe-O liquids may or may not account for the outer
core profiles (Figure 10a). On the other hand, hcp iron may crystallise to form the inner
core, if the outer core contains 5.9–7.5 wt% oxygen [88,89] since the oxygen content in
eutectic melt would be greater (Figure 7). The crystallised hcp iron would however not
accommodate any amount of oxygen [68] so that it cannot account for the inner core density
deficit. Therefore, the addition of oxygen alone to iron cannot fully explain the PREM
profiles of the core.
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3.2.2. Fe-Si

The Fe-Si system is characterised by a narrow melting loop of the bcc Fe phase at 1 bar
which partitions Si into both solid and liquid. This could account for the cdd of both the
solid and liquid cores if high-pressure iron phases would show similar melting relations.
The phase relations and EoS of solid phases in the Fe-(Fe)Si system have been extensively
studied by both experiment and theory [90–99].

• The T-X Relations

Phase relations in the Fe-Si system are complicated with many different solid phases
involved at low pressures, but they become simpler with increasing pressure (Figure 11).
Above 100 GPa the subsystem Fe-FeSi, which is relevant to Earth’s core, only includes hcp
iron, B2, and liquid phases (e.g., [95]) (Figure 11d). Fischer et al. [95,100] determined phase
relations based on in situ XRD while Ozawa et al. [98] placed constraints on the width of
melting loops based on chemical analyses of recovered DAC samples. The two studies
are qualitatively consistent, but some details need attention. While the compositional
range of fcc + B2 at 50 GPa (Figure 11b) and hcp + B2 at 125 GPa (Figure 11d) constrained
by Ozawa et al. [98] are not inconsistent with the data in Fe-9Si and Fe-16Si by [95], the
compositional ranges of fcc + B2 and hcp + B2 at 80 GPa (Figure 11c) which are well
constrained by [95] seem too wide compared with Ozawa et al.’s [98] data at 50 and 125 GPa
(Figure 11b,d). This apparent discrepancy is due to the very large compositional range
of the B2 solid solution phase in [98]. This should further be examined, by an alternative
approach such as first-principles calculation.

• The fcc-hcp Transition

Because the Fe-phases (bcc, fcc, and hcp) form extensive solid solutions with Si, as was dis-
cussed in Fe-Ni (Section 3.1.2), the fcc-hcp transition boundary is discussed here. Figure 12
summarises the experimental attempts to determine the P-T locations of the fcc-hcp transi-
tion boundaries in the Fe-Si system with in situ synchrotron XRD [97,99,101]. An experi-
mental study with laser-heated DAC reported that the transition temperature was greatly
reduced when 3.4 wt% Si was added to Fe [101]. In contrast, Tateno et al. [97] showed
increased transition temperatures in Fe-6.5Si, which was later supported by Komabayashi
et al. [99] who employed internally resistive-heated DAC experiments in Fe-4Si (Figure
12). Komabayashi et al. [99] noted that Asanuma et al. [101] assigned tiny shallow rises as
peaks from the fcc phase, while the appearance of the fcc phase was clearly marked by the
presence of the (200) peak in [14,57,99] (Figure 13).

• The Stable Structure in the Inner Core

The stable structure in a hypothetical Fe-Si inner core has been discussed in relation to
a reaction boundary: hcp → hcp + B2 (Figures 11d and 14) [93,95,97,102]. Fischer et al. [95]
and Tateno et al. [97] determined this boundary in Fe-9Si by synchrotron XRD in laser-
heated DAC to 201 GPa and 407 GPa, respectively, and both results agree well (Figure 14).
According to Tateno et al.’s [97] boundary, if the inner core temperature is below 4800 K,
the inner core can be a sole hcp phase with up to 9 wt% Si.

On the other hand, theoretical studies reported a possible presence of the high-pressure
bcc phase at a lower Si concentration (~5 mol% = 2.6 wt%) under the inner core condi-
tions [103,104]. Vočadlo et al.’s [103] calculations showed that the high-pressure bcc phase
is dynamically stable at core temperatures, but thermodynamically less stable than the
hcp phase in pure Fe. However, the addition of a few mol% Si stabilized the bcc phase
relative to the hcp phase and they concluded that the bcc phase is a strong candidate for the
inner core constituent phase. This is somewhat in contrast to Belonoshko et al. [29,32] who
claimed that the bcc structure is more stable than the hcp structure even in pure Fe as we
have seen in Fe section (Section 3.1.1). In addition, it is uncertain whether the high-pressure
bcc phase is identical to the B2 phase observed in the experiments above, although the
high-pressure bcc phase should take the same atomic coordinates as the B2 phase [103].
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The above discussions are based on the stability of crystal structures under subsolidus
conditions (see Figure 11b–d), but the liquidus phase of the outer core that crystallises
to form the inner core depends on the eutectic composition. Ozawa et al. [98] placed
constraints on the eutectic composition in the Fe-Si system from textural observations
made on samples recovered from DAC experiments, which is compared with existing
data in Figure 15 [95,97,98,100,105]. Their results show that the Si content in eutectic melt
decreases with increasing pressure and is less than 1.5 ± 0.1 wt% Si at 127 GPa (Figure 15).
The expected Si content in the outer core ranges from 4.5 to 11 wt% assuming that silicon is
the sole light element in the core [10,88,89,96,106], in order to account for the cdd (see also
the discussions about the Vp and density of Fe-Si liquids below). Such a Si-enriched liquid
core should crystallise a less dense solid, CsCl (B2)-type phase at the ICB which would not
meet the inner core density. However, the crystallization of the hcp iron phase would be
possible if other light elements are present in the core to account for the cdd [98]. It would
therefore be concluded that silicon cannot be the sole light element in the core.

  
(a) (b) 

  
(c) (d) 

Figure 11. Eutectic relations in the Fe-Si system at (a) 1 bar, (b) 50 GPa, (c) 80 GPa, and (d) 125 GPa. (a) is from
Ohnuma et al. [107], (b) from Fischer et al. [95] (blue) and Ozawa et al. [98] (red), (c) from Fischer et al. [95], and
(d) from Fischer et al. [95] (blue) and Ozawa et al. [98] (red). For Ozawa et al.’s [98] data, the eutectic temperatures were
constrained by [10]; solid lines are constrained by experimental data points, whereas the dashed lines are inferred boundaries
which are drawn to be consistent with data in [95].
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• The Mixing Properties of Solutions

Since many phases in the Fe-Si system show extensive mixing of Fe and Si, their mixing
properties needs to be critically evaluated in order to understand the materials properties.
The thermodynamic models established at 1 bar in metallurgy indicate that the low-
pressure bcc, fcc, and liquid phases show strong negative nonideality, which stabilizes them
more than what is expected from ideal mixing (e.g., [107]). Alfè et al. [90] discussed that the
deviation from the ideal solution was weak in the hcp and liquid phases at low Si content
under core conditions. More recently, Huang et al. [108] also reported that the mixing of Fe
and Si in liquids at core pressures would be ideal from first-principles calculations. On the
experimental side, Komabayashi [10] evaluated the mixing properties of the fcc and hcp
phases based on the P-T locations of the fcc-hcp transition boundaries in Fe-4Si [99]. He
applied the nonideal mixing model developed at 1 bar [107] and ideal mixing model to
thermodynamic calculations of the transition and found that both models reproduced the
experimental measurements at pressures to 40 GPa [99]. As such, it is reasonable to apply
ideal mixing to the solutions in the Fe-Si system under the core P-T conditions.

Figure 12. Calculated fcc-hcp transition boundaries for Fe-4Si with the ideal mixing model (red
line) and nonideal mixing model (blue dashed line) [10]. Experimental results with in situ XRD in
internally resistive-heated DAC are also plotted: inverted triangle, hcp + bcc; square, hcp; normal
triangle, fcc + hcp; circle, fcc [99]. The transition boundaries in pure iron [14] (hcp-fcc), Fe-3.4Si [101]
(hcp → hcp + fcc), and Fe-6.5Si [97] (hcp → hcp + fcc → fcc) are also shown.
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Figure 13. Series of XRD patterns collected in the run 2 in Figure 12 for increasing temperature [99].
The presence of the fcc phase was unambiguously marked by the appearance of (200) peak. The
figure is taken after [99].
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Figure 14. Phase boundary between hcp and hcp+B2 for Fe–9Si alloy [93,97,102]. The dotted curve is
from [95]. The figure is taken after [97].

 
Figure 15. Silicon content in eutectic point as a function of pressure in the Fe–FeSi
system [95,97,98,100,105]. The normal and inverted triangles denote the lower and upper bounds of
the silicon content in eutectic melt, respectively. The thick black line shows the best-representative
eutectic compositions [98].
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• The Melting Point at the ICB

The melting temperature of Si-bearing iron phases (fcc and hcp) was not directly mea-
sured at pressures greater than 21 GPa [94], although high-pressure experiments observed
melting of the B2 phase or eutectic of Fe + B2 in the Fe-(Ni)-Si system in the Si-rich portion
of the system Fe-Si (Si > 10 wt%) [95,109–111]. There are no reports from theory on the
melting point of hcp Fe-Si phases under core conditions, although Belonoshko et al. [104]
reported the melting temperatures of bcc Fe and Fe0.9375Si0.0625 (Fe-3.2Si) at the ICB pressure
of 7000 and 7200 K, respectively (Figure 16).

Another important melting property is the width of the melting loops of iron phases
because it is the key to understanding the Si partitioning between the solid inner core and
liquid outer core upon inner core crystallization [90,94,98]. At 1 bar the width of the melting
loop for the bcc phase is as narrow as 2 wt% Si for Fe-5Si [107] (Figure 11a). Kuwayama
and Hirose [94] suggested that the width of the melting loop for the fcc phase would be less
than 2 wt% of Si at 21 GPa based on high pressure experiments performed in a multi-anvil
apparatus. Recently Ozawa et al. [98] demonstrated from laser-heated DAC experiments
that the fcc melting loop was as narrow as less than 1 wt% Si at 58 GPa. Alfè et al. [90]
reported by first-principles calculation that silicon is almost equally partitioned between
hcp iron and liquid at 370 GPa. As such the width of melting loop of the iron phases seems
to become narrower with increasing pressure from 1 bar to over 3 Mbar.

 
Figure 16. A phase diagram for Fe-4Si [10] in comparison to that of pure iron [9]. The fcc-hcp
transition boundaries and melting curve of the hcp phase were calculated with ideal mixing of Fe
and Si in the phases, while the other boundaries including the melting curve of the fcc phase were
schematically drawn for Fe-4Si. The melting curves of fcc and hcp phases are compared with of pure
Fe, namely, 20 K lower than pure iron at 60 GPa and the same as for iron above 90 GPa. Pure iron
melting data are plotted [15,25,40]. The melting points of high-pressure bcc Fe and bcc Fe-3.2Si are
also shown [104]. Note that the melting curve for Fe-4Si is to demonstrate that the effect of Si can be
negligible. Ozawa et al. [98] reported that the silicon content in eutectic point is less than 4 wt% at
pressures greater than 90 GPa (Figure 15).
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Komabayashi [10] assessed the melting temperatures of Si-bearing fcc and hcp struc-
tures based on the width of the melting loops. The thermodynamic system that he consid-
ered was Fe-Si in which the hcp, fcc, and liquid phases were treated as solutions between
Fe and hypothetical Si with the same structure, for example, hcp Fe and hcp Si. He assessed
the melting temperature for the Si end-member (Tmelting

Si ) under high pressure, by repro-
ducing the width of melting loops [90,98], adopting ideal mixing as discussed above. The
key constraints came from that the entropy of fusion, ΔSmelting, for both end-members (Fe
and Si) are large of 7–10 J/K/mol (cf. ΔS f cc−hcp transition

Fe = 3 J/K/mol at 60 GPa). With the
ideal mixing model, when ΔS is large for both end-members, a phase transition loop would
be wide, depending on the difference in transition temperature between the end-members,
i.e., ΔTmelting

Fe−Si for the present discussion (e.g., Yamasaki and Banno [112]) (Figure 17). As

such ΔTmelting
Fe−Si needs to be small in order to account for the reported narrow melting loops,

namely, Tmelting
Si , should be close to Tmelting

Fe . When the melting phase loop was calculated

to match the data by [98] at 60 GPa, Tmelting
Si needed to be 2600 K (Figure 18) which is

only 300 K lower than Tmelting
Fe = 2910 K. Alfè et al. [90] concluded that Si is almost equally

partitioned between solid and liquid to 20 mol% Si (11 wt% Si) at 7000 K and 370 GPa.
Assuming an ideal solution for both liquid and solid, an equal partitioning of Si between
solid and liquid implies composition-independent melting temperature. Thus-obtained
melting curves for the hcp and fcc phases in Fe-4Si are shown in Figure 16. Note, that as
discussed above, the Si content in the eutectic melt under the core conditions might be less
than 1.5 wt% [98], and therefore Figure 16 is exclusively used for the effects of Si on the
melting temperature of the hcp phases.

 

Figure 17. Variation in the shape of a two-phase loop in the binary AB system as a function of ΔSA

and ΔSB (after [112]). Ideal mixing is assumed. When both ΔS are large, the loop is wide, unless ΔT
is small. The figure is taken after [10].
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For 1–8 wt% Si-bearing iron systems, which span the proposed values for the Si
content in Earth’s core [113–117], the expected change of liquidus temperature of Fe due
to Si is about –50 K at 60 GPa and about 0 K at 330 GPa (Figure 16). This suggests that
the addition of Si to Earth’s core would not significantly affect the temperature at the ICB
where the inner core is believed to be crystallised from the outer core.

 
Figure 18. Calculated melting loop of the fcc phase at 60 GPa, with ideal mixing assumed between
Fe and Si [10]. The green lines were obtained so that the calculations reproduce the reported Si
partitioning data [98]. The Si partitioning data between the liquid and B2 phases are also plotted [98].

• Liquid Properties

From the above-constrained melting curve, Komabayashi [10] assessed thermal EoS
of Si-bearing iron liquids. Figure 19a shows calculated density and Vp for an Fe-4Si
outer core along its isentrope together with results of first-principles calculations [88,89],
inelastic X-ray scattering experiments [118], and PREM [51]. Note that the Si contents in
Komabayashi [10], Badro et al. [88], and Nakajima et al. [118] in Figure 19a are not meant
to be best-fits to the PREM while that in Ichikawa and Tsuchiya’s [89] calculations is the
best-fit composition in the binary Fe-Si. All four the models show that the addition of
silicon increases the velocity. However, the effects of silicon on the bulk modulus of liquid
iron are in contrast between the experiment-based [10] and theory-based models [88,89]
(Figure 19b). As discussed in the case of Fe-FeO (Section 3.2.1), the compressibility of a
liquid should be close to that of the counterpart crystalline phase under core pressure. The
EoS parameters for the Fe-Si hcp phase in Komabayashi [10] was based on compression
experiments on the hcp phase by Tateno et al. [97] to 305 GPa who demonstrated that
the addition of silicon surely increases the bulk modulus of hcp iron. Komabayashi [10]
provided a set of EoS for the solids and liquids in the Fe-Si system while the first-principles
calculations have not, the same as in the case of oxygen (see, Section 3.2.1. Fe-O).

Any of Badro et al. [88], Ichikawa and Tsuchiya [89], and Komabayashi’s [10] models
in Figure 19a require a Si content greater than 4 wt% to make the density and Vp profiles
match the PREM. However, as discussed above, the Si content in the eutectic melt at the
ICB is expected to be less than 1.5 wt% [98]. Therefore, the crystallising phase from such
an outer core is likely the B2 phase, which should be less dense than the inner core. On
the other hand, recent experimental measurements by Nakajima et al. [118] showed that
the addition of Si to iron liquid produced an enhanced increase in the Vp and moderate
reduction in density, which implies that the addition of Si alone cannot account for the
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observed seismic properties of the outer core. As such, all the Vp-density modelsplotted in
Figure 19a suggest that silicon cannot be the sole light element in Earth’s core.

 
 

(a) (b) 

Figure 19. (a) Longitudinal wave velocities (Vp) and densities of Fe-Si liquids: Fe-4Si (Komabayashi [10]), Fe-6.4Si (Ichikawa
and Tsuchiya [89]), Fe-6.4Si (Badro et al. [88]), and Fe-8.7Si (Nakajima et al. [118]). Each profile is along its isentrope.
For comparison, pure iron data are plotted (red dashed line with TICB = 6382 K, Komabayashi [9]; blue dashed line with
TICB = 6000 K, Ichikawa et al. [50]). (b) Effects of silicon on the Vp, adiabatic bulk modulus (Ks), and density (ρ) of liquid
iron at 330 GPa [10]. Data from the first-principles studies are compared [88,89]. Note that the parameters are normalized to
those for pure iron.

3.2.3. Fe-S

Of the candidate elements to account for the cdd, sulphur has been most extensively
studied [119]; the Fe-S system is still currently of significant interest as new discoveries are
being reported [120–125].

• The T-X Relations

The 1-bar phase relations of the Fe-S system include many intermediate compounds
(e.g., [126]) and these compounds show a series of phase changes under pressures [127,128]
(Figure 20). Above 21 GPa the sulphide phase stable with Fe under subsolidus conditions
is Fe3S which takes a tetragonal system [128] forming a simple eutectic system [124,129]
(Figure 20d).

  
(a) (b) 

Figure 20. Cont.
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(c) (d) 

 

(e)  

Figure 20. Experimentally constrained eutectic relations in the Fe-S system at (a) 1 bar, (b) 14 GPa,
(c) 21 GPa, and (d) 123 GPa. Calculated eutectic relations are shown in (e) [122]. (a) is from Waldner and Pel-
ton [126], (b) from Chen et al. [127], (c) from Fei et al. [128] (black line) and Pommier et al. [125] (purple line), and
(d) from Kamada et al. [124]. In (b), the dashed lines were not directly constrained by [127]. In (d), the green open
circle denotes total melting, green solid and open squares are eutectic solid and liquid, and black solid square denotes the
subsolidus assemblage of hcp Fe and Fe3S.

The eutectic composition and temperature as a function of pressure were experimen-
tally examined [122,124,128–132] (Figure 21). Experiments also confirmed the stability of
Fe3S to 250 GPa (Figure 20e). The eutectic composition becomes Fe-richer with increasing
pressure to 6 wt% S at 250 GPa (Figure 21a). The eutectic temperatures were also con-
strained to 250 GPa [122,124,128,130,132,133] (Figure 21b). Considering the experimental
uncertainties, the eutectic temperatures do not differ much between the Fe-FeO and Fe-Fe3S
systems at the core pressures (Figure 21b).

The T-X liquidus curve of the Fe phases at 1 bar shows a sigmoidal shape. This is
due to the nonideality of liquids and was also confirmed at 14 GPa [127] (Figure 20b).
Although Fei et al. suggested a parabolic-shaped liquidus curve at 21 GPa, a recent
study by Pommier et al. [125] reported a sigmoidal liquidus curve, which indicates that
the nonideality still remains at this pressure (Figure 20c). There are no reports on the shape
of the liquidus curve of the Fe phases at greater pressures.
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(a) (b) 

Figure 21. (a) Sulphur content in eutectic melt as a function of pressure in the Fe-S system [122,124,128–132]. (b) Eutectic
temperatures of the Fe-S system [122,124,128,130,133] in comparison with Fe-FeO by experiment [85] and thermodynamic
calculation with ideal mixing for liquids [9].

• Sulphur in the hcp Phase

The sulphur content in hcp Fe coexisting with a liquid needs to be critically assessed
because a S-rich hcp phase could be a main constituent phase of the inner core [90].
Experimental data cover a pressure range to 250 GPa, which show that the sulphur content
in the hcp phase increases with pressure [122,124,129,130,134] (Figure 22a). Figure 22b
shows partitioning of S between solid (hcp) and coexisting liquid in experiments by
Mori et al. [122] compared with a prediction from the first-principles calculations at 330
GPa [90]. The experimental data are approaching the theoretical value for 330 GPa with
increasing pressure; the data at 254 GPa is very close to the predicted curve. Thus, a
significant amount of sulphur can be incorporated in the hcp phase at the ICB conditions.

 
 

(a) (b) 

Figure 22. (a) Sulphur content in solid iron phases [122,124,129,130,134]. (b) Sulphur partitioning between solid iron and
liquid. The black line is a result of the first-principles calculations for 330 GPa by Alfè et al. [90]. The circle symbols are
experimental data and the numbers attached are the experimental pressures [122]. The small arrows attached to circles
indicate the lower bounds of sulphur content in the iron phases.
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• The Properties of Fe3S

Since the Fe3S phase is stable over 200 GPa as an end-member of the subsystem
Fe-Fe3S (Figure 20), constraining its physical properties provides vital information about
a hypothetical sulphur-bearing core. The EoS of Fe3S has been experimentally examined
with in situ XRD [128,135–138]. The 300-K EoS was well constrained thanks to the wide
pressure range covered up to 200 GPa [135–138] (Figure 23a). In contrast, the thermal
parameters were less studied [135,137,138]. The most recent high-T data were reported by
Thompson et al. [138] who proposed a thermal EoS from laser-heated DAC experiments
with in situ XRD to 126 GPa and 2500 K. Figure 23b shows compression curves of Fe3S
calculated with the EoS by Thompson et al. [138] and Kamada et al. [136]. The EoS by [138]
calculates the density of solid Fe3S greater than by [136] since Kamada et al. [136] adopted
the large αKT value (0.011 GPa/K) proposed by Seagle et al. [135].

  
(a) (b) 

Figure 23. (a) Unit-cell volumes for Fe3S at 300 K (Seagle et al. [135]; Chen et al. [137]; Kamada et al. [136];
Thompson et al. [138]). A compression curve based on the BM EoS (Equation (1)) fitted to all the data is also shown.
(b) Unit-cell volumes for Fe3S under high temperatures [138]. Compression curves based on the thermal EoS constructed
by [138] are shown together with those by [136]. The figures are from [138].

• Decomposition of Fe3S at Core Pressures

Solid Fe3S is stable to 250 GPa and therefore its elastic parameters can be used to
assess the liquid properties in the future. However, it undergoes a decomposition reaction
into an Fe-rich hcp phase and a S-rich B2 phase at higher pressures, and therefore, the
most Fe-rich sulphide phase stable in the inner core conditions would be the B2 phase, not
Fe3S [121].

The nature of the reaction,

Fe3S = Fe-rich hcp + S-rich B2 (R1)

was examined by Thompson et al. [138], assuming the composition of the hcp and B2
phases to be pure Fe and Fe2S, respectively [121,123]. Figure 24a plots the average atomic
volumes for Fe and Fe3S at 250 GPa and 300 K, based on which the volume for Fe2S is
estimated. The average atomic volume for the B2 phase needs to be below the Fe-Fe3S line
(Figure 24a), because a first-order pressure-induced transition must be accompanied with
a volume reduction. Thompson et al. [138] considered two possible cases: (i) the volume
change of the reaction (ΔVr) of Fe3S = Fe + Fe2S is zero, and (ii) ΔVr = −1.5%. The volume
for Fe2S is then obtained for each case in Figure 24a. Recently, Tateno et al. [123] reported
experimental data on the unit-cell volume of the Fe2S phase at pressures greater than
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180 GPa. Their volume of Fe2S is plotted in Figure 24a, with their experimental pressure
values corrected to be consistent with the pressure scale in [138]. Tateno et al.’s [123] data
shows 1.0% volume reduction on reaction (R1), which is within the predicted range by [138]
(Figure 24a). Thompson et al. [138] estimated compression curves for Fe2S with evaluating
EoS parameters (Figure 24b).

 

 

(a) (b) 

Figure 24. (a) Volume relationships for reaction (R1) [121]. The composition of the hcp phase is assumed to be pure Fe.
The volumes were calculated from Dewaele et al. [4] for Fe and Thompson et al. [138] for Fe3S. The star represents a
hypothetical B2 phase with a composition of Fe2S [121]. The volumes of the hypothetical Fe2S phase were estimated for the
cases of ΔVr = 0 and −1.5%, respectively. The open square indicates the volume of Fe2S constrained by experiment [123].
(b) Compression curves of the hypothetical Fe2S at 300 K. The figures are from [138].

• Thermodynamic Model of the System

The thermodynamics of the Fe-S system at 1 bar has been well studied [126,139–142].
The system is characterized by the liquid phases showing negative nonideality over the
entire compositional range. The most recent study treated the liquid phases with the
quasi-chemical model [126]. Solid Fe3S was not included in those models as it is only stable
at high pressures (P > 20 GPa). The nonideality under high pressure can be discussed from
the shape of the liquidus curve of the Fe phases. At 1 bar to 20 GPa, experiments confirmed
that the liquidus curves are sigmoidal shaped, which implies that the nonideality continues
to those pressures [125–127]. There is no information about the nonideality of liquids under
greater pressures.

Saxena and Eriksson [143] established a model for calculations of high-P-T phase rela-
tions including Fe3S. The calculated eutectic composition at the ICB is Fe-10S, which is more
S-enriched than the recent experimental determination by Mori et al. [122] (Figure 21a),
but they are qualitatively consistent as for the pressure dependence of the sulphur content
in eutectic melt, namely it is decreasing with increasing pressure [143].

Future models should include the recent experimental data: the updated EoS for
Fe3S [138], eutectic compositions to 250 GPa [122], and the breakdown reaction of Fe3S into
Fe(+S) hcp +Fe2S [121]. Integrating these new data will make the model more robust and
enable us to assess the liquid EoS to compare with the outer core PREM.

• Density of Fe-S Liquids and Solids in the Core

Figure 25a shows density profiles of solid Fe3S from the EoS by [138] at 300, 4000, and
5500 K compared with the PREM over the core pressure range. The density of solid Fe3S at
300 K is calculated to be smaller than the inner core PREM (Figure 25a). As the compression
behaviour of Fe3S at 300 K is well constrained to 200 GPa [135–138], the uncertainty of the
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calculated unit-cell volume when extrapolated to 330 GPa is ±0.2%. This ensures that solid
Fe3S is less dense than the inner core under core temperatures.

  
(a) (b) 

Figure 25. (a) Isothermal density profiles of solid Fe3S based on [138] at 300 (black dashed), 4000 (black solid), and 5500 K
(green solid), compared with a compression profile of hcp Fe [4] along a 5500 K isotherm and the PREM profiles [51]. An
estimated density range of Fe2S B2 phase at the inner core pressures and 5500 K is shown: the lower and upper bounds are
for ΔVr (R1) = 0 and −1.5% respectively. (b) Density and Vp for Fe-S liquids over the outer core pressure range together with
the PREM data. The density of liquid Fe3S (Fe-16S) estimated from that of solid Fe3S is from Thompson et al. [138]. Results
from the first-principles calculations are also shown (Badro et al. [88]; Umemoto et al. [144]; Ichikawa and Tsuchiya [89];
Fu et al. [145]). The green open stars denote the pure Fe properties by [88]. Results for the density measurements of a shock
wave compression study (Huang et al. [146]) are also plotted. Isentropic profiles of liquid Fe are also shown (dashed blue
lines, Ichikawa et al. [50]) from Figure 3.

Data of Fe-S liquids are summarized in Figure 25b including estimates based on solid
compression data [138], first-principles calculations [88,89,144,145], and shock compression
experiments [146]. Thompson et al. [138] estimated the density profile of liquid Fe3S by as-
suming a ΔV upon melting (ΔVm) for Fe3S to be the same as for pure iron at core pressures,
and assuming a temperature gradient by 1500 K through the outer core, which means
4000 K at 140 GPa and 5500 K at 330 GPa. This temperature gradient is consistent with
the Grüneisen parameter of pure Fe of about 1.5 [9,147]. Thus-calculated density profile
for liquid Fe3S matches the outer core density within an uncertainty of 1% (Figure 25b).
As such, the sulphur content in the outer core needs to be as much as 16 wt% (=Fe3S) if it
is the sole light element in the core [138]. This estimate can be improved by refining the
values of ΔVm and the isentropic temperature gradient over the outer core.

Using first-principles calculations, Umemoto et al. [144] calculated the density of Fe3S
liquid along an isentrope with 5400 K at 330 GPa, which agrees with the PREM density of
the outer core and the estimated Fe3S liquid density by [138]. Ichikawa and Tsuchiya [89]
provided the best-fit value of sulphur content in the outer core of 9.2 wt%. Badro et al.’s [88]
calculations also showed that 9.2 wt% sulphur would make the liquid Vp and density
match the PREM (Figure 25b). A shock compression study reported that the density of
Fe-10S along an isentrope with TICB = 5400 K would match the PREM [146]. As such, the
estimated sulphur content in the outer core based on density ranges from 9.2 to 16 wt%,
which could be narrowed down if all the density profiles were set at the same TICB. More
data from different approaches are needed to constrain the Vp.

Liquid cores with compositions of Fe-9.2S or Fe-16S would crystallise a sulphide since
the eutectic composition in the Fe-Fe3S sustem was reported to become close to the Fe side
with increasing pressure [122] (Figure 21a). On the other hand, as we discussed above,
crystalline Fe3S may not be stable under inner core conditions as it would break down to
a mixture of Fe-rich hcp phase and S-rich B2 phase above 250 GPa [121]. This results in
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a formation of the S-rich B2 phase from a liquid with S > 6 wt% at ICB. Assuming that
the B2 phase has a composition of Fe2S and causes ΔVr = 0 to −1.5% as discussed above
(Figure 24a), the density profile of B2 Fe2S for the inner core range is calculated along a
5500 K isotherm (Figure 25a). The density of Fe2S is likely less dense than solid Fe3S and
cannot match Earth’s inner core density. As such, the liquidus phase for Fe-9.2S to Fe-16S
is not the constituent phase of the inner core. In summary, while the outer core density
requires as much sulphur as 9–16 wt%, the resulting liquidus phase cannot meet the density
of the inner core.

3.2.4. Fe-C

The phase relations in the Fe-C system at 1 bar were extensively studied as it is a
fundamental system in steelmaking. High-pressure phase diagrams were constructed to
13 GPa in the late 1960s [148,149]. In Earth science, a pioneering work on the phase relations
which can be applicable to core conditions was made by Wood [150] who employed
thermodynamic calculations to 330 GPa based on available experimental data including
melting data to 5 GPa and thermoelastic properties of Fe-C phases. His calculations showed
that the eutectic composition was very close to the Fe end-member (0.9 wt% C) at 330 GPa
and solid Fe3C may compose the inner core. Later experiments, up to 29 GPa, confirmed
that Fe7C3 would be the first phase to crystallize out of a carbon-rich liquid core [151]
which reinforced earlier results of the stability of Fe7C3 under high pressure [149]. Here I
review T-X phase relations, stability relations of Fe3C and Fe7C3, and liquid properties.

• The T-X Relations

Figure 26 summarises T-X relations in the Fe-rich portion with increasing pres-
sure [150–154]. At 1 bar, the steelmaking industry prefers to show both stable and
metastable reactions (Figure 26a) because the free energy difference between them is
so small and one would encounter both reactions in an experiment [155]. Under high
pressure, for example, 5 GPa (Figure 26b), Fe3C is a stable phase and the phase diagram is
unambiguous. A high-pressure phase Fe7C3 appears above 9 GPa, which makes Fe3C melt
incongruently [149,151] (Figure 26c). The phase relations at core pressures (Figure 26d,e)
are based on thermodynamic calculations [150,154,156] and experiments [156].

The eutectic point is at Fe-4.2C at 1 bar and its carbon content may or may not change
with increasing pressure (Figure 27a). At the ICB pressure, while the recent thermodynamic
model predicted it to be around 2 wt% [154], experiments in laser-heated DAC combined
with chemical analysis on recovered samples showed that almost constant eutectic composi-
tions with 3.6–4.5 wt% C at 23–255 GPa [156]. On the other hand, the eutectic temperatures
are consistent between different studies at least up to 70 GPa [85,154,156,157] (Figure 27b).

• Carbon in the hcp Phase

Carbon dissolves into the crystal structure of iron. The maximum carbon concentration
in bcc iron at 1 bar is about 0.02 wt% at 1010 K [152], which increases in fcc iron to about
2.00 wt% [152], and decreases with increasing pressure [158]. Mashino et al. [156] showed
that carbon content in solid hcp iron remains in the order of 1 wt% up to 255 GPa (Figure 28).

From first-principles calculations, Caracas [159] found that the density deficit of the
inner core can be matched for 1–2.5 wt% carbon in hcp Fe, depending on the thermal
profile. This is consistent with an experimental investigation by Yang et al. [160] who
made compression experiments in DAC and showed that 1.30 and 0.43 wt% carbon may
explain the inner core density deficit at 5000 K and 7000 K, respectively. As such the
carbon content in hcp iron required for the 4% cdd at 6000 K is only 1–2 wt% because
incorporation of carbon in the hcp structure expands the volume [160]. Such C-bearing hcp
phases can directly crystallise out of an Fe-C outer core as the eutectic composition would
be at 2–4 wt% C at the ICB as discussed above [154,156], depending of the carbon content
in the outer core, which will be discussed later.
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• The Properties and Decomposition of Fe3C at Core Pressures

Figure 26d,e show that Fe3C is destabilised between 136 and 330 GPa according to
the thermodynamic model by [154], which has an impact on the liquidus phase field
adjacent to the eutectic point, namely from Fe3C to Fe7C3. Since Fe3C and Fe7C3 phases
have different carbon contents, thermoelasticity, and physical properties, their stability
relations are critically important for models of a carbon-bearing inner core. Both of these
iron carbides have been shown to plausibly match some solid-state physical properties
of the inner core, such as shear wave velocity and Poisson’s ratio [161–165]. As Fei and
Brosh’s [154] model was focused on melting relations, I here review the subsolidus relations
regarding stability of Fe3C examined by experiment and first-principles calculation.

  
(a) (b) 

  
(c) (d) 

Figure 26. Cont.
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(e) 

Figure 26. Eutectic relations in the Fe-C system at (a) 1 bar, (b) 5 GPa, (c) 10 GPa, (d) 136 GPa, and (e) 330 GPa. (a) is after
Gustafson [152], and the red lines in (b–e) are calculated by Fei and Brosh [154]. The green and black lines in (d) are
calculated by Wood [150] and are based on experiments by Mashino et al. [156], respectively (the dashed curve is inferred).
The black dashed lines in (e) are inferred from thermodynamic calculations by [156]; the green line in (e) indicates the
eutectic composition by [150]. In (a), the solid lines are equilibrium lines and dashed lines are metastable lines. Both
phase relations are encountered in experiments [155]. In (b,c), the symbols are experimental data: blue [154]; green [153];
black [151]. The solid circles denote the compositions of solid iron coexisting with either melt or Fe3C. The open circles
denote the compositions of melt coexisting with solid iron. The solid squares represent the compositions of iron carbides
(Fe3C or Fe7C3). The open squares represent the compositions of melt coexisting with iron carbides. The open diamonds
show that only melt was observed. The open triangles show the melt compositions coexisting with either graphite at 5 GPa
or diamond at 10 GPa.

The key reaction is,
3Fe3C = Fe7C3 + 2Fe (R2)

which is an equilibrium univariant reaction. This was first inferred by Lord et al. [166]
from the topology of high-pressure melting curves of Fe3C and Fe7C3. Reaction (R2) was
later examined in laser-heated DAC with in situ XRD by Liu et al. [157], who placed its
boundary at about 150 GPa (Figure 29a). This observation is contradicted, however, by
Tateno et al.’s [23] in situ XRD measurements of the formation of Fe3C phase in their
Fe sample in the DAC upon laser heating at about 340 GPa. More recent in situ XRD
experiments also observed Fe3C to pressures greater than 250 GPa [167] (Figure 29b).
Mookherjee et al. [168] reported that Fe3C was energetically stable at all pressures to the
centre of the Earth from first-principles calculations on reaction (R2) at T = 0. On the other
hand, Mashino et al. [156] reported the Fe3C phase as a liquidus phase in their melting
experiments in the Fe-C system to 203 GPa, but placed the possible occurrence of reaction
(R2) at 255 GPa from chemical and textural analyses of recovered samples (Figure 29b).
McGuire et al. [169] made thermodynamic calculations on the P-T locations of reaction (R2)
using their newly established EoS for Fe3C. The reaction is located at 87 GPa and 300 K and
251 GPa and 3000 K and its boundary is consistent with the results of both Tateno et al. [23]
and Mashino et al. [156] (Figure 29b).
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(a) (b) 

Figure 27. (a) Eutectic compositions in the Fe-Fe3C/Fe7C3 system. Experimental data are plotted (Chabot et al. [153];
Lord et al. [166]; Fei and Brosh [154]; Mashino et al. [156]). Results of thermodynamic calculations by [150] and [154] are
also shown. (b) Eutectic temperatures of the Fe-Fe3C/Fe7C3 system (Mashino et al. [156]; Morard et al. [85]; Liu et al. [157];
Fei and Brosh [154]). Experimental data for the Fe-FeO system [86] and Fe-Fe3S [122] are also shown for comparison. The
phase relations for pure Fe is from [9].

 
Figure 28. Carbon content in solid iron phases in the system Fe-C (Walker et al. [158];
Fei and Brosh [154]; Mashino et al. [156]). The figure is from [156].
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(a) (b) 

 

 

(c)  

Figure 29. (a) Phase relations in the Fe-C system up to 400 GPa and 6000 K (Liu et al. [157]; Mashino et al. [156];
Takahashi et al. [167]; McGuire et al. [169]). The solid red line shows reaction Fe3C = Fe7C3 +Fe calculated in [169].
(b) Selected experimental data points from the literature. Mashino et al. [156] observed an invariant assemblage in their
experimental run charge at the intersection of reaction Fe3C = Fe7C3 + Fe and the eutectic melting curve (green, [156]). The
black lines are the observed phase boundaries by in situ XRD [157]. Experimental data of Takahashi et al. [167] are also
plotted; their 300 K data are not shown. Tateno et al. [23] observed the formation of Fe3C in their Fe sample at 5520 K and
344 GPa. (c) Inferred phase diagram for the Fe-C system. The stars denote two possible cases of the invariant point where
Fe, Fe3C, Fe7C3, and liquid coexist. The in situ XRD analysis-based work [23,167] forms the invariant point at 360 GPa and
5500 K (blue star) whereas the texture analysis-based model [156] placed it at 275 GPa and 3500 K (green star). The melting
curve for pure Fe is taken from Komabayashi [9]. Rxn, reaction. The figures were modified after McGuire et al. [169].

An invariant point occurs on the reaction boundary (R2) where Fe, Fe3C, Fe7C3, and
liquid are stable, which places constraints on the liquidus temperature of a C-rich outer
core [166,169]. From the invariant point, melting reactions originate: Fe3C = Fe7C3 + liquid,
Fe + Fe3C = liquid, and Fe + Fe7C3 = liquid (Figure 29c). Two possible P-T locations for the
invariant point were predicted from existing experimental data combined with reaction (R2)
determined in [169] (Figure 29c): 360 GPa and 5500 K based on XRD studies [23,167] and
275 GPa and 3500 K based on a texture analysis-based study [156]. If the XRD-based model
is the case, Fe3C is stable over the outer core pressure conditions and the Fe-Fe3C subsystem
may be relevant for an outer core composition near the eutectic point. In contrast, if the
invariant point constrained by the textural analysis of DAC experiments [156] is the case,
the subsolidus system would be Fe-Fe7C3.
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• Thermodynamic Model of the System

Thermodynamic models of the system at 1 bar revealed that liquids show negative
nonideal mixing [152,170,171]. Wood [150] and more recently Fei and Brosh [154] es-
tablished high-pressure thermodynamic models for melting relations based on available
experimental data. Both models predicted the eutectic points moving towards the Fe side
with increasing pressure but became fairly constant above 136 GPa (Figure 27a).

At a core pressure of 136 GPa, the eutectic composition and temperature are not
in agreement between the model by Fei and Brosh [154] and the experimental data by
Mashino et al. [156] (Figure 26d). The disagreement could be reduced by refining the
mixing model used in [154].

On the other hand, Fei and Brosh [154] and Mashino et al. [156] agreed on the stability
of Fe3C which is decomposed between 136 and 330 GPa. As discussed above, Fe3C might be
stable at the inner core conditions and its stability is related with the liquidus temperatures
of the Fe-C system (Figure 29c). Constraining the liquid properties combined with the
thermodynamics of the subsolidus reaction 3Fe3C = Fe7C3 + 2Fe [169] will provide a holistic
understanding of the system.

• Density and Velocity of Fe-C Liquid and Solid in the Core

Figure 30a shows the density of Fe3C and Fe7C3 solid phases calculated from the
EoS [169,172]. The experimental P-V-T data were collected to 117 GP and 2100 K for Fe3C
and 72 GPa and 1973 K for Fe7C3 and therefore Figure 30a is based on large extrapolations.
Nevertheless, Fe3C is less dense at any temperature than the inner core while the density
of Fe7C3 may match the inner core PREM when the temperature is as low as 3700 ± 500 K.

  
(a) (b) 

Figure 30. (a) Density versus pressure relation for the solid inner core with PREM and candidate iron carbides. The
ICB pressure is indicated. Solid Fe3C is shown at 300 K and 5300 ± 500 K in the solid orange line [169]. Solid Fe7C3 at
3700 ± 500 K is shown in the dot-dash line [172]. Solid hcp iron at 5800 K [4] is shown in the short-dash line. The uncertainty
bar attached to the density of Fe3C is propagated from the uncertainties in the EoS parameters. The figures are taken
from [169]. (b) Density and Vp for Fe-C liquids over the outer core pressure range together with the PREM data. Results
from the first-principles calculations are shown (Badro et al. [88]; Ichikawa and Tsuchiya [89]). Experimental measurements
of Fe-3.9C using inelastic X-ray scattering are also plotted [173]. Isentropic profiles of liquid Fe are compared (dashed blue
lines, Ichikawa et al. [50]) from Figure 3.
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Comparison of the density and Vp of Fe-C liquids with the outer core profiles is made
in Figure 30b. Results of first-principles calculations for Fe-3.9C show moderate reductions
in density but great increases in Vp [88,89], which means there is no “best-representing”
solution for the Fe-C system. The Vp of an Fe-C liquid with the same composition (Fe-3.9C)
was examined in laser-heated DAC with synchrotron inelastic X-ray scattering to 70 GPa
and 2800 K, followed by an evaluation of its thermal EoS from their Vp measurements [173].
Nakajima et al. [173] then calculated the Vp and density of liquid Fe-3.9C under core P-T
conditions and compared them with the PREM (Figure 30b). Their plots are for a similar
temperature to those of the first-principles calculations and therefore one can directly
compare the data. The experimental determination [173] shows a greater reduction in
density and increase in Vp than the theoretical results. This indicates that the properties of
the Fe-C liquid are very sensitive to the carbon content. Nakajima et al. [173] estimated the
carbon content required to account for the PREM values; 1.2–0.9 wt% C for velocity and 3.8–
2.9 wt% for density, depending on the temperature and uncertainty of data extrapolation.
They concluded that carbon cannot be a predominant light element in the outer core.
However, a 1–2 wt% C in the outer core may crystallise a carbon-bearing hcp phase that
could match the inner core PREM density as discussed above. As such, although the
addition of carbon alone to iron cannot account for the properties of the outer core, the
presence of carbon, particularly in the inner core, cannot be ruled out.

3.2.5. Fe-H

The Fe-H system is probably the most challenging system for an experimental study
among the Fe-light element systems reviewed in this paper as the characterization of
hydrogen dissolved in phases is very difficult. This is because Fe solid phases at 1 bar
show little hydrogen solubility in the order of <0.05 at% (Figure 31a) and therefore the
precise quantitative measurements of the amount of hydrogen in phases require in situ
analysis [174] or very rapid (i.e., anvil breaking) decompression to turn dissolved hydrogen
into bubbles which leave traces in the sample [175]. The hydrogen solubility in the Fe
phases is conventionally expressed with a coefficient x, in iron hydride, FeHx. The x value
drastically increases with increasing pressure (Figure 31b).

  
(a) (b) 

Figure 31. Phase relations for the Fe-H system at (a) 1 bar and (b) 10 MPa [176]. Note that the red lines in (a) show observed
limit of H solubility and are not necessarily equilibrium phase boundaries. In (b) the H solubility in Fe phases is increased
compared to at 1 bar.
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• The T-X Relations

At 1 bar, the iron phases show negligible hydrogen solubility [176] and therefore,
the phase assemblage in the Fe-H system is always FeHx + H2 (gas) (Figure 31a). The
hydrogen solubility, namely the x value, increases with increasing pressure (Figure 31b).
Phase relations at 10 MPa shown in Figure 31b also show that the transitions between the
bcc and fcc phases occur with loops [176]. The x value further increases with pressure and
would reach 1, which means that stoichiometric FeH becomes stable at about 10 GPa [177]
(Figure 32a). Fukai [178] suggested that the T-X relation at high pressures (e.g., 100 GPa)
would be characterised by the presence of an extensive solid solution between Fe and FeH
(x = 1) which covers a wide compositional range and the melting would occur over a loop
(Figure 32b). This prediction was based on experimental observations that the x value
became constant above 10 GPa [179,180]. However, Pepin et al. [181] reported new FeHx
phases with x = 2 and 3 at 67 and 86 GPa, respectively, observed upon laser heating in DAC,
which was later supported by Hirose et al. [182] to 127 GPa. As such, the compositional
range of the solid-solution is expanding as the system is explored further.

  
(a) (b) 

Figure 32. (a) Solubility of hydrogen in iron as a function of temperature and pressure. Experimental data for 1 bar are
shown as open circles. The solid curves represent the results of thermodynamic calculations by Fukai and Suzuki [177].
The figure is taken from Fukai and Suzuki [177]. (b) A predicted phase diagram of the Fe-H system at ~100 GPa [178]. L,
metallic liquid; H2(s), solid hydrogen; H2(l) liquid hydrogen. The figure was modified after Fukai [178].

As predicted by Fukai [178], the presence of solid FeHx solution under high pressure
may result in a melting loop (Figure 32b). Sakamaki et al. [179], however, could not resolve
the solidus and liquidus in their multi-anvil experiments to 21 GPa in which temperature
precision was high, which suggests that the melting loop might be very narrow. A very
narrow melting loop could partition hydrogen equally between solid and liquid and
therefore could not account for the density contrast between the inner core and outer core.
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• P-T Relations

The subsolidus phase relations of the Fe-H system can be compared with those of
pure Fe. Notable differences include that a double hcp (dhcp) structure is stabilized instead
of hcp under high pressure (Figure 33) and fcc FeH would be stable to high pressures.
Previously dhcp, fcc, and liquid were expected to form a triple point (e.g., [179]), which
is comparable to the invariant point in pure Fe where fcc, hcp, and liquid coexist. This
was, however, recently challenged by observations of fcc FeH at higher pressures than
previously expected [183–185]. Kato et al. [185] observed the formation of fcc FeH at 1000 K
above 57 GPa, which implies that the fcc-dhcp boundary with a positive dP/dT slope
constrained at low pressures to 21 GPa would bend back towards low temperature with
increasing pressure (Figure 33). As a consequence, this topology hinders the formation of
the triple point and the phase diagram looks very different from that for pure Fe. The high-
pressure dhcp-fcc transition with a negative dP/dT slope can be tested by thermodynamic
analysis. For example, the high-pressure phase, fcc must be denser than the dhcp phase
upon transition.

 
Figure 33. P-T phase relations for FeHx (x~1) in comparison with Fe [9]. The symbols are experimen-
tal observations: purple circles, dhcp; solid square, fcc; open square, liquid (Sakamaki et al. [179]);
triangles, fcc (Thompson et al. [184]); diamond, fcc (Narygina et al. [183]); black solid circle,
fcc (Kato et al. [185]); large open circle, liquid (Hirose et al. [182]).

The melting temperature of FeHx under hydrogen-saturated conditions is dramatically
reduced with increasing pressure to 3 GPa [174,179] (Figure 33). This can be explained by
the enhanced hydrogen incorporation into the phases; the x value in solid phases drastically
increases with pressure, and iron liquid shows a greater concentration of hydrogen than the
coexisting solid (Figure 31b). As a consequence, the melting temperature reduces by 500 K
at 3 GPa [178,186]. The melting points above 5 GPa were reported by [179] in a multi-anvil
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apparatus and more recently in DAC by [182]. Hirose et al. [182] conducted laser-heated
DAC experiments on the Fe-C-H system and they selected recovered samples which did
not show a significant amount of carbon (0.2–0.3 wt% C) in Fe-H liquids and discussed the
melting of FeHx at high pressures (Figure 33).

• Density and Velocity of Fe-H Liquid and Solid in the Core

Figure 34a shows relationships between the Vp and density (Birch plot) of solid FeHx
and hcp Fe determined by experiment at 300 K or high temperatures and by first-principles
calculation at T = 0 [180,187–190]. Both experiment and theory show that the addition of
hydrogen to solid Fe increases both the Vp and shear wave velocity (Vs). The experimental
data suggest that the Vp and density of the inner core may be explained by the addition
of 0.2–0.3 wt% hydrogen [180]. There seems to be no solution for the Vs as the Vs of iron
needs to be slowed down by the addition of a light element to Fe to match the inner core
profile (Figure 34a), although the possibility that anharmonic effects could reduce the Vs
under the inner core conditions cannot be ruled out [180].

  
(a) (b) 

Figure 34. (a) Vp-density relations (Birch plot) for solid FeHx with the PREM data for the inner core. Experimentally
constrained data using inelastic X-ray scattering are for FeH (x~1) by Shibazaki et al. [180] and results of first-principles
calculations are for Fe and FeH0.5 at T = 0 by Caracas [187]. The experimental data for pure hcp Fe are also shown for
comparison [188–190]. (b) Density and Vp for Fe-H liquids over the outer core pressure range together with the PREM data.
First-principles calculations were employed by Umemoto et al. [191] and Ichikawa and Tsuchiya [89]. Isentropic profiles of
liquid Fe are compared (dashed blue lines, Ichikawa et al. [50]) from Figure 3.

Figure 34b compares the Vp and density of Fe-H liquids from first-principles calcula-
tions [89,191] with those of the outer core PREM. About 1 wt% hydrogen could match the
calculated properties with the PREM profiles of the outer core.

3.3. Ternary Systems with Light Elements

Below I will review two ternary systems and associated topics.

3.3.1. Fe-Ni-Si

Phase relations in the Fe-Ni-Si system were experimentally investigated in DAC with
in situ synchrotron XRD [58,110,192].
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• The fcc-hcp Transitions

Komabayashi et al. [192] examined the P-T locations of the fcc-hcp transitions in
Fe-5Ni-4Si in the internally resistive-heated DAC. Their results are compared with existing
data for pure Fe [14] and the binary Fe-Ni [57] and Fe-Si [99] systems (Figure 35). Note that
all the fcc–hcp transitions in those four different systems were examined in the internally
heated DAC, which enables us to make a precise comparison. The addition of Ni reduces the
transition temperature [55,57] whereas the Si incorporation has the opposite effect [97,99].
From these observations, one can expect that the simultaneous addition of Ni and Si will
not greatly move the boundary from the case of pure Fe, as the effects of Ni and Si would
cancel out.

Figure 35. Comparison of the fcc-hcp transition boundaries in four different compositions: Fe [9,14],
Fe-9.7Ni [57], Fe-4Si [99], and Fe-5Ni-4Si [192].

The transition in the Fe-Ni-Si system occurs at 15 GPa and 1000 K, similar to that for
pure Fe. The Clausius–Clapeyron slope is however, 0.0480 GPa/K, which is larger than
the reported slopes for Fe (0.0394 GPa/K, [14]), Fe-9.7Ni (0.0426 GPa/K, [57]), and Fe-4Si
(0.0394 GPa/K, [99]), stabilising the fcc structure towards high pressure (Figure 35). Above
95 GPa, the boundary of the reaction hcp + fcc → fcc in Fe-5Ni-4Si is placed at a lower
temperature than the hcp → hcp + fcc boundary in Fe-9.7Ni (Figure 35). This is even more
important because Fe-5Ni-4Si contains less Ni than Fe-9.7Ni. As such, the simultaneous
addition of Ni and Si has an anomalous effect on the transition pressure and temperature,
which is greatly stabilising the fcc structure under high pressure.

The dP/dT slopes of the fcc-hcp transition boundaries in different systems and re-
lated properties, which include the volume change (ΔV) and entropy change (ΔS) upon
transition, were summarized in [192]. The dP/dT slopes and ΔV were directly obtained
from the experiments while ΔS were calculated through the Clausius–Clapeyron equation,
ΔP/ΔT = ΔS/ΔV. Komabayashi et al. [192] showed that the increased slope in Fe-5Ni-4Si
relative to pure Fe is because of a significantly small ΔV. The addition of Ni to Fe-Si changes
ΔS little, but reduces ΔV, which leads to the increased dP/dT slope in Fe-5Ni-4Si. As such,
the thermodynamic properties of the fcc-hcp transition in Fe-5Ni-4Si cannot readily be
explained by a combination of the Fe-Ni and Fe-Si systems. The origin of the enlarged fcc
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stability may lie in the mixing properties of the phases. The triple point, where the fcc, hcp,
and liquid phases coexist in Fe-5Ni-4Si is placed at 145 GPa and 3750 K (Figure 36).

Figure 36. A phase diagram for Fe-5Ni-4Si (blue thick line). Experimental data plotted are: hcp in
Fe-5Ni-4Si (open black square, Komabayashi et al. [192]) and Fe-4.8Ni-4Si (inverted blue triangle,
Sakai et al. [58]), hcp+fcc in Fe-5Ni-4Si (purple triangle, [192]), fcc in Fe-5Ni-4Si (green circle, [192]),
and melting of Fe-5Ni-10Si (red cross, Morard et al. [110]). Komabayashi et al.’s [192] data were
based on internally resistive-heated DAC and laser-heated DAC. Inset: the thermodynamics of the
triple point where the hcp, fcc, and liquid phases coexist.

• The Melting Temperatures

Figure 36 shows a phase diagram of Fe–5Ni–4Si reporting the fcc–hcp boundaries
together with phase relations in pure Fe [9]. Experimental constraints on melting in Fe-
5Ni-10Si under high pressure were also shown as the crosses in Figure 36 [110]. Since
the melting temperature in Fe–Ni–Si is not greatly different from that in Fe up to 50 GPa,
Komabayashi et al. [192] assumed the same fcc melting curve for Fe-5Ni-4Si. As the melting
loop was not resolved in the previous works, they assumed a narrow melting interval,
namely, between solidus and liquidus, and expressed it as a single thick line (Figure 36).

The triple point where the fcc, hcp, and liquid phases coexist is located at 100 GPa
and 3400 K for pure Fe [9]. Assuming the same fcc melting curve as for pure Fe, the triple
point for Fe-5Ni-4Si is located at 145 GPa and 3750 K. The melting curve of the hcp phase
was obtained from the Clausius-Clapeyron relation at the triple point (inset of Figure 36)
with the thermodynamics of fcc melting [9]. The phase diagram obtained is consistent with
earlier laser-heated DAC experiments in Fe-4.8Ni-4Si to 304 GPa and 2780 K [58].

The melting temperature of the Fe-5Ni-4Si hcp phase at the ICB pressure is estimated
to be 5850 ± 350 K, which is 550 K lower than the pure Fe melting temperature. This is con-
sistent with shock wave measurements in Fe-8Ni-10Si [193] although their measurements
did not address the structure of the phases. As mentioned above, the melting tempera-
ture of Fe-Ni-Si alloy is not very different from that of pure Fe when the alloy structure
is fcc [110]. Due to the shift of the triple point towards the high pressure, the melting
temperature of the hcp alloy should be largely reduced. As such, the phase relations in
the Fe-Ni-Si system cannot readily be inferred from those in the binary Fe-Ni and Fe-Si
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systems, and therefore the melting temperature as well as the melting relations at 330 GPa
needs to be directly constrained.

3.3.2. Fe-Si-O

The phase relations of the Fe-Si-O system at 1 bar are characterized by the presence of
two-liquid immiscibility in the Fe-O-rich portion. The two-liquid field occurs due to the
immiscibility between the metallic Fe-rich liquid and ionic FeO-rich liquid as was seen in
Section 3.2.1.

• Phase Relations and Mixing Properties for Liquids

Phase relations of the Fe-rich portion under high pressure were constrained by laser-
heated DAC experiments [194,195]. Hirose et al. [194] showed that the liquidus phases were
SiO2 for their experimental samples with compositions from Fe-12.1Si-8.3O to Fe-3.8Si-4.4O
and the coexisting liquids were depleted in silicon or oxygen on the basis of chemical
analysis of recovered samples. This implies that the eutectic point(s) should be placed near
the Fe-Si or Fe-O axes (Figure 37). Arveson et al. [195] also conducted laser-heated DAC
experiments on Fe-9Si-3O. They however reported a texture which they took as evidence
for the presence of liquid immiscibility just above the solidus over a pressure range from
13 to 78 GPa. The temperature interval for immiscibility was rather constant over their
experimental pressure range (Figure 38), which would be aligned with that in the Fe-FeO
system over the 15 to 21 GPa pressure range explored by Tsuno et al. [77].

 
Figure 37. Liquidus phase relations in Fe-FeSi-FeO at about 135 GPa (Hirose et al. [194]) which are
characterized by the presence of a large liquidus field with SiO2. The arrows show the directions
of liquid compositions moving away from SiO2 upon crystallization, found in their experiments.
Green, blue, and red areas are the liquidus fields with hcp Fe, CsCl type (B2) Fe-Si phase, and FeO,
respectively. The figure is from [194].
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Figure 38. A proposed P-T diagram for Fe-9Si-3O showing a miscibility region based on textural
observation of laser-heated DAC samples (Arveson et al. [195]). The open and solid diamonds
are temperatures for closure of immiscibility and for solidus, respectively. The open and solid
inverted triangles denote the maximum experimental temperatures for miscible and immiscible
regions, respectively.

Arveson et al. [195] also employed first-principles molecular dynamics simulations.
They used three indirect criteria for phase separation as there is no direct measure for it
with these types of simulations: atom trajectories, oxygen clustering, and evolution of
atom-atom coordination numbers. One of the key results was that most oxygens were clus-
tered with each other via O-Fe/Si bonding under P-T conditions where their experiments
observed immiscibility, supporting their interpretation of the texture showing immiscibility.
However, this was challenged by Huang et al. [108] who also employed first-principles
calculations, but with longer simulation durations for 10, 20, and 29 ps in contrast to
6.6–14.8 ps in Arveson et al. [195]. Huang et al. [108] observed full mixing in the longest
simulation runs. They also concluded that the atoms of Fe, Si, and O mix ideally under the
core conditions.

Huang et al. [108] also challenged the scenario proposed by Hirose et al. [194] that
SiO2 is being crystallised from the outer core at the CMB. Huang et al. [108] reversed the
experiment by investigating a two-phase simulation containing solid SiO2 in contact with
liquid Fe and observed that SiO2 and Fe phases mixed in a short time scale (less than 10 ps)
above 4100 K at the CMB pressure, which is a relevant temperature for the outer core.

In summary, the discussion points here are whether the mixing property of Fe-Si-O
liquids is ideal or nonideal, and whether the outer core is at its liquidus temperature for
SiO2 crystallisation or at a greater temperature at the CMB. Meanwhile, the enlarged SiO2
liquidus field proposed by [194] has not been tested by first-principles calculation.

4. Conclusions

As reviewed above, the phase relations of every binary system have not fully been
understood under high P-T conditions. The maximum P-T conditions achieved by experi-
ment for some systems are still away from those corresponding to the centre of the Earth.
Nevertheless, we can draw a significant conclusion that any of the binary systems reviewed
here by itself cannot account for all the properties of Earth’s core. While future research
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needs to resolve the existing discrepancies raised for each binary system, we should start
rigorous and meticulous study on the ternary systems.
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Abstract: The accurate determination of melting curves for transition metals is an intense topic within
high pressure research, both because of the technical challenges included as well as the controversial
data obtained from various experiments. This review presents the main static techniques that are
used for melting studies, with a strong focus on the diamond anvil cell; it also explores the state
of the art of melting detection methods and analyzes the major reasons for discrepancies in the
determination of the melting curves of transition metals. The physics of the melting transition is
also discussed.

Keywords: melting curves; laser-heated diamond anvil cell; extreme conditions; synchrotron radia-
tion; transition metals; phase transitions

1. Introduction

Transition metals are defined as those elements that have a partially filled d-electron
sub-shell. The strong metallic bonding due to the delocalization of d-orbitals is responsible
for a series of very interesting properties, such as high yield strength, corrosion and
wear resistance, good ductility, easy alloy and metallic glass formation, paramagnetism,
and high melting points and molar enthalpies of fusion, leading to a plethora of industrial
applications [1–6].

In the field of high-pressure science, the melting of transition metals is of crucial
importance from a geophysical point of view in order to define the structure and composi-
tion of planetary cores, with iron being by far the most abundant component of Earth’s
inner core, nickel being the second [7–11]. There is also a significant fundamental interest,
and numerous efforts have been made to understand the phase diagrams, as well as the
thermodynamic and microscopic processes of melting under pressure [12–18]. While the
hcp-bcc-hcp-fcc phase sequence in transition metals can be understood by the progressive
filling of the d-electron bands [19], the study of the melting behavior of transition metals has
given rise to many controversies among the different experimental and theoretical studies.

The majority of experimental works on the melting of transition metals are con-
ducted with static, mainly using a laser-heated diamond anvil cell (LH-DAC), or dynamic
techniques, using shock wave (SW) compression. Despite the numerous technological
advancements that have been made in both fields during the last two decades, reliable mea-
surements remain very challenging, especially at the high end of P-T conditions. The di-
verse results for different experimental approaches concerning Ta [13,20–23], Fe [14,24–26],
Mo [13,15,27–33], V [34,35], Ti [13,36], Zr [37,38], or Ni [39–41] clearly exhibit the need for
a universally established methodology.

Static techniques are limited to a pressure of a few Mbar and temperatures up to
6000 K using infrared lasers (Section 3); however, new advancements in diamond anvil
cell technology such as toroidal anvils or double-stage anvils [42–44] may offer the pos-
sibility to achieve even higher pressures in the close future. There are several methods
to observe melting inside an LH-DAC, and the results tend to be very dependent on the
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di-agnostic. However, it is true that some convergence has been achieved between certain
methodologies, especially in recent years, as it will be discussed in Section 4.

Dynamic compression offers the possibility to measure melting data at much higher
pressures by generating strong shock waves with gas guns or lasers [45–47]. This range of
pressures is crucial for the modeling of deep planetary interiors [48]. What is particularly
challenging is the diagnostics of phase transitions in the short timescales of a dynamical
process [49,50]. X-ray Free Electron Laser (XFEL) facilities such as the LCLS [51,52], or the
HED instrument at European XFEL [53] are specifically designed to trigger materials at
multi-Mbar pressures using ns pulses and a very high brilliance beam and are expected to
greatly increase the quality of obtained data.

Theoretical data only show partial agreement with the experiment. The most widely
used techniques are mainly based on molecular dynamics, mainly the superheating–
supercooling (one-phase) hysteresis method [54] or the solid–liquid coexistence (two-phase)
approach [55–57]. Other methods commonly used are the free energy approach [58] or the
Z method [59,60]. Each method has a different way to calculate the melting temperature
and has its own advantages and disadvantages.

This review aims to collect and try to unveil most of the discrepancies between differ-
ent sets of experimental melting data for transition metals that occur in static experimental
techniques. The behavior of melting curves, the physics of the melting phase transition,
as well as the comparison between the melting curves of transition metals, alkali metals,
alkaline earths, and rare earths will be discussed in Section 2. Section 3 will discuss the
static experimental techniques, starting historically with large volume pressure (LVP) ap-
paratuses (Section 3.1) and the resistively heated DAC (RH-DAC) (Section 3.2). The main
focus of this review, however, is the LH-DAC, since it is the only static technique that can
provide a range of pressures and temperatures wide enough to establish reliable melting
curves for transition metals. The state of the art of LH-DAC technology will be briefly pre-
sented from a point of view concerning the melting curves (Section 3.3), and the reader can
address a recent review [61] for more detailed information on the LH-DAC. As mentioned,
the methodology, and principally the diagnostics of melting, comprises one of the main
reasons for disagreement among the different studies; thus, the different experimental
approaches and melting criteria will be thoroughly presented and compared (Section 4),
while the various observed phenomena and the reasons for discrepancies between measure-
ments will be discussed in Section 5. The concluding remarks of the manuscript contain a
summary and some thoughts about future perspectives (Section 6).

2. Physics of the Melting Transition

2.1. Empirical Thermodynamic Models

Concerning transition metals, the metallic bonds tend to be weakest for elements that
have nearly empty or nearly full valence shells and strongest for elements with half-filled
valence shells. As a result, the melting point, boiling point, hardness, or enthalpy of fusion
reach a maximum around group 6.

The melting line separates the solid and liquid phases in a pressure–temperature
diagram, and these two variables are related by the Clausius–Clayperon equation:

dTm

dP
=

TΔV
L

=
ΔV
ΔS

(1)

where Tm is the melting temperature, P the pressure, L the latent heat, and ΔV and ΔS the
specific volume and entropy changes of the phase transition. This equation mainly states
that the Gibbs free energies of the solid and the liquid are equal at the melting point at
any pressure.
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The melting curve of a metal can be expressed mathematically by the empirical Simon–
Glatzel equation [62] to fit the data:

Tm = T0

(
P
a
+ 1

)b
(2)

where T0 is the melting point at ambient pressure, while a and b are fitting parameters.
Sometimes a triple point is used in the place of T0. As a monotonically increasing function,
the Simon–Glatzel equation can mainly describe melting curves that rise with pressure.
The tangent melting slope is defined by Equation (1) or by the derivative of Equation (2).
For most metals, the density of the liquid is lower than that of the solid, while the entropy
is higher, leading to mostly positive melting slopes (i.e., the melting temperature increases
with pressure) [16,22,24,29,35–37,39,40,63]. The situation is much more intricate for alkali
metals, however, whose phase diagrams reveal complex liquid melting-curve maxima and
negative melting slopes [64–69], since these elements exhibit several density discontinuities
and phase transitions already in the solid phase. In this case, the Kechin equation is more
appropriate to describe the melting curve [70].

One of the most important models that has been proposed to explain melting, which can
also be used to calculate the melting slope, is the Lindemann criterion [71,72]:

∂ ln Tm/∂ ln Vm =
2
3
− 2γ (3)

where Tm, Vm, and γ are the melting temperature, the molar volume of the solid before
melting, and the Grüneisen parameter, respectively. Equation (3) reveals that Tm increases
with decreasing volume or increasing pressure. In the Lindemann melting criterion, ther-
mal atomic vibrations increase with an increasing temperature, and melting is initiated
when the vibrations become so large that the atoms invade the space of their nearest
neighbors. For the sake of completion, the reader can also refer to the Born criterion [73],
according to which melting occurs when the shear modulus vanishes and the crystal cannot
further resist melting.

The Lindemann law is an empirical law based on investigations of simple gases
at low pressures, and it is sometimes debated whether it can be used to describe the
high-pressure melting curves of complex metals. In noble gases such as Ar, Kr, or Xe,
the closed shell configuration (s2p6) is responsible for a steep melting curve, and something
similar happens with noble metals such as Cu, Ag, or Au. However, in many cases the
Lindemann law overestimates the melting curve of d-transition metals with partially filled
cells, especially at higher pressures, no matter the experimental approach [30,37,74,75].
Moreover, the fact that the Lindemann law takes into account only the thermodynamic
parameters of the solid phase, neglecting the liquid, can also lead to inaccurate predictions.

Often in calculations using Lindemann estimates, the Grüneisen parameter is con-
sidered volume independent. For better agreement with experimental data, γ needs to
be expressed as an analytical expression of volume, with the formula γ/γ0 = (V/V0)

q

being often used. However, q is not constant, but it decreases with pressure, leading to
discrepancies with the experimental data [76]. It has been argued that by reformulating the
Lindemann law and modeling the Grüneisen parameter as a power series of the interatomic
distance [30,71], the differences between theory and experiment can be reduced signifi-
cantly, although there is still lack of total agreement. However, the experimental melting of
Au was well reproduced by the Lindemann model using a volume-dependent Grüneisen
parameter [77].

For a more in-depth analysis of empirical thermodynamic models regarding melting
and taking into account also dynamic techniques, the reader can address references [78–82].
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2.2. Electronic Structure and Phase Behavior of Transition Metals on Melting

Figure 1a plots together the melting lines of several transition metals, obtained in an
LH-DAC [15,22,24,35–37,63,77,83,84]. The melting curves are normalized to the ambient
melting temperature T0 of each element. Since the different diagnostic methods for melting
can yield different results (Section 4), the melting points in all the studies of Figure 1a
have been determined using the same diagnostic (the appearance of a liquid diffuse
scattering signal in synchrotron XRD, Section 4.2), except the study on Mo, which used also
synchrotron XRD but defined melting by the appearance of microstructures in the quenched
sample (Section 4.5). Figure 1a contains 3d, 4d, and 5d transition metals from groups 4 to
11. For the 3d (Ti, V, Fe, Ni) and 5d (Ta, Pt, Au) elements, increased electronegativity seems
to lead to steeper melting lines, with Au and Pt exhibiting the steepest curves. However,
this is not the case in 4d (Zr, Nb, Mo) elements, where the less electronegative Zr has the
higher slope. Most melting curves are less steep at higher pressures, indicating that the
volume change becomes less important with pressure.

(a) (b)

Figure 1. Normalized melting temperatures Tm/T0 for several d-transition metals. All the melting curves in each graph
were obtained with the same method: (a) XRD diagnostic (Section 4.2), (b) Speckle diagnostic (Section 4.1). The error bars in
Figure 1a refer to the reported uncertainties in temperature measurement by using the XRD diagnostic. Datasheets can be
found in the Supplemental Material.

The majority of transition metals have partially filled d-bands, which can be occupied
by s- electrons via s->d electron scattering. The s-conduction electrons are less mobile
since they have a higher effective mass, and this s-d electron transfer can be responsible for
changes in the density of states (DOS) and the lowering of the melting curves in transition
metals. It has been proposed that a small broadening of the liquid d-band (~1%) could lead
to an increase in the stability of the liquid relative to the solid and thus suppress the melting
slope significantly at higher pressures [85]. However, this was not found to be the case
in Mo, where strong discrepancies between theory and experimental data still exist [15].
Another explanation for the low melting curves of metals with nearly half-filled d-bands
such as Mo is the existence of Jann–Teller distortions which could create local structures
in the liquid [86]. Elements with filled bands, and therefore a DOS that is less subject to
change with melting, such as Cu or Al, have much steeper melting curves [40,85,87,88].
However, Al is characterized by sp3 bonding electrons and can be drastically different from
transition metals, where d-electron physics plays a dominant role.

A factor that could also affect the behavior of the melting curve of a material is the
phase from which melting occurs. In fact, it has been proposed that bcc metals (a packing
ratio of ~0.68) should have lower melting slopes than fcc or hcp metals (a packing ratio
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of ~0.74) [13]. It has been shown that the stability of a bcc structure is favored by a Fermi
energy which falls in the minimum between two peaks of the DOS. According to Figure 1a,
this seems to be a general rule, with bcc Mo exhibiting the lower slope, and fcc Au, Pt,
or Ni the highest. For example, eightfold coordinated bcc Mo should undergo a smaller
volume change than 12-fold coordinated Ni. Electron-band calculations have shown that
hcp–fcc total energy differences are smaller than the corresponding bcc–fcc differences [89];
thus, the entropy change for Mo should be greater than for Ni or Fe. By taking all these
into account together with the Clayperon criterion (Equation (1)), a smaller overall melting
temperature can be expected.

Transitions within a metal phase diagram also affect the melting slope. For example,
a flattening of a melting curve around the triple point fcc–hcp–liquid can be expected for
Fe, because of the melting entropy differences between the two solid polymorphs [90].

Moreover, d-electron bonding can be responsible for the appearance of an icosahe-
dral short-range order, which can be energetically favored in supercooled liquids and
melts [91,92]. These short-range structures depend on the number of d-electrons and are
more distorted in the liquids of early transition metals than those of late transition met-
als [17]. Icosahedral structures in liquids have been already observed in Ta [93], Zr [94],
Ni [91,92], Ti [92], and Fe [91] and can act as impurities that lower the free energy and thus
the melting slope [17].

Figure 1b shows the normalized melting curves obtained in an LH-DAC with the
Speckle technique [13,14,40]. All melting curves appear a lot shallower compared to the
data obtained with the XRD diagnostic (Figure 1a), and in all cases the normalized Tm
has a lower value at the same pressure. With this method, the melting lines of Mo and W
appear almost constant after ~50 GPa. It has been shown in many works [15,24,37,84] that
the Speckle method often triggers the recrystallization of the sample instead of melting,
therefore underestimating the melting temperature, as will be discussed in more detail
in Section 5.6. However, it is interesting to see that melting from bcc, as in the case of
W, Mo or Ta, yields the smoothest melting curves, as in the case of the XRD diagnostic.
The datasheets for the plots of Figure 1a,b can be found in the Supplemental Material.

2.3. Comparison with Alkali Metals, Alkaline Earths, and Rare Earths

The melting curves of alkali metals behave rather differently than those of tran-
sition metals. These elements tend to have complex phase diagrams, with successive
phase transitions in the solid phase and the presence of complex liquids in the liquid
phase [64–69,95]. In many cases, alkali metals exhibit melting curve maxima, followed by
negative slopes, where the molar volume of the liquid is expected to be less than that
of the solid. Previous studies have shown abrupt changes in the coordination numbers
and density, for example in liquid Cs [96]. The complexities in both crystal structure and
melting have been attributed to the effects of s->d electronic transitions for the heavier
alkali metals [97], but lighter elements such as Li and Na exhibit s-p orbital mixing [98].
It has been proposed that a possible explanation for the complex structures observed in
alkali metals is the formation of an energy gap at the Brillouin zone boundary that can
lower the kinetic energy of free electrons and thus stabilize such structures [99].

Alkaline earths also present several unusual structures and complex phase dia-
grams [100–102]. These phenomena could be explained by the sp->d electron transfer
under compression [103]. It has been found that the changes in the melting slopes of Mg,
Ca, and Sr are associated with the phase transitions observed at room temperature and
with the increasing d-electron character of these elements [95]. Similar to transition metals,
melting from a bcc phase leads to a less steep melting curve, as in the cases of Ca or Mg [95].

In rare earths, the application of pressure generally induces an s->d transition that
increases the d-electron character of the conduction band. This electronic transition is
responsible for the hcp->Sm-type->distorted hcp->fcc->distorted fcc series of structural
transitions in the solid phase [104]. The highly localized f-electrons do not participate in
bonding, since Y exhibits the same behavior even though its f-states are empty [105]. How-
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ever, low symmetry structures have been observed under pressure for Pr, Nd, Sm, and Gd,
which have been attributed to the delocalization of f-electrons [106–109]. The melting
curves of rare earths seem to be affected by this delocalization, showing kinks or minima
in the pressure values where it occurs [104].

3. Static Experimental Techniques

3.1. Large Volume Presses (LVP)

Large volume presses (LVP) such as the piston-cylinder or the multi-anvil press [110,111]
are widely used for the synthesis of materials, especially when the production of large
single crystals is essential [112,113]. Record temperatures of 4050 K [114] and pressures of
90 GPa [115] have been reported for multi-anvil presses, although for most conventional
devices in laboratories and synchrotrons the maximum pressure is limited to 25 GPa and
the maximum temperature to 2500 K. Therefore, the routinely obtainable P-T range in the
LH-DAC (or RH-DAC) is much greater than that of a multi-anvil press, but the precision to
which the melting temperature can be determined in a DAC is, in general, much lower.

Inside a multi-anvil press, the heating of the sample is carried out by an internal
heating method, where a small heater and electrodes are placed inside a pressure trans-
mitting medium (PTM). Electric power is supplied to the heater from an external power
supply and through the conductive anvils. Several heaters can be used, the most prominent
ones being Pt, Ta, Re, LaCrO3, or graphite [116]. The sample temperature is measured
by a thermocouple which is located close to the sample, and the pressure effect on the
thermocouple’s electromotive force has to be estimated [117–119]. For the most widely
used W/WRe thermocouples, a variation of 35 ◦C has been reported at 15 GPa and
1800 ◦C [119]. Thus, the temperature determination with a thermocouple is very accurate
and much superior to that obtained by spectral radiometry in an LH-DAC, which usually
extends to hundreds of K (Section 3.3.3). The highest temperature that can be measured
with a W/WRe thermocouple is 2300 ◦C. Higher temperatures are measured by extrapolat-
ing the relationship between temperature and applied power.

Pressure in a multi-anvil press is measured by the P-V-T equation of state (EoS) of a
pressure standard which is placed inside the assembly. This material should ideally exhibit
no phase transitions, have a low relatively bulk modulus, low yielding strength (so that
the deviatoric stresses are easily released upon heating), chemical inertness, high melting
temperature, low grain growth rate, and low X-ray cross-section (in the case of in situ
XRD measurements). The most widely used pressure standards in a multi-anvil press are
NaCl, Au, Pt, and MgO. From the known pressure scales, that of MgO seems to be the least
controversial since it seems to be free from the free electron contribution to the thermal
pressure [120–122]. In general, underestimations due to thermal pressure up to 3 GPa have
been calculated, which is not dramatic compared to the LH-DAC (Section 3.3.3). The reader
can refer to two very detailed reviews about the technical developments in the multi-anvil
press [116,123].

The signature of melting in a large volume press can be evidenced either by differential
thermal measurements [124] or electrical measurements [125–127] (Section 4.7). In the case
of an LVP coupled with synchrotron radiation, in situ XRD [128,129] can be used as a
reliable melting diagnostic (Section 4.2). Melting curves at low pressures determined in
an LVP for gold [127], copper [130], and nickel [125] have been reported in the literature.
Multi-anvil experiments provide an adequate method for investigating melting curves for
pressures up to 25 GPa.

3.2. The Resistive Heating Diamond Anvil Cell (RH-DAC)

The resistively heated diamond anvil cell (RH-DAC) [131–138] is a complementary
technique to laser heating, albeit less widely used because of the generally lower temper-
atures obtained and the complexity that lies in preparing the DAC. In resistive heating,
samples are heated by conduction with the heat source outside the sample chamber, ei-
ther by an external furnace (maximum temperature around 700 K) or by a small heater
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close to the diamond anvils (where much higher temperatures can be achieved). Vari-
ous RH-DAC techniques have been proposed that can provide temperatures above 1200 K
and can be used for the melting of metals, for example gold [139]. These techniques are
based on (a) graphite heaters [135,136,138], (b) Mo wires [140], (c) W filaments [134], (d) Re
gasket heating [137], or (e) metal strips placed directly in the sample chamber (internal
resistive heating, [139,141–143]). The latter technique has been proven very effective, es-
pecially when the metal strip is the sample itself, and temperatures of almost 4000 K
have been reached in a study of the Fe–Ni–Si system [143]. However, RH-DAC prepara-
tion, and especially the placing of metallic contacts on a micrometer sized sample, can be
very challenging. At such high extreme conditions, spectral radiometry is needed for the
temperature measurement.

Resistive heating methods have been extensively used to study the melting behav-
ior and phase diagrams of alkali metals [64–66,68,69] and molecular systems [144–147],
which generally have much lower melting temperatures than transition metals. The pres-
sure range in an RH-DAC is limited compared to the LH-DAC, often because of the
softening of the stress-bearing components, such as the gaskets and the diamond seats.
The advantage of resistive heating is the significantly improved homogeneity of the temper-
ature with respect to laser heating. Moreover, temperature control is independent and is not
affected by any changes in the physical properties of the sample or the presence of phase
transitions. Another advantage is that the temperature is measured with a thermocouple
(up to ~2600 K), providing much smaller error bars with respect to spectral radiometry.

3.3. The Laser Heated Diamond Anvil Cell (LH-DAC)

The laser-heated diamond anvil cell was first presented in the pioneering work of
Ming and Basset [148]. This technique takes advantage of the extreme hardness and the
optical properties of diamond, which is transparent in a very wide wavelength range,
from gamma and X-rays to mid-infrared, allowing not only laser irradiation but also
coupling with various experimental techniques, both in synchrotron facilities and in lab-
oratories. To demonstrate the versatility of the LH-DAC, one can refer to experimental
works on X-ray diffraction (XRD) [149–157], X-ray absorption (XAS) [158–161], X-ray flu-
orescence (XRF) [162], Mössbauer spectroscopy (SMS) [163,164], inelastic X-ray scatter-
ing (IXS) [144–146], nuclear inelastic scattering (NIS) [165], nuclear magnetic resonance
(NMR) [166], and Raman [167–171] and Brillouin [172–175] spectroscopies or the synthesis
of novel materials [176–183]. Different types of diamond anvil cells exist for different
applications, but especially for the LH-DAC, the angular opening of the cell is of cru-
cial importance, especially when coupled with experimental techniques such as XRD or
Raman/Brillouin spectroscopies, but also when an off-axis laser heating geometry is in
place [61].

The principle of the LH-DAC has been thoroughly described in [61] and can be
shown in Figure 2. The basic concept is based on a piston-cylinder mechanism, as the
two opposing diamonds are approaching each other by the application of an external
force which can be generated by screws or an external membrane. The sample is confined
within a metallic gasket [184], usually made by stainless steel, rhenium, or tungsten,
although composite gaskets such as amorphous boron-epoxy [185] or c-BN [186] also
exist and can maximize the thickness of the sample chamber during the experiment.
Alternatively, beryllium gaskets are used in the case both axial and radial access in the
DAC is needed [187,188]. A pressure transmitting medium (PTM) is used to fill the sample
chamber and offer the best hydrostatic conditions possible. The sample irradiation is
performed with an IR laser source that accesses the sample by taking advantage of the
transparency of the diamonds. The emitted thermal radiation passes through the diamonds
and is guided to the entrance of a spectrometer, where it is analyzed in order to provide
the temperature measurement (Section 3.3.3).
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Figure 2. The principle of the laser-heated diamond anvil cell (LH-DAC).

3.3.1. Pressure Transmitting Medium (PTM)

Using a pressure transmitting medium in a melting experiment is of crucial importance
for many reasons:

i. It introduces hydrostatic or quasi-hydrostatic pressure conditions, thus greatly reduc-
ing the deviatoric stresses and giving a better estimation of pressure [189], although shear
stresses will always appear when the (pressure transmitting medium) PTM solidifies.

ii. It provides thermal insulation to the sample, since the diamond anvils are very
good thermal conductors and can be a significant source of heat sink. It is practically
impossible to laser-heat a sample without thermal insulation.

iii. It confines the liquid sample inside the sample chamber.
iv. It often prevents chemical reactions such as carbide formation, as it will be dis-

cussed further (Section 5.7) in more detail.
Several PTM have been used in diamond anvil cells, including liquids (methanol–

ethanol mixture, methanol–ethanol–water mixture, silicon oil, Daphne 7373 or 7474, fluo-
rinert), soft solids (CsCl, NaCl, KCl, KBr, LiF), hard solids (Al2O3, MgO, SiO2), or condensed
gases (He, Ne, Ar, N2), He being by far the most hydrostatic of them all [190,191]. However,
He is not used in high temperature studies, since it can escape the DAC in its gaseous
form at high temperatures. Moreover, the choice of a PTM in melting curve ex-periments
is mainly based on three factors: (a) the PTM has to stay insulating at high pressures and
temperatures; (b) it has to be inert with the sample or the diamond anvils; and (c) it has a
melting curve that is steeper than the material that is being studied (Section 5.3). By taking
all this information into account, solid media such as NaCl, KCl, Al2O3, SiO2, or MgO and
noble gases such as Ar or Ne are the PTM that are mostly used in a laser heating melting
experiment. Figure 3 gathers together all the experimentally established melting curves of
the most commonly used PTM inside an LH-DAC [192–198].
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Figure 3. Experimentally defined melting curves of the most commonly used pressure transmitting
media (PTMs) inside a laser-heated diamond anvil cell [192–198]. Solid lines: solid PTMs, dash-dotted
lines: gas PTMs.

3.3.2. Lasers

All transition metals melt above 1200 K at ambient pressure, and this range
of temperatures is easily accessible with laser heating. For the studies of metals
(or semiconductors), solid state lasers of near-IR wavelengths such as Nd:YAG or
Nd:YLF (λ = 1.053–1.070 μm) are preferred, since they are greatly absorbed by these
materials [13,22,24,25,29,34,35,37,39,40,63,77,83,84,199–201]. The main mechanism lies
in the photon-electron interaction between the electromagnetic field of the laser and
the free electrons of the metal, inducing higher energy states in the conduction bands.
The thermal energy transfer process takes place during the electron–phonon collisions;
immediately after the collision, the electrons may change their directions, but the elec-
tron flux remains constant in any direction. However, some fraction of the excess
electron energy is transferred to the phonons during the collision process, therefore in-
creasing the temperature.

The small penetration depth of near-IR lasers makes it essential to use double-sided
laser heating in order to reduce the thermal gradients from one side of the sample to the
other, which can extend to many hundreds of K [95,202,203]. In general, defocusing the
beam helps in obtaining a more homogenous laser spot, thus reducing the thermal gradients.
In order to reduce the thermal gradients even further, a recent method [77,204] proposed
encapsulating the sample inside a boron-doped diamond micro-oven.

CO2 lasers have a much larger wavelength (λ = 10.6 μm) and thus a larger penetration
depth, alleviating the need for two-sided laser heating in an LH-DAC; however, they are
not well absorbed by metallic elements and are mainly used for the study of glasses,
minerals, oxides, or optically transparent organic matter [205–207].

Most experimental works on the melting curve of transition metals have been car-
ried out using continuous wave (CW) lasers; however, the use of pulsed lasers (“flash
heating”) [15,153,199] can potentially reduce the chemical reactions (oxidation, carbide for-
mation, reactions between PTM and sample, Section 5.7), as well as any sample instabilities
inside the DAC. This technique can become more powerful if the laser pulse is synchronized
with a synchrotron radiation pulse and a fast detector.
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3.3.3. P-T Metrology

The pressure in an LH-DAC can be measured by using the ruby or Sm2+:SrB4O7
fluorescence methods [208–211], by the first-order Raman signal from the center of the
diamond culet [212], or be derived from the thermal equation of state (EoS) of the PTM
or the sample in an XRD experiment [37,84,90]. However, special care should be taken to
take into account the thermal pressure Pth. It has been argued that the thermal pressure is
strongly affected by the PTM used during the experiment [84]. The pressure is calculated
empirically from XRD data using the following formula [84,90]:

P = Pbefore +
Pafter + ΔP − Pbefore

Tmax − 300
× (T − 300) (4)

where Pbefore and Pafter are the pressure before and after laser heating and Tmax the maxi-
mum temperature reached during the experiment. ΔP is the pressure difference between
the pressure at high temperature and the pressure measured after the heating cycle [90].

The temperature measurement in an LH-DAC is performed using spectral radiom-
etry, where the raw intensity of the collected light is given by Planck’s law, corrected for
including the emissivity ε(λ) in the grey body approximation:

Planck = I(λ, T, ε(λ)) = ε
2πhc2

λ5
1

exp(hc/λkT)− 1
(5)

In this equation, λ is the wavelength of the measured signal, ε(λ) the emissivity, h the
Planck constant, k the Boltzmann constant, and T the grey body temperature. In order
to be able to fit the temperature, ε(λ) is considered wavelength independent. Many com-
plementary approaches exist for the temperature estimation using pyrometry, the Wien
function and the two-color pyrometry being the most widely used [213,214].

The collected signal is analyzed by a spectrometer and sent to a CCD camera. Band pass
filters are used to prevent reflections of the laser entering the spectrometer and thus sat-
urating the CCD and perturbing the signal. The collection of the Planck radiation of the
heated sample requires some sophisticated imagery and temperature measurement op-tics.
Ideally, the temperature measurement and laser focusing optics should be independent.
There are two main categories of optics to collect the Planck radiation: reflective (mirrors) or
refractive (lenses). Reflective optics have the advantage or being almost free of chromatic
aberrations, while refractive optics need the application of a numerical aperture to approach
achromatic behavior, reducing the spatial resolution. However, the image quality is superior
for refractive optics. Recent studies comparing the different optics have showed that the
differences in the estimation of temperature are rather small [215,216].

Finally, special caution should be taken in the calibration of the optical system. By di-
viding the collected radiation with the system response, one can fit the spectra to the Planck
radiation function. It has been argued that the absorbance of the diamonds should also
be taken into account for the calibration in order to improve the accuracy of temperature
measurements [217].

4. Melting Detection and Criteria

4.1. The Laser Speckle Method

One of the first diagnostics proposed to detect melting in an LH-DAC was the pioneer-
ing method of the laser speckle technique [13,14]. In this method, a visible laser (usually
the 514.5 nm green line of an Argon laser) is applied to create interference patterns on the
sample surface while the IR laser simultaneously heats the sample. Sometimes, visual ob-
servation of the sample surface has also been used [26,218]. Melting can be determined as
the onset of convective motion with increasing temperature. Although it has been used
extensively in numerous studies [13,14,16,21,40,41,201], the optical detection of melting
based on speckle patterns has been questioned, especially after the development of the
more recent techniques such as the in situ observation of a liquid signal in the synchrotron
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XRD images (Section 4.2). It has been argued that the changes in the optical properties
of the sample surface that are detected with this method could also be caused by struc-
tural changes in the PTM or the sample (such as a phase transition), or chemical reactions
between the sample, the PTM, and/or the diamond anvils [22,219,220]. In many cases
the speckle method was found to coincide with the onset of dynamic recrystallization of
the sample rather than melting [22,24,36,37] since both the high temperature recrystalliza-
tion and melting processes are endothermic and thus not easily distinguishable optically
(Section 5.6). However, reliable results have been obtained for low reactivity transition
metals such as Cu [16].

4.2. Appearance of the Liquid Diffuse Scattering Signal in the XRD Patterns

The technological advances in synchrotron facilities together with the technical de-
velopments in LH-DAC during the last 15 years have allowed the determination of the
melting curves using both in situ XRD and XAS (Section 4.3) techniques. The focused
X-ray beam in a high brilliance synchrotron radiation source can be reduced to a size
much smaller than the size of the sample that is heated by the lasers, facilitating both
the signal acquisition and the temperature determination. Concerning XRD, the melting
criterion is based on the gradual appearance of a diffuse liquid X-ray scattering signal
as the temperature is progressively increased [22,24,34–37,63,77,83,84,200,221], which can
occur together with the disappearance of the Bragg peaks that dominate the signal of the
solid phase. However, more often than not, the liquid diffuse signal appears before the
complete disappearance of the Bragg peaks, indicating a partial melting of the sample.
The Bragg reflections disappear progressively upon further increasing the temperature,
until the XRD signal becomes fully liquid. The melting temperature is defined as the first
temperature where the diffuse scattering is observed. The diffuse signal disappears on
quenched diffraction pattern of the sample, i.e., when shutting off the heating (IR) lasers.

The diffuse scattering method has some remarkable advantages with respect to other
methods, notably, the possibility to simultaneously detect chemical reactions and phase
transitions in the sample since its structure is constantly triggered with in situ diffraction.
However, it requires short exposure times and continuous monitoring of the temperature
to be effective, as well as a very careful alignment of the X-ray beam, in order to ensure
that the diffraction pattern is taken from the portion of the sample where the IR lasers
are focused. The technique of using short exposure times (in the order of 1–2 s) has been
first established for Pb and can potentially provide a more accurate determination of the
various crystallographic changes in the sample [200], but the temperature fluctuations near
the melting point happen in a much faster timescale (a few ms) (Section 5.1). This fact,
combined with the small quantity of liquid signal that is usually observed with this
method, requires very precise measurements and meticulous data analysis in order to
properly detect the onset of melting. The large temperature error bars in many of the XRD
melting studies [22,35,63], often calculated as the sum of the maximum error from spectral
radiometry and the uncertainty on the detection of melting, clearly show that there are still
several technical challenges to overcome.

Figure 4 presents an example of the solid–liquid transition upon laser heating in Zr [37]
using XRD. The diffuse liquid scattering appears at a given temperature and progressively
dominates the diffraction signal upon further heating, while at the same time, the solid
contribution decreases, indicating that the quantity of liquid in the sample increases with
temperature. In this experiment, the XRD patterns did not exhibit any parasitic phases,
such as ZrC or ZrO2.
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Figure 4. XRD patterns of a Zr sample in an LH-DAC [37]. The liquid diffuse scattering appears at
melting as a background signal that increases in intensity with temperature as the quantity of the
liquid increases. The light green liquid diffuse scattering background corresponds to 3295 K, the pink
one to 3467 K. The patterns at 3022 K and 3174 K correspond to solid Zr.

Concerning the determination of the melting curves of transition metals, this tech-
nique has shown significant discrepancies with the speckle method, providing melting
temperatures that can be 1000 K higher or even more at high pressures, Ta [21,22] and
Fe [14,24] being characteristic examples. As mentioned, it has been argued that the speckle
method often coincides with the onset of sub-solidus recrystallization, which can be ob-
served in the diffraction patterns as rapidly moving single crystal spots that appear at high
temperatures but before the onset of melting (Section 5.6).

4.3. Evolution of the XAS Spectrum

While XRD can probe the long-range structural changes in a solid–liquid transition,
XAS is more sensitive to the local atomic environment since it is an element-selective
technique. In particular, in an XAS experiment, the EXAFS (extended X-ray absorption fine
structure) part of the signal provides information about the local atomic structure, while the
XANES (X-ray absorption near edge structure) part of the signal provides information
about the electronic structure.

In a melting experiment, the solid–liquid transition is defined by the disappearance
of the shoulder on the XANES region of the XAS signal, as well as the flattening of the
first few oscillations. Such changes have been observed in the 3d transition metals Fe [25]
and Ni [39], as well as in Fe binary alloys [174,175]. Melting can be also identified by the
“T-Scan method” [222], where the temperature dependence of the absorption coefficient at
the shoulder region of the XANES signal follows a discontinuity attributed to the loss of
long-range order.

XAS is therefore a multifaceted technique that can provide interesting information
about melting, but also about the local, electronic, and magnetic configuration of a transition
metal at extreme conditions. As in the melting studies with XRD, fast acquisition times are
also essential in XAS, and therefore a polychromatic pink beam is often used to provide the
maximum flux possible [223].

Figure 5 shows the X-ray absorption spectroscopy melting criterion in a recent work
on Ni [39]. The melting criterion consists of the disappearance of the shoulder feature
in point A and the flattening of the two oscillations in points B and C. For Ni, the XRD
and XAS criteria have been found to give similar results [39,84], proposing that melting
can be detected by probing either the long-range structural changes (XRD) or the local
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environment (XAS) of the sample. However, the studies on Fe comparing the two methods
still remain controversial [24,25]. An argument was made that these discrepancies could
rely on the fact that in some of the XAS studies, carbon-contaminated Fe samples were
actually measured [90], leading to lower melting temperatures. Carbon contamination is
discussed in Section 5.7.

Figure 5. X-ray absorption near edge structure (XANES) spectra for Ni at different temperatures
(reproduced from [39]). The melting can be determined by the disappearance of the shoulder in point
A and the flattening of the first few oscillations (points B and C).

4.4. Temperature Plateaus

One of the most widely used methods for determining the melting temperature in an
LH-DAC is the appearance of temperature plateaus, i.e., the temperature stays relatively
stable near the melting point as the laser power continues to increase (in most cases in linear
increments). This technique requires regular monitoring of the temperature (every few
seconds) and is used often in laboratories when there is no possibility to obtain information
about melting from an in situ technique, as is the case in a synchrotron experiment.

It has been proposed that after a certain point, the increasing laser power should
only increase the volume of the melt, than raise the temperature of the molten material,
given that the laser provides the latent heat of melting so that plateaus should normally
be expected at any invariant melting point [128]. It is true that this method has provided
relatively accurate results that have been verified in many cases with other melting diag-
nostics such as the detection of liquid diffuse scattering in an XRD or the disappearance of
some XANES characteristic features in an XAS experiment [39,83,84,224]. An agreement of
less than 100 K in the melting temperature was found between this method and the XRD
method for Ni [84] and Nb [83], and a similar order of magnitude has been found for Ni
measured with XANES [39]. However, in several works the temperature plateau was not
observed at all or corresponded to a different temperature than the melting temperature
Tm [22,36,37]. Figure 6 compares the Tm vs. laser power functions for different transition
metals in order to clarify these differences.

It is clear from Figure 6 that this melting criterion is not applicable to all studies. Tem-
perature plateaus can appear at T=Tm (Figure 6a,c) T<Tm (Figure 6b), or T>Tm (Figure 6d).
The trend can be different even for the same material, depending on the pressure or the
heating run (Figure 6a,b). The range of temperature differences may also vary; for example,
in Zr (Figure 6b, [37]), a melting using the temperature plateau criterion seems to appear at
about 300 K before the XRD criterion, while for Ti (Figure 5d, [36]), melting was detected at
a temperature almost 900 K higher.
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Figure 6. Comparison of temperature versus laser power curves in different samples and different heating runs: (a) Zr
at 49 GPa [37], (b) Zr at 80 GPa [37], (c) Ni at 46 GPa [84], (d) Ti at 42 GPa [36]. In all of these works, the melting was
determined by XRD liquid diffuse scattering (Section 4.2), and the melting temperature found at the given pressure is shown
by the straight pink line.

It has been proposed that the latent heat of melting is insignificant with respect
to the heat provided by the lasers [203]. In fact, there can be several reasons why the
temperature–laser power relationship can change inside an LH-DAC:

i. Discontinuities in the reflectivity of the sample. The reflectivity cannot be a reliable
indicator of melting since it is not an intrinsic property of materials.

ii. Increase in the conductivity of the PTM with the increasing heat provided by the
lasers could also explain why the temperature is not always increased with laser power.

iii. The thickness of the PTM can change during an experimental run, which can affect
the thermal insulation and the heating efficiency inside the LH-DAC. As a result, more laser
power may be needed to heat the sample at a given temperature.

iv. A temperature plateau can appear because of the melting of the PTM (Section 5.3).
v. The melt may become mechanically unstable and flow, leading to sudden variations

in temperature.
All of the above characteristics and parameters are very difficult to be calculated in situ

in order to quantify their effect on the temperature of the sample. Therefore, the observation
of temperature plateaus, although efficient in many cases, cannot be considered by itself a
consistently reliable method, and often the use of a complementary diagnostic is advised.

4.5. Microstructure Formation on the Quench

A recent work [15] has demonstrated a new melting criterion by studying the mi-
crostructure formation of a Mo sample in a DAC using flash laser heating synchronized
with X-ray diffraction and a fast detector. This approach is based on the observation that
heating above the melting point followed by a quench could reduce the grain size of
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polycrystalline samples, sometimes to an nm scale, while quenching from annealing (i.e.,
heating below melting) generally increases the grain size [225]. The importance of using a
short laser pulse duration (5–20 ms) lies in the fact that the changes in the microstructure
of the sample happen in small steps, providing the opportunity to observe the changes in
the diffraction patterns in a detailed way.

In this study [15] the sample was heated at different temperatures, measured by
spectral radiometry, and then quenched. It has been observed that when quenched from
a temperature below Tm, the diffraction single crystal spots were preferentially oriented
in relation to the diffraction spots of MgO that has been used as the PTM. However,
when quenched from a temperature above Tm, the diffraction images feature a fine-grained,
randomly oriented microstructure (continuous Debye diffraction rings). With this tech-
nique, the authors were also able to track a microstructural transition in Mo that could be
responsible for the lower melting temperatures reported in previous works [13,29,30].

4.6. Post-Heating Scanning Electron Microscopy (SEM)

The argument of obtained melting can be greatly reinforced by validating the exper-
iment with post-heating characterization after the quenching of the sample, outside the
LH-DAC. One of the existing possibilities is to study the surface of the heated spots with
scanning electron microscopy (SEM) [199,226]. Drastic changes and bead-like features
appear on the sample surface topography near the melting temperature. By careful exami-
nation of the SEM images in a recent work on Re and Mo, micrometer or sub-micrometer
size recrystallization of the sample can be shown for T<Tm, while for T>Tm the metal seems
completely restructured with a boundary between the quenched liquid and the unmolten
sample to a depth of several micrometers [199]. These observations are in contrast to the
data acquired by the previous approach (Section 4.5) as the melting point found for Mo
in [199] seemed to coincide with the recrystallization region in [15]. The discrepancies have
been attributed to a microstructure transition that has been discovered for Mo [15].

A depth profile analysis of molten or unmolten regions can be also performed in a
cross-section of the heated portion of the sample. The cross-section has to be prepared
with a focused ion beam (FIB) [199,226]. In a recent work on Ni [39], the cross-section of
the heated spot where the sample remained solid (Figure 7a) was found to be drastically
different from the cross-section of the heated spot where the sample melted (Figure 7b).
In fact, sharp boundaries extending to a few micrometers in depth were reported for
the molten sample (Figure 7b). Energy dispersive X-ray spectroscopy (EDX) performed
routinely on the samples did not show any chemical changes. In this work, KCl was used
as a PTM, and as it is clear from Figure 7a,b, there are no significant differences in its
morphology above or below the melting temperature of the sample.

Figure 7. SEM image of the cross-section of a Ni sample heated (a) below melting and (b) above melting temperature (reproduced
from [39]). In Figure 7a, cuts at different depths are shown so the three-dimensional structure of the sample assembly can be
better visualized.
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4.7. Changes in Resistivity

Phase transitions in a material can be often detected by changes in its physical proper-
ties. In a metal, the resistivity R generally increases with temperature T, but kinks will be
observed near a phase transition region, for example, an increase in the slope of R versus T.
The abrupt increase in a metal’s resistivity with melting can be attributed to the loss of long-
range order and thus the increased scattering of conduction electrons. Of course, such an
increase in resistivity could also happen because of chemical contamination, but this pos-
sibility can be excluded by performing complementary diagnostics such as XRD, SEM,
or EDS (Electron Dispersive Spectroscopy). Temperature or resistivity fluctuations can also
be attributed to changes in the morphology of the sample upon melting [227].

The melting of several metals inside a DAC using this method has been obtained
with good reproducibility by applying either resistive heating with graphite heaters and
a four-point configuration [87,133] or laser heating [228]. For the LH-DAC, a split gasket
method [229] has been employed, where two pre-indented steel gaskets were joined with a
diamond filled epoxy cement that served as an insulator. The electrical leads soldered to the
two gasket halves permitted the resistivity measurement. The LH-DAC resistivity method
has given access to high pressures and temperatures. However, this kind of experiment
remains very challenging, and the values of resistivity or thermal conductivity of metals in
a DAC have been a subject of open debate [228,230,231].

4.8. Synchrotron Mössbauer Spectroscopy (SMS)

Recent technological developments in fast spectroradiometry and synchrotron tech-
nology have opened up the possibility of couple laser heating with synchrotron Mössbauer
spectroscopy (SMS) to identify the melting of metals [164,232,233]. This method has mainly
been demonstrated for 57Fe [234,235] but can also be effective with other nuclear reso-
nant isotopes. The diagnostic of melting relies on the dynamics of Fe atoms in a time
window comparable to their nuclear lifetime. This is reflected in the reduction of the
effective thickness of the sample and the collapse of the Mössbauer signal in the liquid
phase. The ordering of atoms is irrelevant for SMS, in antithesis with other synchrotron
techniques, for example XRD. In XRD, the scattering process is very fast and non-resonant,
so that atomic motions become irrelevant. The Mössbauer signal, on the other hand, is very
sensitive to the movement of the iron nuclei.

5. Sources of Controversies in the Melting Curves of Transition Metals from
Static Experiments

5.1. Temperature Determination in the LH-DAC

The LH-DAC, although being the technique that can provide access to the highest
temperatures and pressures possible in the static compression regime, could potentially
yield error bars of a few hundreds of K in the estimation of temperature for several reasons:

i. The lasers can be unstable, especially near but below the melting temperature,
and these fluctuations can alter the temperature within small time domains. It has been
found that even a ~0.3% laser power fluctuation can lead to temperature fluctuations of up
to 200 K [218,236].

ii. Spectral radiometry measurements can be complicated to perform and are strongly
dependent on the wavelength region chosen to perform the Planck fit. The methodology
for the temperature measurement inside a DAC using spectral radiometry, including the
use of different optics, has been discussed in detail [213–217].

iii. Especially at lower temperatures (below 1400 K), there are not enough photons,
and the Planck signal is difficult to detect. Larger acquisition times are needed which can
lead to larger temperature error bars due to instabilities.

iv. It is crucial that the temperature measurement is taken from the same area of
the sample that is heated by the lasers. In synchrotron radiation, this has been solved by
perforating a polished mirror at the entrance of the spectrometer and aligning the X-rays to
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the hole using X-ray fluorescence [150,152,153,158]. Defocusing the IR lasers for a larger
and more uniform heating spot can be also helpful.

5.2. Thermal Pressure Determination

In a melting experiment, the thermal pressure Pth has to be carefully estimated for ev-
ery data point by the thermal equation of the sample or the PTM, but this can be a challenge
in experiments where there is no possibility to perform in situ XRD. Pressure scales such as
the fluorescence of the ruby or Sm2+:SrB4O7 or the Raman of the diamond are not anymore
valid at the high temperatures required for the melting of metals either because the signal is
dampened or because the thermal radiation dominates the signal. In the absence of an XRD
signal in order to determine the thermal EoS and therefore the pressure, the uncertainties
can be minimized by measuring the pressure before and after the heating of the sample,
but the error bar in the pressure determination can still be quite large.

5.3. Melting of the PTM

The selection of the PTM, apart for the reasons mentioned above (Section 3.3.1),
is crucial for both temperature and melting determination, since the melting of the PTM
prior to the melting of the sample could either hinder the fusion of the sample or give false
signature of melting [22,84,198,224]. For example, spectral radiometry measurements can
exhibit a temperature plateau (Section 4.4) with increasing laser power at the PTM melting
temperature, confounding the experimental results. The pyrometry measurements are
affected by the presence of molten PTM in the sample chamber, mainly because of changes
to its optical properties (emissivity, absorption). Movements of the sample in the molten
PTM and changes in spatial temperature distribution could underestimate the temperature
by few hundreds of K. Moreover, the molten PTM could potentially give a diffuse signal in
an XRD experiment, leading to a confusing interpretation of the data, since it could not be
clear whether the liquid signal derives from the sample or the PTM. Therefore, the PTM
has to be selected in a way that its melting curve is steeper and does not overlap with the
melting curve of the sample.

5.4. Misalignments of the X-ray beam

During a melting experiment, it is crucial that the temperature is measured at exactly
the same area of the sample that is triggered with the melt detection probe. This is especially
important in Synchrotron experiments (for example XRD, XAS, or SMS), where the probe
(i.e., the X-ray beam) is rather small, usually on the order of 2–3 microns. During laser
heating, the optics may drift due to thermal expansion, and the X-rays are no longer
triggering the same location of the sample where the temperature measurement is acquired.

The heating laser should also be very well aligned with the X-rays, and this is normally
achieved by reducing the focusing of the laser in order to have a hotspot much larger
than the X-ray beam (i.e., a laser spot of 10–20 microns for a 2–5 micron x-ray beam).
However, in some cases, at the high temperatures required for melting the sample may
move, meaning that the X-ray beam and the hotspot are no longer in the same place.
Therefore, meticulous and continuous realignment of both the optics and the X-ray beam is
required in order to obtain reliable measurements.

5.5. Additional Sources of Diffuse Scattering

The diffuse liquid scattering detected from XRD (Section 4.2) needs to be properly
analyzed to avoid misinterpretations since the molten signal is often weak and can be
masked by other factors. The Compton scattering arising from the diamonds in LH-DAC
or RH-DAC can in some cases dominate the liquid diffraction signal, and it is therefore
advised to be removed by subtracting the background signal of an empty DAC, before or
after the experiment. Removing the Compton background may be less crucial for melting
curves than it is for the determination of the liquid structure using a pair distribution
function (PDF), but it can be important in cases where the molten region is too thin to
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create a measurable XRD signal. Thus, the quality of the obtained data can be improved
using this technique [77]. As mentioned in Section 5.3, the melting of the PTM could
also be a source of additional diffuse scattering, and the selection of the proper PTM is
very important. Finally, extra care should be taken not to interpret glass formation as
a liquid signal, given that many transition metals are known to form metallic glasses at
high temperatures [1]. Usually, the possibility of glass formation can be eliminated by the
absence of diffuse scattering in the quenched XRD pattern.

5.6. Fast Recrystallization for T < Tm

In static experiments, most controversial results come from the comparison of speckle
(Section 4.1) and XRD (Section 4.2) methods in the LH-DAC, which are the two most
widely used techniques to determine melting. It has been argued today that the main
difference between the two methods relies on the phenomenon of “fast recrystallization”
of the sample that occurs prior to melting [15,24,35–37,63,83,200]. The recrystallization
process from a recent experiment on Zr [37] can be shown in Figure 8, where XRD patterns
were collected every few seconds as the temperature of the sample was progressively
in-creased. The diffraction patterns clearly show polycrystalline Zr spots that move and
change in intensity with increasing temperature. This permanent reorientation of the
crystal is due to movements in the surface of the sample, and it happens at temperatures of
almost 1000 K before melting in some cases. The signature of melting comes much later
with the appearance of liquid diffuse scattering. The quenched diffraction pattern (i.e.,
the one obtained after switching off the lasers) after melting shows a fine grain structure in
good agreement with other methods using XRD [15].

Fast recrystallization and melting are both endothermic processes and cannot be
distinguished easily by detecting the movements of the sample surface. Therefore, it is
possible that earlier speckle works underestimated the melting curves of transition metals
since they did not take into account the phenomenon of fast recrystallization. By using
the complementary synchrotron technique of XAS, agreement of the melting temperature
with XRD has been found in the case of Ni [39,84], proposing that melting detection can be
performed either by probing the local atomic environment (XAS) or the long-range struc-
tural changes (XRD) in the sample. However, the works on Fe were controversial [24,25],
and more experimental data need to become available to verify any possible convergence
between these two methods.

Figure 8. XRD 2D images of a Zr sample at different temperatures (P = 49 GPa) [37]. The movement of polycrystalline spots
with temperature is related to movements in the sample surface. The actual melting temperature at this pressure point
is 3235 K.

5.7. Chemical Reactions and Carbide Formation

At the very high temperatures that are generated inside an LH-DAC, especially when
using CW lasers, carbon contamination of the sample from the diamond anvils is highly
possible. Several transition metals have the ability to form carbides, notably, Fe (Fe3C) [237]
and Ta (TaC) [22], and carbide formation has been found to be the source of large discrep-
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ancies between different results, leading to an underestimation of the melting curve by
many thousands degrees K [21,22]. Melting studies using in situ XRD can identify this
problem and detect carbides or any other unwanted phases that are formed due to chemical
reactions in the sample chamber, even in very small amounts. Raman spectroscopy is also a
method that can be very sensitive to element detection, but the low Raman cross-section of
metals, combined with the high fluorescence of the diamonds and the intense incandescent
thermal radiation that dominates the signal, requires surface-enhanced and time-resolved
techniques, making such experiments extremely complicated [168,238].

Carbon contamination may be caused by the diffusion of carbon from the gasket
or anvil through the pressure medium and into the crystalline sample prior to melting.
Choosing an inert PTM is therefore critical. Water in the PTM can also be a cause of
chemical reactions; thus, a technique to reduce the humidity relies on heating the DAC
before the experiment (for example, putting it in an oven for 1 h at 100 ◦C) [37,39,239].

Another way to minimize the chemical reactions is time constraining the heating
duration to a few milliseconds with the use of a pulsed laser [15,199], but a recent work has
detected carbon diffusion in both continued and pulsed laser heating [239]. Encapsulating
the sample in a single crystal PTM such as MgO can also significantly reduce the lateral
diffusion of unwanted elements in the sample chamber [15].

6. Concluding Remarks

The scope of this manuscript is to provide adequate information to the reader about the
high-pressure melting curves of transition metals that are obtained with static compression
techniques. In particular, the results from many static melting experiments have been
collected and compared in detail, and the discussion about the thermodynamic models
and the physics of the melting transition has tried to point out the main trends about
the melting behavior of d-transition elements. This review focuses naturally on datasets
obtained by the LH-DAC since it is the most widely used technique for melting experiments,
offering access to a wide P-T region, but comparisons with other static methods (notably
LVP and RH-DAC) were also made.

The advantages and drawbacks of the various experimental methods and melting cri-
teria have been thoroughly discussed, as well as the main sources of controversies between
the different datasets. The melting of transition metals is a very wide subject, and even
though many significant technical developments have been carried out in the recent
years concerning sample preparation [77,204], laser heating [164,204,239], pressure genera-
tion [42–44], temperature estimation [215,216], and synchrotron radiation [15,233], there is
still lack of consensus between the different experimental techniques. All of this concen-
trated effort, however, could result in reducing some of the main problems that are present
in the study of melting curves today, especially inside an LH-DAC. Obtaining data at pres-
sures above 1 Mbar is crucially important since most of the melting curves use extrapolation
to predict the behavior at higher pressures, which is not always reliable. More sophisticated
sample assemblies and control of both the sample and PTM thickness could also result
in better heating efficiency and insulation inside the DAC and help (together with fast
temperature measurement techniques) to reduce temperature gradients. Fast diffraction
measurements and flash heating could cut down (but probably not completely eliminate)
chemical reactions. Finally, it may be very interesting to see if a sub-micrometer X-ray beam,
as it is the case with new generation synchrotrons in the very near future, could yield more
precise results. The same can be said for dynamic compression studies using time-resolved
X-ray radiation in the new FEL facilities, which may potentially bridge the gap between
differences in static and dynamic techniques.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/10
.3390cryst11040416/s1, Table S1: Spreadsheets for all the data of Figure 1a. Only in situ XRD data are
shown (i.e., not off-line obtained melting). Table S2: Spreadsheets for all the data of Figure 1b. Only
in situ measurements are shown.
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Abbreviations

The following abbreviations are used in this manuscript:
CW Continuous Wave
DOS Density of States
EDS Electron Dispersive Spectroscopy
EoS Equation of State
EXAFS Extended X-ray Absorption Fine Structure
FIB Focused Ion Beam
IR Infrared
LH-DAC Laser Heated Diamond Anvil Cell
LVP Large Volume Press
PDF Pair Distribution Function
Pth Thermal Pressure
PTM Pressure Transmitting Medium
RH-DAC Resistively Heated Diamond Anvil Cell
SEM Scanning Electron Microscopy
SMS Synchrotron Mössbauer Spectroscopy
SW Shock Wave
Tm Melting Temperature
XANES X-ray Absorption Near Edge Structure
XAS X-ray Absorption Spectroscopy
XFEL X-ray Free Electron Laser
XRD X-ray Diffraction
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