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Abstract: Antiresonant Hollow-Core Fibers (ARHCFs), thanks to the excellent capability of guiding
light in an air core with low loss over a very broad spectral range, have attracted significant attention
of researchers worldwide who especially focus their work on laser-based spectroscopy of gaseous
substances. It was shown that the ARHCFs can be used as low-volume, non-complex, and versatile
gas absorption cells forming the sensing path length in the sensor, thus serving as a promising
alternative to commonly used bulk optics-based configurations. The ARHCF-aided sensors proved
to deliver high sensitivity and long-term stability, which justifies their suitability for this particular
application. In this review, the recent progress in laser-based gas sensors aided with ARHCFs
combined with various laser-based spectroscopy techniques is discussed and summarized.

Keywords: antiresonant hollow core fibers; laser spectroscopy; wavelength modulation spectroscopy;
tunable diode laser absorption spectroscopy; photothermal spectroscopy; photoacoustic spectroscopy;
fiber gas sensors

1. Introduction

The end of the previous century has brought a new type of optical fiber, the so-
called hollow-core fiber (HCF), which due to its unique structure and ability to guide
light in the air via the photonic bandgap effect, rather than via the conventional total
internal reflection phenomenon, revolutionized the development and application areas of
optical fiber technology [1]. Further development of the HCF structure and exploration
of different guidance mechanisms of light in the air have enabled access to the HCFs,
which deliver a superb ability to efficiently guide laser light, especially in the mid-infrared
(mid-IR) spectral band, where conventional solid-core fibers suffer from high attenuation
of the glass material [2,3]. Currently, three major types of HCFs have been proposed,
fabricated, and successfully used in various applications [4–7], amongst which the laser-
based spectroscopy of gases has attracted significant attention of researchers around the
world [8–10]: the hollow-core photonic bandgap fiber (HC-PBGF) [1], the Kagome HCF [11]
and the Antiresonant Hollow-Core Fiber (ARHCF) [8]. Benefiting from an empty core,
which can be filled with the target gas, HCFs can be utilized as low-volume absorption
gas cells, forming versatile light-gas molecules interaction paths with the desired length
within a sensor setup [8]. Since the sensitivity of the majority of laser-based gas sensors can
be relatively simply and significantly enhanced by increasing the interaction path length,
access to non-complex and long optical paths is highly desired. Hence, the incorporation
of HCF-based absorption cells into laser-based gas detectors could lead to high sensor
detection capability and less complex design in comparison with commonly used bulk
optics-based solutions, e.g., utilizing multipass cells [12,13]. Multipass cells delivering
optical paths with several tens of meters length require advanced optical arrangements for
coupling into them the laser beam in a way allowing for obtaining the proper number of
light passes, hence the desired path length. Since optical and optomechanical components
are sensitive to vibrations and temperature changes, which negatively affect their long-term
stability, even a slight misalignment of the coupling optics disturbs the light propagation

Sensors 2021, 21, 5640. https://doi.org/10.3390/s21165640 https://www.mdpi.com/journal/sensors
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inside the multipass cell. Unfortunately, optics-free coupling into a multipass cell is not
possible. This leads to the increase in the noise level, the reduced amplitude of the measured
signal, hence a significant drop in the detection capability of the sensor. On the other hand,
light guidance in HCFs can be efficiently excited via an optics-free butt-coupling approach
of the laser beam. Furthermore, the multipass cells based on the use of optical mirrors (e.g.,
Herriot- or White-type) mounted in e.g., metal optomechanical housings are sensitive to
temperature changes due to thermal expansion of the material, which additionally affects
the stability of the gas sensor. This can be minimized by using materials with lower thermal
expansion coefficient, e.g., invar, however at cost of a significant increase in the sensor’s
price, especially when multipass cells delivering several tens of meters long paths lengths
are used in the setup.

HC-PBGFs have been successfully used in various gas sensor configurations, how-
ever, they target transitions of different gases in the wavelength range not exceeding
3.4 μm [9,14,15]. It was established that the main issues connected with the use of this
particular type of fiber that significantly limits the sensitivity and versatility of fiber-based
gas sensors arise from the multimode nature of these fibers and their maximum operational
wavelength range [9,16]. Multimode guidance leads to the intermodal interference between
the fiber-supported fundamental mode and the higher-order modes, which negatively
impacts the noise level in the sensor [16]. This can be minimized by combining HC-PBGFs
with spectroscopic techniques that have a built-in capability of reducing the impact of the
fringe noise on the measured signal, e.g., Chirped Laser Dispersion Spectroscopy (CLaDS)
or Photothermal Spectroscopy (PTS) [15,16]. Moreover, despite guidance in air, this fiber is
still characterized by a relatively high overlap between its glass structure and the guiding
light, which limits the transmission bandwidth to approximately 3 μm spectral band [17].
Furthermore, due to the small core size (typically up to 20 μm), the gas filling time of
HC-PBGFs can reach even several hours, which severely limits the response time of the
sensing systems utilizing these fibers [16].

A partial solution to the issues that are present in HC-PBGFs comes with the aid of
the Kagome type HCFs, which guide light via the inhibited coupling mechanism [11]. As a
result of a modified fiber structure and different light guidance principles, these fibers can
efficiently transmit light in the near-infrared (near-IR) and mid-IR [11,18]. Furthermore,
the core size of the Kagome fibers is a few times greater (116 μm) in comparison with the
HC-PBGFs guiding light within the same spectral band, which results in the reduction of
the gas filling time down to several seconds [18]. Nevertheless, it was indicated in [10,18]
that the problem connected with the multimode guidance is also present in the Kagome
HCFs, which was identified as the main limiting factor in the performance of the gas
sensors utilizing these fibers.

ARHCFs, in which light transmission is realized by the Antiresonant Reflecting Optical
Waveguiding (ARROW) principle [19], can deliver low loss in both near- and mid-IR
spectral bands, fast gas exchange time, and single-transversal mode operation if a proper
fiber structure is designed [8,20]. Currently, ARHCFs have been successfully used in gas
sensors utilizing a variety of laser-based sensing techniques, i.e., Tunable Diode Laser
Absorption Spectroscopy (TDLAS), Wavelength Modulation Spectroscopy (WMS), PTS,
and Photoacoustic Spectroscopy (PAS) [8,21–23]. Examples of the ARHCFs used in gas
sensing applications are depicted in Figure 1. Researchers have shown that the ARHCF-
aided gas sensors can target molecules with transitions in the wavelength range up to
5.26 μm, which is unreachable with the use of other types of HCFs [20,24]. Furthermore,
benefiting from their ability to simultaneously guide laser radiation within two dissimilar
spectral bands, the ARHCF-based detectors can be used to analyze gas mixtures that
contain molecules having transitions in both near- and mid-IR [8]. Similar to the Kagome
HCFs, ARROW-guiding fibers are characterized by the core size in the range of several
tens of micrometers, which in combination with a proper gas delivery system allows
obtaining gas exchange times in the range of several seconds [20]. The combination of
ARHCF-based gas absorption cells with, e.g., the PTS technique enables obtaining superb
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long-term stability of the sensor, giving a promising perspective for their future application
in out-of-lab conditions [25]. The sensors utilizing such fibers have been demonstrated to
provide detection capability even at a level comparable to the bulk optics-based setups,
indicating that the fiber-based configuration of the sensors can form a new branch of
sensitive, selective, and non-complex gas sensing platforms.

 
Figure 1. Examples of ARHCFs used in gas sensing systems. (a) Silica-based ARHCF is designed to operate in the 2 μm
wavelength range with a core size of 70 μm. Reprinted with permission from [21] © The Optical Society. (b) Six-capillary
cladding silica-based ARHCF with a core diameter of 65 μm for guidance at ~1.55 μm and 3.34 μm. Reprinted with
permission from [26] © The Optical Society. (c) Seven-capillary cladding silica-based ARHCF with a core size of 84 μm
providing low-loss transmission in the near- and mid-IR. Reprinted with permission by MDPI from [8]. (d) Silica-based
ARHCF with nested capillary cladding and a core diameter of 65 μm for guidance at ~4.54 μm. Reprinted with permission
from [27] © The Optical Society. (e) Tellurite ARHCF enabling light guidance ~5 μm inside a hollow core with a 139 μm
diameter. Reprinted with permission from [28] © The Optical Society. (f) 5.26 μm-guiding borosilicate glass-based ARHCF
with a core size of 122 μm.

In this review, the recent progress in ARHCF-based gas sensors utilizing the aforemen-
tioned gas sensing techniques will be discussed. Several different sensor configurations are
presented and their advantages along with main limiting factors are reviewed. Section 2 of
this review aims at explaining the light guidance properties of the ARHCFs. Section 3 is
devoted to the implementation of the ARHCFs into TDLAS-based gas sensors. Section 4 is
focused on the WMS gas sensors aided with different types of ARHCFs. Section 5 presents
the PTS technique supported by the ARHCFs and explains how the few-moded guidance
of the fiber can be transferred to the high sensor stability and sensitivity together with
an introduction to the new gas sensing method in ARHCFs, the so-called Photoacoustic
Brillouin Spectroscopy (PABS) [23]. Section 6 summarizes the performance of the reported
up-to-date ARHCF-aided gas sensor configurations.
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2. Light Guidance in Antiresonant Hollow-Core Fibers

ARHCFs are a new type of HCFs, which light guidance mechanism can be explained
by the means of the ARROW model as shown in Figure 2a. According to this, the core
boundary area of the ARHCF can be treated as a Fabry–Perot resonant cavity, as it is formed
by low and high refractive index layers (e.g., air and glass) as presented in Figure 2b [8].
This Fabry–Perot cavity enables only the transmission of the optical frequencies, which
are not in resonance with the core wall (capillary walls). These optical frequencies are
reflected back to the fiber core where they propagate with low loss. On the other hand, the
resonant optical frequencies cannot be confined within the fiber core and leak away to the
cladding area where they experience high leakage and material loss [8]. The antiresonant
wavelength range supported by an ARHCF can be calculated according to the following
formula [19]:

λantires =
4y

(2m + 1)

√
n2

2 − n2
1, m = 0, 1, 2, . . . (1)

where y is the core wall thickness (capillary wall thickness), n1 and n2 are the refractive
indices of the core and cladding, respectively. The resonant wavelength range can be
defined as [19]:

λres ∼ 2y
m

√
n2

2 − n2
1, m = 0, 1, 2, . . . (2)

Figure 2. Light guidance mechanism in ARHCF. (a) 2D representation of the ARHCF (top) showing
light transmission (bottom) in the core while the coupled light wavelength is in resonance and off
resonance with the core wall. When the optical frequency (wavelength) does not match the resonant
frequency of the Fabry–Perot cavity, the transmission of light in the core reaches its maximum.
(b) SEM image of the ARHCF designed to operate at ~3.4 μm wavelength with a core wall thickness
of ~1 μm. The inset shows the core boundary layer forming the resonant cavity. n1 and n2—refractive
indices of the air region (core, gaps between capillaries and inner parts of the capillaries) and capillary
walls, respectively, x—core diameter, y—capillary wall thickness.

Based on the above equations, it can be concluded that the transmitted wavelength,
and thus the position of the transmission window, depends mainly on the thickness of
the capillary walls and not on the core size. However, it was reported in [29] that the
hollow-core diameter of the ARHCF and diameter of the cladding capillaries have a strong
impact on the bending properties and single-mode guidance of this particular fiber type. It
was shown that dimensions of both have to be carefully selected to match the optimum
ratio of core/capillary diameter of ~0.65 that enables single-mode transmission within the
fiber low-loss window as a result of increased loss ratio between the fundamental mode
and the higher-order modes supported by the fiber [8,29].
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ARHCFs are fabricated with the aid of the commonly used stack-and-draw tech-
nique [30]. In majority, these fibers are drawn down from high purity fused silica glass
(e.g., Suprasil F300) [8], however, due to the high material absorption of this material at the
wavelengths above 5 μm, several successful attempts have been reported on fabricating
ARHCFs from borosilicate and telluride glass allowing these fibers to efficiently guide light
beyond the aforementioned wavelength range [28,31]. Thanks to the unique structure and
light guidance properties, ARHCFs deliver better performance and versatility in compari-
son to other types of HCFs, especially in the area of fiber-aided gas sensing. A comparison
of the parameters of the most commonly used HCFs in gas sensing is presented in Table 1.

Table 1. Comparison of the performance of the HCFs used in gas sensing applications.

Fiber Type Wavelength Light Guidance
Core Size

Loss @ 3.4 μm
Loss

@ ~3 μm

Min. Gas
Loss Filling Time

for ~1 m Fiber

ARHCF up to 5.26 μm [20]
Single-mode with

proper fiber
structure [20]

84 μm [8] 0.03 dB/m [8] 5 s [21]

Kagome HCF up to 3.4 μm [18] few-moded [18] 116 μm [18] ~0.1 dB/m [18] <10 s [18]

HC-PBGF up to 3.4 μm [9] few-moded [9] 40 μm [9] 2.6 dB/m [9] 1200 s [16]

3. Tunable Diode Laser Absorption Spectroscopy

One of the simplest and easiest methods used for laser-based gas sensing is the
TDLAS [32,33]. In TDLAS, the information about the molecular concentration within a
defined measurement path is retrieved based on the analysis of an interaction between the
laser radiation and the gas molecules. The interaction leads to the absorption of light by the
gas molecules, which are excited at the wavelength corresponding to the selected molecular
transition. This phenomenon is governed by the Beer–Lambert law and expressed by the
following formula [34,35]:

Ip

I0
= exp(−ε(λ)L), (3)

where Ip corresponds to the light intensity after passing through the gas sample, I0 is the
incident light intensity, ε represents the absorption coefficient of the gas molecules, λ is
the wavelength of the light expressed in wavenumbers and L is the light-gas molecules
interaction path length. In TDLAS-based gas sensors, the molecules of the target gas are
typically illuminated by light delivered from a narrow linewidth laser, e.g., a distributed
feedback diode laser (DFB) or a quantum cascade laser (QCL). The level of absorption of
the gas molecules excitation light is observed as a drop in the signal intensity registered
by a photodiode, while the laser beam is passing through the gas sample and its wave-
length is tuned across the gas transition or kept at its peak. According to Equation 1, the
sensitivity of the sensors relying on this method can be easily and efficiently enhanced by
increasing the interaction path length within the sensor’s setup. This is commonly real-
ized by implementing bulk optics-based absorption cells or multipass cells, e.g., Herriot-,
White- or toroidal-type, which are filled with the measured gas sample [12,36,37]. This
approach indeed results in the improved sensor’s performance, however, at the cost of
the significantly increased complexity of its configuration and reduced immunity to, e.g.,
vibrations, temperature drifts, etc. Therefore, the application of the HCFs, especially the
ARHCFs, seems to be a promising way to deliver low-volume, robust, and long optical
paths. A successful demonstration of TDLAS-based gas sensors aided with ARHCFs
has been already demonstrated by several research groups justifying the viability of this
approach [21,24,35,38].

Nikodem et al. reported in [21] a very simple carbon dioxide (CO2) sensor configu-
ration utilizing a silica-based 7 capillary ARHCF as depicted in Figure 3. CO2 molecules
were excited using a fiber-coupled discrete mode diode laser targeting their strong ab-
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sorption line at 2.004 μm. The absorption cell within the sensor setup was formed by a
1.35 m long ARHCF with a hollow core diameter of 70 μm as depicted in Figure 1a. The
fiber output end facet was placed in an air-tight housing used as a gas-filling cell, which
was closed with a photodetector. The light from the laser was directly coupled into the
ARHCF using a simple butt-coupling method. Subsequently, the fiber-delivered beam
was directed onto the photodetector using a similar approach. Hence, the sensing part of
the sensor was constructed in an all-fiber configuration. The ARHCF was filled with the
target gas using a slight overpressure of 100 Torr. Despite a significantly reduced sensor
complexity, the proposed system was characterized by a very poor detection capability. It
allowed registering clear spectroscopic signals arising from only high (at the level of 1.5%)
concentrations of CO2 inside the ARHCF. This was a direct result of the high background
noise level induced by the optical fringes arising from the light coupling method used,
intermodal interference in the ARHCF, and its non-uniform guidance characteristic. On
the other hand, the responsivity of the sensor was at the level of several seconds, which is
more than two orders of magnitude faster in comparison to the detectors based on the use
of conventional HC-PBGFs [39].

 
Figure 3. A schematic representation of the TDLAS/WMS gas sensor utilizing a 1.35 m long absorp-
tion cell based on an ARHCF. Reprinted with permission from [21] © The Optical Society.

Another interesting TDLAS-based gas sensor configuration shown in Figure 4 was
reported by Yao et al. in [38]. The gas absorption cell in the setup was formed by a 0.85 m
long ARHCF with an air-core diameter of 40 μm, which both ends were placed in air-tight
gas filling cells closed with calcium fluoride (CaF2) windows. The ARHCF was filled with
carbon monoxide (CO) using an overpressure of 0.8 bar, which resulted in the gas exchange
time of the sensor at the level of 5 s. CO molecules inside the ARHCF core were excited with
the aid of a 2.3 μm DFB laser, which was coupled into the fiber core using a set of properly
selected lenses with a coupling efficiency of 90%. The minimum detection limit (MDL) in
this particular sensor configuration reached 13 parts-per-million by volume (ppmv) of CO,
yielding the noise equivalent absorption (NEA) of 5.2 × 10−6 cm−1. Similar to the earlier
described work, the main limiting factor of the sensor was related to the presence of modal
noise in the fiber, indicating not sufficient suppression of the higher-order modes along the
relatively short fiber length and not entirely optimized light coupling conditions into the
ARHCF core.
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Figure 4. A setup of the CO sensor relying of the use of the TDLAS technique and an ARHCF-based
gas absorption cell. L—lenses, M—mirror, CM—concave mirror, FM—flip mirror, P—pressure gauge,
LPF—low-pass filter, PD1/PD2—photodetectors, DAQ—data acquisition card. Reprinted from [38]
with permission from Elsevier.

Further work in this area reported by Yao et al. in [35] was focused on developing
a TDLAS-based sensor targeting a strong transition of nitrous oxide (N2O) in the mid-IR
spectral band. The sensor configuration was similar to the one presented in Figure 4,
however, with the main difference in the type of the ARHCF and the used laser. In this case,
the N2O molecules were excited at 2778.37 cm−1 (~3.6 μm) using an interband cascade
laser (ICL), which output was coupled into the gas-filled ARHCF with a coupling efficiency
of 66%. The gas molecules-light interaction path was formed by a six-capillary cladding
ARHCF with a core size of 65 μm and a length of 120 cm, which was filled with N2O via a
pair of gas cells placed at its ends aided with an overpressure. Despite low transmission
loss at the level of 0.6 dB/m at the considered wavelength, the fiber was characterized
by a few-moded behavior that influenced the overall performance of the sensor. It was
noticed that both the fundamental mode and the higher-order modes were simultaneously
excited in the fiber, leading to the intermodal interference, which directly impacted the
noise level in the registered spectroscopic signal, hence reducing the sensors’ detection
capability. Nevertheless, the authors have shown that this parasitic effect can be minimized
by properly selecting the light coupling conditions into the ARHCF and reducing the
pressure of the gas inside the fiber core. As a consequence, the sensor reached an NEA of
2.5 × 10−7 cm−1.

The most recent work published by Yao et al. in [24] was focused on developing a
TDLAS-based gas sensor utilizing a tellurite glass-based ARHCF enabling efficient light
guidance above 5 μm wavelength. The 21 cm long ARHCF consisted of six non-adjacent
capillaries forming its cladding and defining the hollow core region with a diameter
of 75 μm, similar to the fiber shown in Figure 1e. The input end facet of the ARHCF
forming the absorption cell was placed inside a pressure-tight gas cell closed with a CaF2
wedged window, which was implemented to reduce parasitic interference. The gas cell was
mechanically modified in a way that allowed it to be easily connected to the cage system
rods, hence properly and efficiently align the fiber end placed in the cell with respect to the
focusing lens and a QCL. This approach provided a robust and stable coupling between
the laser and the fiber. Similar to the previously described work, the ARHCF was filled
with the target gas using an overpressure, which allowed obtaining the response time of
the sensor below 1 s. The nitric oxide (NO) molecules inside the hollow core of the fiber
were pumped at 5.26 μm using a continuous wave (CW) light from a QCL. The registered
TDLAS signal from 100 ppmv NO in the ARHCF was characterized by the presence of
strong background noise, which resulted from the multimode nature of the fiber, and
could not be eliminated by simple signal averaging or the usage of different light coupling
conditions. However, the authors minimized its influence on the sensor’s performance

7



Sensors 2021, 21, 5640

by introducing proper electrical filtering of the signal at the frequencies where the fringe
noise was dominating. Thanks to this, the sensor reached an MDL of 1.2 ppmv, which
corresponds to an NEA of 2.1 × 10−5 cm−1.

4. Wavelength Modulation Spectroscopy

WMS technique is a modification of the conventional TDLAS method, which en-
ables reducing the influence of noise on the measured spectroscopic signal. In WMS, the
wavelength of the laser that is used to excite gas molecules is (in comparison to TDLAS)
additionally modulated with a sinusoidal signal with a strictly defined frequency and
modulation depth, both dependent on the target gas transition characteristic [40,41]. The
modulated laser frequency and the spectral absorbance in WMS are described by the
following equations [41]:

υ(t) = ῡ + Acos(2πft), (4)

− α[ῡ+ Acos(2πft)] =
∞

∑
k=0

Hk(ῡ, A) cos(k2πft), (5)

Hk(ῡ, A) =
PXi L
π

∫ π

−π
∑

j
Sjϕj

(ῡ+ Acosθ)cos kθdθ, (6)

where υ(t) is the modulated laser frequency in function of time, ῡ is the center laser fre-
quency, A corresponds to the modulation depth, f is the modulation frequency, α is the
spectral absorbance, P is the total gas pressure, Xi is the mole fraction of the absorbing gas
sample, Sj is the j-th absorption line strength function and ϕj is the j-th absorption line shape
function and L defines the interaction path length. Typically, the modulation frequency is in
the range of a few to a few tens of kHz with a modulation depth equal to ~2.2 × full width
at half maximum (FWHM) of the selected gas absorption line. In WMS-based sensors,
the sinusoidally modulated laser beam experiences a nonlinear interaction with the gas
molecules. This leads to the rise of additional components in the signals registered by the
photodetector at frequencies corresponding to the harmonics of the fundamental modula-
tion frequency. The amplitude of the even harmonics is proportional to the concentration
of gas molecules within the measurement path length, hence the sensitivity of such sensors
can be effectively increased by elongating the gas-laser interaction path. The harmonic
components can be efficiently retrieved using a phase-sensitive lock-in amplifier-based
approach [20,40]. As the lock-in amplifier allows demodulation of the measured signal
at the desired frequency with a limited demodulation bandwidth, the noise level, which
manifests itself especially in the lower frequency range, can be reduced. Therefore, the
signal-to-noise ratio (SNR) of the sensor can be significantly increased in comparison to
the TDLAS-based technique, which directly enhances the detection capability of the gas
spectrometers [24].

It has already been demonstrated by various research groups that a combination
of the WMS technique with ARHCFs leads to a significant improvement in the sensor’s
detection capability, which results from the reduction of the fringe noise [21,24,38]. When
the configurations of the sensors described in Section 3 of this manuscript were modified
to allow WMS-based signal acquisition, the obtained NEA values were decreased by even
two orders of magnitude compared to sensors operating in the pure TDLAS regime [24].
This enabled the ARHCF-based gas sensors to reach detection limits at a level comparable
to the state-of-the-art bulk-optics-based setups.

Especially interesting work focused on WMS-based gas sensing aided with ARHCFs
concerns the recent development of these fibers, which enabled them to guide light above
4.5 μm wavelength range. Nikodem et al. reported in [27] the first experimental demon-
stration of an ARHCF-based system capable of targeting a very strong N2O absorption
line located at 2203.7 cm−1. As presented in Figure 5, the sensor utilized a QCL as a gas
excitation source, which wavelength was tuned to the center of the selected N2O transition
and subsequently coupled via an off-axis parabolic mirror into an absorption cell formed
by a 3.2 m long nested ARHCF (shown in Figure 1d). The gas delivery system and method
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were similar to the ones described earlier and allowed filling the fiber core within the 23 s
period. The sensor in this configuration reached an MDL of 5.4 ppbv at 1 s integration
time, which corresponds to a minimum fractional absorption (MFA) of 1.2 × 10−4 (NEA
~3.7 × 10−7 cm−1). The obtained detector’s sensitivity was not at the record level, mainly
due to the transmission characteristic of the fiber at the considered wavelength range. In
this configuration, the QCL wavelength was placed at the edge of the low-loss transmission
band of the fiber, where ARHCFs are typically characterized by the few-moded behavior [4].
Nevertheless, due to its unique structure, the fiber was characterized by an exceptional im-
munity to bending, which indicates the excellent robustness, compactness, and versatility
of the ARHCF-based absorption cells delivering a few meters long interaction path.

Figure 5. Experimental setup of the ARHCF-based N2O sensor utilizing WMS technique and a
4.54 μm QCL. Reprinted with permission from [27]. © The Optical Society.

The operational wavelength range of the ARHCF-based gas sensors was signifi-
cantly increased with the development of borosilicate-glass- and telluride-glass-based
fibers [28,31], which broke the barrier of 5 μm wavelength range, where the attenuation of
silica glass increases rapidly [3,42]. Thanks to this unique feature, the ARHCF technology
could be implemented in NO detectors. Jaworski et al. reported in [20] the first exper-
imental demonstration of a WMS-based NO sensor utilizing a 1.15 m long borosilicate
glass ARHCF, as depicted in Figure 6a. The sensor targeted a strong NO doublet located in
the vicinity of 1900.08 cm−1, which was registered with the aid of a QCL. The gas filling
method was similar to the one described earlier. Thanks to the large core size of the ARHCF
(122 μm diameter), the sensor was characterized by the filling time of less than 10 s as
shown in Figure 6b. As a result of the low-loss and single-transversal-mode guidance of
the fiber, the sensor reached an MDL of 20 parts-per-billion by volume (ppbv) for 70 s
integration time, which yields an NEA of 2.0 × 10−5 cm−1 and allowed registering clear
spectra of 2f WMS signals from 100 ppmv NO inside the fiber as plotted in Figure 6c.
Figure 6d shows a photograph of the sensor, which length does not exceed 75 cm. It is
expected that the size of the sensor could be further reduced by decreasing the size of the
electronic and optomechanical components used together with tightened bending of the
fiber-forming the absorption cell. The authors indicated that the obtained MDL was less
than an order of magnitude worse in comparison to a sensor utilizing the more advanced
and complex quartz enhanced PAS technique [43]. This result was further improved by
Yao et al. as reported in [24], where the WMS-operating sensor utilizing a tellurite ARHCF
reached an MDL of 6 ppbv for 30 s integration time.
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Figure 6. NO sensor operating at 5.26 μm based on the use of the WMS technique and a borosilicate ARHCF. (a) Experi-
mental setup. QCL—quantum cascade laser, LDTC—laser driver, FL—focusing lens, FG—function generator, ATH— air
tight housing, MCT—mercury-cadmium-telluride photodetector, PG—pressure gauge, VP—vacuum pump, LIA—lock-in
amplifier, DAC—data acquisition card, PC—computer. (b) Gas filling profile of the ARHCF using an overpressure-assisted
gas delivery method. (c) 2f WMS signal spectrum of the NO doublet for 100 ppmv NO inside 1.15 m ARHCF. Reprinted
with permission from [20] © The Optical Society. (d) Photograph of the sensor setup.

Another interesting and highly advantageous feature of the ARHCFs concerns their
unique ability to transmit with low-loss light in several dissimilar wavelength bands.
Jaworski et al. utilized this phenomenon for gas sensing and for the first time demonstrated
the simultaneous detection of CO2 and methane (CH4) inside the ARHCF, targeting the
transitions of these gases in the near- and mid-IR spectral bands [8]. The experimental
setup shown in Figure 7 consisted of a difference frequency generation (DFG) and DFB
sources, which operated at 3.334 μm and 1.574 μm, respectively. The DFG source was used
to excite molecules of CH4, while the DFB laser targeted the CO2 transition. Both lasers
were simultaneously coupled into a 1 m long ARHCF (shown in Figure 1c) filled with a
mixture of the aforementioned gases through a gas filling cell. Thanks to the low loss and
near single-mode guidance of the fiber at both wavelengths, the sensor reached an MDL
of 24 ppbv for 40 s integration time and 144 ppmv for 1.5 s integration time for CH4 and
CO2, respectively. The obtained MDLs yielded NEA coefficients of 1.6 × 10−7 cm−1 (CH4)
and 1.17 × 10−7 cm−1 (CO2). The sensitivity of the sensor beats the performance of the
WMS-based setups utilizing Kagome HCFs and HC-PBGFs, confirming the versatility of
this approach [14,18]. The authors indicated that the further improvement of the developed
sensor’s sensitivity could be obtained by introducing a longer fiber (i.e., with several tens of
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meters in length) with a properly modified structure, allowing obtaining pure single-mode
transmission and uniform loss within the guidance windows.

 
Figure 7. Schematic of the dual-gas sensor based on the near- and mid-IR guiding ARHCF and WMS technique. SSL—diode
pumped solid state laser, FC—fiber collimator, ISO—isolator, YDFA/EDFA—Ytterbium- and Erbium-doped fiber ampli-
fiers, L—lenses, M—mirror, DM—dichroic mirror, G—germanium window, W—CaF2 wedge, FG—function generator,
LIA—lock-in amplifier, DAC—data acquisition card, PC—computer, VP—vacuum pump. Reprinted from [8] with permis-
sion from MDPI.

5. Photothermal and Photoacoustic Spectroscopy

PTS is a technique where the spectroscopic signal retrieval is directly related to the
heating of gas molecules with the aid of laser light [44,45]. In PTS, the gas molecules
are excited with a laser source (pump) that emits radiation at a wavelength matching the
selected gas transition (similarly to TDLAS and WMS). However, the retrieved signal is not
connected with the intensity drop of the laser due to its gas-induced absorption, but with
the local refractive index (RI) change that results from the increased temperature of the gas
sample due to non-radiative relaxation of the molecules illuminated by the pump light [44].
The observed change of the RI can be determined based on the following equation [46]:

Δn =
(n − 1)εPexc

T04πa2ρCpf
, (7)

where n and ε are the refractive index and absorption coefficient of the gas sample, respec-
tively, Pexc is the intensity of the pump light, T0 is the absolute temperature, a is the pump
beam diameter, ρ is the gas sample density, Cp corresponds to the specific heat of the gas
sample, f is the modulation frequency of the pump light. The photothermal-induced RI
change is typically retrieved using the second laser—probe (with a wavelength different
from the pump light), usually using an interferometric approach. The probe light due to RI
change experiences a phase shift according to the following formula [44]:

Δϕ =
(2πLΔn)

λ
, (8)

where L is the laser-gas molecules’ interaction path length and λ is the wavelength of
the probe light. The unique feature of the PTS is the fact that the probe beam wavelength
can significantly differ from the pump wavelength, hence the PTS signal readout can be
achieved using inexpensive and widely available electronic, fiber, and optical components
developed for the so-called telecom spectral band (i.e., ~1.55 μm). In addition, when
the pump light is modulated with a sinewave signal, the spectroscopic information can
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be conveniently retrieved using the WMS-based technique [47–49]. Furthermore, the RI
modulation can be also encoded into the frequency deviation of the beat note of the probe
beam by using the heterodyne detection [49]. In such a configuration, the signal analysis
in the frequency, not amplitude domain gives the PTS sensors immunity to the negative
influence of, e.g., optical fringes, which results in the baseline-free signal retrieval, hence
very high sensor sensitivity. It can be seen from the aforementioned equations that the
PTS signal can be linearly enhanced with the increase in the pump power density over the
interaction path length, however, a perfect overlap between the pump and the probe beams
is mandatory, but not simple to achieve using bulk optics-based components. The perfect
solution to this problem comes with the aid of ARHCFs. These fibers are characterized
with mode field diameters (MFD) typically in the range of a few tens of micrometers, which
means that a small beam size, hence high power density can be efficiently confined and
maintained throughout the entire fiber length. Furthermore, the ability to guide light in
dissimilar wavelength regions allows ARHCFs to transmit simultaneously both the pump
and probe light in the gas-filled core, providing the perfect overlap between them. So far,
several configurations of the PTS sensors utilizing ARHCFs as absorption cells have been
developed based on the Mach-Zehnder (MZI) and Fabry–Perot (FPI) interferometer setups
and shown to provide an exceptional detection capability [22,26,50–54].

5.1. MZI PTS in ARHCF

In an MZI-based PTS sensor configuration, the modulation of the RI induced by the
gas molecules excitation is observed as the difference in the optical path length (hence
the phase difference), that is experienced by the probe beam propagating in two arms
of the interferometer [55]. In a typical MZI PTS sensor setup, the sensing arm of the
interferometer consists of an absorption cell while the second is used as a reference and is
free of gas molecules.

An ARHCF-aided configuration of such a sensor was demonstrated by Yao et al.
in [50] and was aimed at detecting CO. The experimental setup of the sensor is presented
in Figure 8. In this configuration, the pump laser operated at 2327 nm, which corresponds
to the R(10) transition of CO in the 2v1 band, while the probe laser wavelength was set to
1533 nm. The probe beam was divided into two arms of the MZI and coupled together with
the pump light into a 0.85 m long gas-filled hollow-core negative curvature fiber (HC-NCF)
placed in the sensing arm. The dichroic mirror in the sensing arm was used to separate the
remaining pump light from the probe beam that contained the information of the induced RI
modulation. The MZI was set to operate in the quadrature point by implementing a piezo-
electric transducer with a piece of a conventional single-mode fiber coiled on it. The probe
beams leaving both arms of the MZI are combined using a fiber coupler, and subsequently,
the beat note signal was detected by a photodetector. The interferometric signal contained
information about the phase change of the probe light after passing through the heated gas
sample in the fiber core. With the additional sinewave modulation applied to the pump
laser injection current, the spectroscopic signal was retrieved using the well-known WMS
method. The registered signal was free from the intermodal interference noise in the fiber,
which allowed the sensor to obtain a normalized noise equivalent absorption coefficient
(NNEA) at the level of 4.4 × 10−8 cm−1 WHz−1/2 (90 ppmv), which gives an order of
magnitude improvement in comparison to the similar sensor configuration utilizing a
hollow-core capillary tube [55].
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Figure 8. Schematic diagram of the MZI PTS sensor utilizing an HC-NCF as an absorption cell used
to detect CO at 2327 nm. The fiber was filled with the gas analyte using gas filling cells placed at
both ends. HC-NCF—hollow core negative curvature fiber (ARHCF), PID—proportional-integral-
derivative controller, PD—photodetector, LP—Flow-pass filter, FCfiber coupler, PCpolarization
controller, PZT—piezo-electric transducer, DM—dichroic mirror. (a) Cross-section of the HC-NCF
used in the experiment. (b) HC-NCF-delivered beam profile. (c) Profile of the beam emitted by the
pump laser. Reprinted with permission from [50] © The Optical Society.

Further development of ARHCF-aided MZI PTS sensors was reported in [51]. The
authors benefited from the unique property of the ARHCFs, which enables them to guide
light with low loss both in the near- and mid-IR spectral band. The developed sensor
configuration was similar to the one presented in Figure 8, however, the pump light was
emitted from an ICL operating at 2778.48 cm−1, which corresponded to the strong transition
of formaldehyde (CH2O), while the probe beam was delivered from a telecom DFB laser
emitting light at 1.56 μm. The gas-laser interaction path in the sensing arm of the MZI
was formed by a 1.2 m long ARHCF having an air core with a diameter of 65 μm, which
was characterized by the attenuation of 0.6 dB/m and 0.43 dB/m at the pump and probe
wavelengths, respectively. Hence, both wavelengths could be simultaneously coupled
into the fiber and transmitted through it with low loss. The ICL was modulated with
a sinusoidal signal with a frequency of 8 kHz, which enabled performing WMS-based
spectroscopic signal retrieval at the harmonics of the modulation frequency. The authors
proved that the demodulation of the photodetector signal at the 1st harmonic (1f detection)
provided greater signal amplitude while maintaining a low noise level in comparison to the
2f signal when the sinewave modulation frequency was greater than 6 kHz. Furthermore,
the background free behavior of the sensor was maintained utilizing the 1f detection
scheme. The obtained SNR for the 1f signal reached 163, which was 2.4 times better
compared to the value obtained for the 2f signal. The obtained SNR yielded an MDL of
0.18 ppmv, which corresponds to an NNEA of 4 × 10−9 cm−1 WHz−1/2.

5.2. FPI PTS in ARHCF

Another approach to measuring the photothermal effect refers to the application of an
FPI, which enables efficient detection of the phase change of the propagating probe beam
after passing through the heated gas sample, hence experiencing the locally modulated RI.
The intensity of the beam exiting the Fabry–Perot cavity can be determined based on the
equation [44,56]:

It = I0
1

1 +
(

2F
π

)2
sin2

(
Δϕ

2

) , (9)
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where It is the transmitted beam intensity, I0 is the intensity of the beam before entering
the Fabry–Perot cavity, F is the cavity finesse, Δϕ corresponds to the phase change, which
can be further defined by [44]:

Δϕ =
2π
λp

2nLcosθ, (10)

where λp is the probe laser wavelength, n is the RI, L is the cavity length, and cosθ defines
the angle of incidence. It can be seen that due to the photothermal effect inside the cavity,
the modulation of the RI has a direct impact on the change in the intensity of the transmitted
radiation, which combined with the PTS effect can be used to determine the molecular
concertation of the measured sample. Furthermore, in comparison to the homodyne MZI
PTS detection scheme, the FPI PTS sensor can achieve long-term repeatability via a non-
complex stabilization of the probe laser wavelength to the quadrature of the FPI using
a proportional-derivative-integral (PID) based approach [52]. Several configurations of
the FPI PTS sensors utilizing the ARHCFs have already been demonstrated and will be
discussed in this subsection.

Chen et al. reported in [26] an FPI PTS gas sensor targeting ethane (C2H6) at 3.348 μm,
which setup is presented in Figure 9a. The absorption cell was formed by a 14 cm long
HC-NCF with a core diameter of 65 μm. The molecules of the target gas were excited using
an ICL operating at the aforementioned wavelength, while the probe beam was delivered
from a 1.55 μm fiber laser. The FPI cavity layout is shown in Figure 9b. The probe light was
coupled into the HC-NCF directly from a conventional single-mode fiber (SMF) using a
butt-coupling approach. The same technique was used to couple the pump light, however,
the ICL beam delivery fiber was an InF3 (indium fluoride) mid-IR guiding SMF. The FPI
cavity was realized based on the ~4% probe light reflections at the HC-NCF/SMF and HC-
NCF/InF3 SMF interfaces. The end facets of each fiber were glued into the ceramic ferrules,
which mechanically stabilized the coupling between them and were used to deliver the gas
sample into the HC-NCF core. The probe laser wavelength was locked and stabilized at the
quadrature point of the interference fringe using a servo loop, which allowed converting
the induced phase change into the intensity change at the output of the FPI. The pump
wavelength was additionally modulated with a sinewave signal to perform WMS-based
signal readout at the 2nd harmonic of the modulation frequency. The remaining pump
light leaving the HC-NCF was filtered out by the 1.55 μm SMF. The stabilization was
mandatory to obtain efficient operation of the sensor and its long-term stability, which was
experimentally verified by registering the 2f signal amplitude over an 8 hour period. The
system allowed obtaining an MDL of 2.6 ppbv for 410 s integration time, which gives an
NEA of 2.0 × 10−6 cm−1.

Krzempek et al. presented in [52] an FPI PTS sensor configuration aided with a
borosilicate ARHCF (shown in Figure 1f), which pushed for the first time the operational
wavelength of such sensors beyond the 5 μm range. The experimental setup of the sensor
is shown in Figure 10a. In this configuration, the pump light was delivered from a QCL
operating at 1900.09 cm−1, which provided access to a strong transition of NO. The probe
beam came from a standard telecom DFB laser delivering 1.55 μm output. The probe
laser wavelength was stabilized using the PID-based approach to keep it operating at the
quadrature point of the FPI. The 1550 nm light after passing the circulator was coupled into
the ARHCF using the butt coupling technique. After leaving the ARHCF, the probe beam
was reflected back to the fiber from a germanium window and directed via the circulator to
the near-IR photodetector, which combined with a lock-in amplifier allowed 2f WMS-based
signal readout. The FPI cavity in the sensor was formed by the probe beam reflections from
the SMF28 end facet (R1) and the germanium window (R2) as depicted in Figure 10b. The
absorption cell was constructed based on a 25 cm long ARHCF with a core size of 122 μm.
The ARHCF was filled with the target gas mixture through a set of femtosecond laser
processed microchannels, which provided direct access to the core region and eliminated
the need of using gas filling cells. The fiber was glued into a steel tube equipped with
a gas delivery port, which enabled the authors to efficiently fill the fiber with NO. The
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registered 2f signal spectrum shown in Figure 10c perfectly matches the simulated signal
and confirms the baseline-free characteristic of the sensor. The unique sensor configuration
combined with the ARHCF ability to simultaneously guide near- and mid-IR light resulted
in an MDL of 11 ppbv for 144 s (NEA ~1.68 × 10−7 cm−1) integration time with an NNEA
of 4.29 × 10−7 cm−1 WHz−1/2.

 
Figure 9. FPI PTS C2H6 gas sensor based on the use of a mid-IR ARHCF. (a) Experimental setup. PC—polarization controller,
OC—circulator, ICL—interband cascade laser, FG—function generator, DAQ—data acquisition card, PD—photodetector,
LPF—low-pass filter, SMF—single-mode fiber, HC-NCF—hollow core negative curvature fiber. (b) The absorption cell is
formed by the gas-filled HC-NCF (ARHCF), which is butt-coupled with a conventional SMF and mid-IR SMF. R1 and R2

indicate the reflections in the FPI cavity formed by the interfaces between the coupling points of these fibers. Reprinted
with permission from [26] © The Optical Society.

Figure 10. FPI PTS NO sensor utilizing a borosilicate ARHCF. (a) Schematic of the sensor setup. LDTC—laser driver,
MIX—frequency mixer, FG—function generator, LIA—lock-in amplifier, DET—photodetector, PID—proportional-derivative-
integral controller, CIR—circulator, G—germanium window, FL—focusing lens, QCL—quantum cascade laser, VP—vacuum
pump, PG—pressure gauge. (b) FPI cavity (top). R1 and R2—reflections in the FPI, M1, and M2—FPI mirrors. 25 cm long
ARHCF-based absorption cell (bottom) glued into a steel tube inserted into a gas delivery t-junction port. (c) Registered
2f signal spectrum from 300 ppmv NO in the ARHCF (black trace) and simulated (red trace). Reprinted from [52] with
permission from Elsevier.

FPI PTS sensor aided with ARHCFs was also designed and developed to operate only
in the near-IR spectral band, where both the pump and the probe beam were transmitted
within the same low-loss window of the ARHCF. Bao et al. reported in [54] an acetylene
(C2H2) sensor that utilized a 5.5 cm long ARHCF that was pumped with 1532.5 nm using
a DFB laser. The FPI cavity was similar to the one shown in Figure 9b. The probe light
at 1551.3 nm was provided by the external cavity diode laser (ECDL) and was separated
from the unabsorbed pump light in the gas-filled ARHCF using a wavelength division
multiplexer (WDM) before being directed onto a photodetector and further analyzed.
The spectroscopic signal retrieval was realized using the same approach as described
above. The sensor reached an MDL of 2.3 ppbv for 670 s integration time and an NEA of
2.3 × 10−9 cm−1.
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5.3. MPD PTS in ARHCF

In the majority, the multimode characteristic of the ARHCFs is not desired in the
sensor configurations where the intermodal interference induces a significant increase
in the baseline noise in the sensor. However, with a specific sensor design and signal
retrieval method, the few-moded behavior of the ARHCF can be very beneficial, especially
in combination with the PTS.

Zhao et al. proposed in [25] a novel approach to the PTS technique, the so-called mode-
phase-difference photothermal spectroscopy (MPD-PTS), which measures the PT-induced
differential phase change of the LP01 and LP11 modes of the probe beam propagating
through the gas-filled ARHCF core, which can be expressed by [25]:

δϕ = Δϕ01 − Δϕ11 = k∗(η, f)
(

1 − e−α(λpump)CL
)

Ppump ≈ k∗(η, f)α
(
λpump

)
CLPpump, (11)

where Δϕ01 and Δϕ11 are the phase modulation for LP01 and LP11 modes of the probe
light, respectively, k* is the differential phase modulation coefficient, which is a function of
the fractional pump power in the LP01 mode—η and sinewave modulation frequency—f
of the pump light, α(λpump) is the absorption coefficient for the relative concentration of
100%, C corresponds to the target gas concentration, L is the ARHCF length and Ppump
defines the average pump beam power over the fiber length. In principle, the pump light
transmitted in the gas-filled ARHCF core in the LP01 and LP11 mode heats the gas sample
in a way corresponding to the intensity distribution of each mode as shown in Figure 11a,b.
This results in the periodically varying RI modulation following the temperature change
trend over the entire core length as presented in Figure 11c. This leads to the coherent
mixing of the LP01 and LP11 pump modes with the spatial period corresponding to their
beat length [25]. If the probe beam is simultaneously coupled to the fundamental mode and
the higher-order mode, it experiences the RI modulation induced by the corresponding
pump light modes. This results in the different phase modulation of each probe mode, which
can be detected in a sensor configuration based on an in-line dual-mode interferometer
as presented in Figure 11d. Here, the hollow-core fiber can act as an absorption cell,
which can be filled with the gas analyte through the gaps between its input/output
end facets and the SMFs placed at both ends or via a laser-drilled microchannel along
its length. The pump and probe beams were coupled into the ARHCF using the butt
coupling approach from SMF, which provided excitation of the LP01 and LP11 modes. The
interferometer cavity was implemented in the setup shown in Figure 10e, which enabled
C2H2 sensing based on the 2f signal readout. The gas molecules were pumped at 1532.83 nm
using a DFB laser and the induced RI modulation was probed with an ECDL operating at
1550 nm. The ARHCF forming absorption cell was designed to operate in the ~1.5 μm
wavelength band. The length of the fiber was 4.67 m with an air core diameter of 28 μm.
The WDM couplers provided perfect separation of the probe beam from the pump light
before directing it to the photodetector and subsequently to a lock-in amplifier for 2f signal
demodulation. The authors have demonstrated that the MPD-PTS sensor can reach an
MDL at the level of 15 parts-per-trillion by volume (pptv) for 100 s integration time with
an NEA of 1.6 × 10−11 cm−1. Furthermore, the long-term stability tests of the developed
sensor confirmed its excellent robustness, greater in comparison to the ARHCF-aided
sensors utilizing the MZI setup.
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Figure 11. Principle of the MPD-PTS in ARHCF for gas sensing. (a) Intensity profiles of the pump LP01
(
ψ2

01
)

and LP11
(
ψ2

11
)

modes in the gas-filled ARHCF. (b) Pump intensity change within the modal beat length. (c) The temperature change,
which induces the RI modulation in the gas-filled ARHCF core while the gas molecules are excited by the pump light. It

can be seen that the probe modes LP01

(
Ψ2

01

)
and LP11

(
Ψ2

11

)
are experiencing different RI changes. (d) A schematic of the

in-line dual-mode interferometer. (e) Experimental setup of the MPD-PTS sensor utilizing an ARHCF as a C2H2 absorption
cell. HCF—hollow-core fiber, SMF—single-mode fiber, Ib—modal beat length, WDM—wavelength division multiplexer,
PC—polarization controller, ECDL—external cavity diode laser, TF—tunable optical filter, EDFA—erbium-doped fiber
amplifier, LIA—lock-in amplifier, DAQ—data acquisition card Reprinted from [25] with permission from Springer Nature.

The calculations performed by Zhao et al. in [22] have indicated that the differen-
tial phase modulation in an MPD-PTS gas sensor reaches its maximum if the pump light
power is coupled into the LP01 mode. However, at the same time, the probe light must be
transmitted within the LP01 and LP11 modes simultaneously so the induced RI modulation
by the heated inside ARHCF gas molecules can introduce the phase difference between
these modes, which can be subsequently analyzed. Excitation of the LP01 pump mode only
and two probe modes at the same time is not trivial and almost impossible to realize by
offsetting the SMFs with respect to the ARHCF core as it was reported by the Authors in
their previous work [25]. According to this, the MPD-PTS gas sensor performance did not
reach its maximum. To address this problem the Authors inscribed a long period grating
(LPG) in a negative curvature – hollow core fiber (NC-HCF) forming an absorption cell as
shown in Figure 12. The LPG enabled the excitation of the LP01 and LP11 modes at the probe
wavelength maintaining pump light transmission in the LP01 mode only. This modification
of the sensor resulted in the maximization of the differential phase modulation induced
by the photothermal effect and reduced the complexity of the sensor setup. The approach
was tested in an experimental configuration of an MPD-PTS detector targeting C2H2 at
1532.83 nm in an 85 cm long NC-HCF with a core size of ~30 μm. The induced RI modu-
lation was probed at 1620 nm. The setup of the sensor and measurement procedure was
similar to the described above. The sensor reached an MDL of 600 pptv at 100 s integration
time with an NEA of 6.3 × 10−10 cm−1, maintaining a less complex configuration than
reported in [25].

17



Sensors 2021, 21, 5640

Figure 12. Schematic of the absorption cell formed by an NC-HCF with LPG inscribed in it. The absorption cell forms an
in-line dual-mode interferometer. The probe and pump beams were delivered to and outcoupled from the NC-HCF using the
butt-coupling approach with SMFs. Reprinted with permission from [22] © The Optical Society.

Zhao et al. reported in [53] an MPD-PTS CH4 sensor utilizing an ARHCF with an
inscribed LPG. The CH4 molecules were pumped at ~1653.7 nm with the aid of a DFB laser,
which was additionally amplified using a fiber-based Raman amplifier to maximize the
photothermal effect. The probe light at 1550 nm was delivered from a fiber laser equipped
with a wavelength stabilization unit. The absorption cell was realized based on a 2.4 m long
ARHCF with a core size of ~30 μm, which was characterized by an attenuation of 0.16 dB/m
and 0.25 dB/m at the probe and pump wavelengths, respectively. The sensor setup was
built in a configuration similar to the one shown in Figure 11e and the spectroscopic signal
retrieval was based on the 2f signal demodulation. In the proposed configuration, a part of
the ARHCF forming the absorption cell was placed inside a column oven to investigate
the influence of the temperature change on the induced differential phase modulation of
the probe beam. The performed experiments indicated that the operating point of the dual-
mode interferometer (the quadrature point of the interference fringe) is highly sensitive
to the temperature deviations, hence a proper compensation of the temperature drift is
necessary to improve the sensor stability. It was possible to minimize the photothermal
signal variations from ~9.4% to ~2.1% using a linear temperature compensation scheme and
obtain an MDL of approximately 4.3 ppbv for 100 s integration time. The NEA coefficient
reached the level of 1.6 × 10−9 cm−1.

5.4. PABS in ARHCF

PAS is a spectroscopic technique similar to the PTS, however, in this case, the modula-
tion of the phase of the probe light along the gas-molecules interaction path length results
from an increase of the local pressure gradient due to gas molecules excitation by the pump
laser light [57]. When the pump laser beam intensity is additionally modulated at a certain
frequency, the pressure will change periodically, producing an acoustic wave having a fre-
quency equal to the modulation frequency of the pump light [57]. The photoacoustic effect
has been widely used in laser-based spectroscopy, delivering an exceptional sensitivity of
the PAS-based gas sensors [58–60].

The PAS technique was recently combined with gas sensing inside an ARHCF by
Zhao et al. in [23]. The authors have shown that it is possible to efficiently excite acoustic
modes inside the gas-filled fiber core as a result of the photoacoustic effect and the structure
of the ARHCF. This modulates the RI of the gas sample and subsequently the phase of the
probe beam in the fiber. The interaction between the optical and acoustic modes is explained
by means of the Forward Brillouin Scattering (FBS) phenomenon [61]. The silica cladding
of the ARHCF forms an acoustic resonator and the gas-filled part of the fiber acts as a
region for acoustic wave generation. As a result, the modulated light-excited and heated
gas molecules induce an acoustic wave, which is resonantly enhanced inside the ARHCF.
When the probe light propagates inside the fiber, it experiences a phase modulation, which
can be measured using the earlier described dual-mode interferometer method. Since an
ARHCF supports capillary and core acoustics modes as shown in Figure 13a,b, the optical
LP01 and LP11 modes differently overlap with them, which introduces different phase
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modulation of each of these modes. The observed differential phase modulation can be
described by the following formula [23]:

Δ∅
(
Ωλp

)
= ξ(Ω)α

(
λp

)
CLeffPp, (12)

where Ω is the modulation frequency, λp is the pump wavelength, ξ defines the normalized
phase modulation coefficient, α is the absorption coefficient, C is the gas concentration in
the ARHCF, Leff is the effective length of the ARHCF (directly depending on the molecular
concentration, absorption coefficient and the actual fiber length), and Pp is the pump
power. The gas sensing using PABS in the ARHCF was experimentally verified in the
setup depicted in Figure 13c. A DFB laser operating at 1532.83 nm was used as the
pump source for C2H2 molecules excitation in a 30 cm long ARHCF-based absorption
cell. The pump light was modulated with a sinewave signal at the frequency Ω, which
corresponds to the frequency of the selected acoustic mode with the aid of an acousto-optic
modulator (AOM). The probe beam was delivered from an ECDL and simultaneously
coupled with the pump beam into the gas-filled ARHCF. Via the lateral offset coupling to
the ARHCF, it was possible to excite LP01 and LP11 modes, hence forming a dual-mode
interferometer. The ARHCF was filled with the measured gas via a gas filling cell. The
optical signal was directed to a balanced photodetector to minimize the intensity noise
and subsequently demodulated at f = Ω/2π using a lock-in amplifier. The system was
characterized to provide an MDL of 8 ppbv for 100 s integration time. Operation of the
system at frequencies in the range of MHz allows it to minimize the negative influence of
the 1/f noise, which is not obtainable in PTS-based gas sensors.

Figure 13. (a) A capillary acoustic mode in the ARHCF. (b) A core acoustic mode in the ARHCF. fc is the eigenfrequency
of each mode. (c) Experimental setup of the PABS sensor. DFB—distributed feedback diode laser, ECDL—external
cavity diode laser, PC—polarization controller, AOM—acousto-optic modulator, f is the sinewave modulation frequency
generator, EDFA—erbium-doped fiber amplifier, BPF—optical bandpass filter, WDM—wavelength division multiplexer,
PD—photodetector, BPD—balanced photodetector. Reprinted with permission from [23] © The Optical Society.

6. Summary

In this review, recent advancements in the ARHCF-based gas sensors were presented
and discussed. It was shown that the properly designed ARHCFs could be successfully
used as low volume, compact, and long absorption cells in sensing systems utilizing various
laser spectroscopic techniques, i.e., TDLAS, WMS, PTS (in several dissimilar configurations),
and PABS. The ARHCF absorption cells forming the gas molecules’ interaction path length
within the sensor can be efficiently and at a reasonably fast time filled with the target gas
mixture using an overpressure induced gas flow, which results in an acceptable response
time of such a sensor. A summary of the performance of the selected ARHCF-aided gas
sensors is presented in Table 2.

The ARHCF-aided gas sensors utilizing the TDLAS technique indeed proved their
capability to detect molecules of various gases in a simple and non-complex way, however,
did not provide sufficient suppression of the background noise resulting from, i.e., inter-
modal interference. This drawback severely limits the sensitivity and long-term stability of
such sensors, hence different spectroscopic techniques have to be combined with ARHCFs
to fully benefit from the connection of both.
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Table 2. Comparison of the performance of the ARHCF-based gas sensors.

Configuration Gas Wavelength
ARHCF
Length

Filling
Time

MDL
NEA

[cm−1]

NNEA
[cm−1

WHz−1/2]

Integration
Time

TDLAS [21] CO2 2004 nm 1.35 m 5 s 1.5% - - -

TDLAS [38] CO 2326.8 nm 0.85 m 5 s 13 ppmv 5.2 × 10−6 - -

TDLAS [35] N2O 3599.2 nm 1.20 m - - 2.5 × 10−7 - 40 s

TDLAS [24] NO 5262.9 nm 0.21 m 0.3 s 1.2 ppmv 2.1 × 10−5 - -

WMS [21] CO2 2004 nm 1.35 m 5 s 5 ppmv 7.4 × 10−7 - 3 s

WMS [38] CO 2326.8 nm 0.85 m 5 s 0.4 ppmv 1.6 × 10−7 - 30 s

WMS [24] NO 5262.9 nm 0.21 m 0.3 s 6 ppbv 1.0 × 10−7 - 30 s

WMS [27] N2O 4537.8 nm 3.20 m 23 s 5.4 ppbv 3.7 × 10−7 - 1 s

WMS [20] NO 5262.9 nm 1.15 m 9 s 20 ppbv 2.0 × 10−5 - 70 s

WMS [8] CO2 1574 nm 1.0 m - 144 ppmv 1.17 × 10−7 - 1.5 s

WMS [8] CH4 3334 nm 1.0 m 19 s 24 ppbv 1.6 × 10−7 - 40 s

MZI PTS [50] CO 2327 nm 0.85 m - 90 ppmv - 4.4 × 10−8 -

MZI PTS [51] CH2O 3599.1 nm 1.20 m - 0.18 ppmv - 4.0 × 10−9 -

FPI PTS [26] C2H6 3348.15 nm 0.14 m 300 s 2.6 ppbv 2.0 × 10−6 - 410 s

FPI PTS [52] NO 5262.9 nm 0.25 m 63 s 11 ppbv 1.68 × 10−7 4.29 × 10−7 144 s

FPI PTS [54] C2H2 1532.5 nm 0.055 m 52 s 2.3 ppbv 2.3 × 10−9 - 670 s

MPD PTS [25] C2H2 1532.83 nm 4.67 m - 15 pptv 1.6 × 10−11 - 100 s

MPD PTS [22] C2H2 1532.83 nm 0.85 m - 600 pptv 6.3 × 10−10 - 100 s

MPD PTS [53] CH4 1653.7 nm 2.40 m - 4.3 ppbv 1.6 × 10−9 - 100 s

PABS [23] C2H2 1532.83 nm 0.30 m 20 s 8 ppbv - - 100 s

The combination of ARHCFs with the WMS technique unquestionably provides a
significant improvement in the noise level reduction in the ARHCF-assisted gas sensor
configurations, which directly leads to a better sensor sensitivity. However, such sensors are
still not immune to the uncontrolled fluctuations of the registered signal. Since especially
short lengths of the ARHCFs are characterized by the presence of higher-order modes or
longer pieces from the non-uniformity of the structure, the amplitude-based signal retrieval
is sensitive to the parasitic changes of the analyzed light intensity, which significantly
impacts the overall performance of this type of gas sensors. Hence, not only proper
optimization of the fiber structure but also a change of the gas sensing method can provide
the desired improvement in the operation of the ARHCF-based sensors.

The other approach for gas sensing aided from ARHCFs comes with the PTS technique,
where the spectroscopic signal retrieval is based on the analysis of the probe light phase
modulation induced by a local change in the RI due to heating of gas molecules. The phase
modulation can be precisely investigated based on the interferometric signal measurement.
The ARHCFs were implemented in the PTS sensors utilizing MZI, FPI, and MPD sensor
setups. The main drawback of the MZI PTS gas sensors is the necessity of actively and
precisely stabilizing the sensor’s setup to maintain its operation at the quadrature point
of the interferometer. This is not simple to realize, and the long-term stability of such
sensors is very difficult to be obtained, which severely limits their ability to operate in real
application conditions. The less complex sensor design is delivered by the application of
an FPI. In an FPI PTS gas sensor utilizing ARHCFs, stabilizing the cavity at quadrature can
be realized in a much more accessible and reliable way, by stabilizing the wavelength of the
probe beam, e.g., with an aid of PID-based technique. With this technique, the sensitivity
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of the ARHCF-assisted PTS sensors is improved in comparison to the sensors based on
the MZI. Until now, the most sensitive configuration of the ARHCF-based gas sensors
was based on the MPD PTS technique. The MPD PTS sensors were shown to provide
significantly better long-term stability and immunity to the negative influence of external
factors than, e.g., MZI PTS. However, it can be assumed that even simple WMS-based
sensors aided with several tens of meters long ARHCFs could provide comparable or even
better sensitivity benefiting from long interaction path lengths. The main requirements
which have to be fulfilled are the pure single-mode guidance of the ARHCF and the
uniformity of its structure, which both are mandatory to eliminate the fringe noise and the
parasitic fluctuations of the signal amplitude. Furthermore, the application of heterodyne
signal retrieval in the MZI PTS configurations instead of the homodyne technique will
result in the possibility of analyzing the signal in the frequency, not amplitude domain
which could provide the ultimate immunity of the sensor to the fringe noise (resulting
from the intermodal interference in the ARHCFs) and the amplitude noise (e.g., residual
amplitude modulation) [49].

A very interesting approach to gas sensing inside the ARHCFs was presented in [23],
where the sensing system was based on the PABS technique. The interaction between the
fiber-supported acoustics and optical modes enables signal retrieval in the MHz frequency
range, which minimizes the 1/f noise. It was stated that with the further optimization of the
fiber structure, hence the structure of the formed in it an acoustic resonator, ARHCF-based
PABS sensor could deliver significantly greater sensitivity than reported by the authors.

The ARHCF-based gas sensors have already proved their excellent suitability for this
application and opened a way to the new branch of sensitive, low-volume, and versatile
detectors. It is expected that further development of the hollow-core fiber technology
will result in the possibility of fabricating several tens of meters long fibers, maintaining
uniform structure along their entire length, which will enable low-loss and single-mode
transmission not only in the near- but also in the mid-IR spectral band. The utilization of
different than fused silica materials, such as telluride or chalcogenide glasses should extend
the operational wavelength range of these fibers to the spectral bands above 5.26 μm,
hence allowing the detecting of various gases over a significantly broader than currently
available range. The improvement in the transmission properties of the ARHCFs should
also allow them to be successfully used in the broadband spectroscopy applications, i.e.,
in the frequency comb spectroscopy [62], which will enable an in-depth analysis of the
complex mixture of gaseous substances, maintaining a low-volume of the sensing unit with
high detection capability. Currently, the ARHCF-based gas sensors are in majority realized
in laboratory conditions, which results in their still large size (despite the low-volume
formed by the absorption cells) in comparison to field-deployable bulk-optics based sen-
sors [63] and most commonly used in real-life applications non-optical gas detectors [64,65].
However, further minimization of the electronic components, accompanied with optics-free
light coupling into the fiber and the possibility of bending the fiber with bend radius in
the range of a few centimeters [29,66] should result in a significant reduction in the size of
ARHCF-aided gas sensors, even beating the dimensions of the sensors utilizing multipass
cells delivering several tens of meters long optical path lengths. Moreover, proper laser-
based modification of the fiber structure, enabling loss-free access to the fiber core for gas
filling purposes [67], should result in pure diffusion-based gas exchange in such sensors,
significantly enhancing their versatility and usefulness together with further reduction in
the overall size of the entire sensing unit. The combination of a low-volume, non-complex
design, selectivity, excellent detection capability, and calibration-free operation should lead
the ARHCF-aided gas sensing approach to the development of the sensors that could in
future form a new branch of gas spectrometers with the parameters comparable or even
beating the currently used devices.
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Nomeclature

List of Acronyms Definition

AOM acousto-optic modulator
ARHCF Antiresonant Hollow-Core Fiber
ARROW Antiresonant Reflecting Optical Waveguiding
CLaDS Chirped Laser Dispersion Spectroscopy
CW continuous wave
DFB distributed feedback diode laser
DFG difference frequency generation
ECDL external cavity diode laser
FBS Forward Brillouin Scattering
FPI Fabry-Perot interferometer
FWHM full width at half maximum
HCF hollow-core fiber
HC-NCF hollow-core negative curvature fiber
HC-PBGF hollow-core photonic bandgap fiber
ICL interband cascade laser
LPG long period grating
MDL minimum detection limit
MFA minimum fractional absorption
MFD mode field diameter
mid-IR mid-infrared
MPD-PTS Mode-phase-difference photothermal spectroscopy
MZI Mach-Zehnder interferometer
NC-HCF negative curvature–hollow core fiber
NEA noise equivalent absorption
near-IR near-infrared
NNEA normalized noise equivalent absorption
PABS Photoacoustic Brillouin Spectroscopy
PAS Photoacoustic Spectroscopy
PID proportional-derivative-integral
ppbv parts-per-billion by volume
ppmv parts-per-million by volume
PTS Photothermal Spectroscopy
pptv parts-per-trillion by volume
QCL quantum cascade laser
RI refractive index
SMF single-mode fiber
SNR signal-to-noise ratio
TDLAS Tunable Diode Laser Absorption Spectroscopy
WDM wavelength division multiplexer
WMS Wavelength Modulation Spectroscopy
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Abstract: On-chip devices for absorption spectroscopy and Raman spectroscopy have been develop-
ing rapidly in the last few years, triggered by the growing availability of compact and affordable
tunable lasers, detectors, and on-chip spectrometers. Material processing that is compatible with
mass production has been proven to be capable of long low-loss waveguides of sophisticated de-
signs, which are indispensable for high-light–analyte interactions. Sensitivity and selectivity have
been further improved by the development of sorbent cladding. In this review, we discuss the
latest advances and challenges in the field of waveguide-enhanced Raman spectroscopy (WERS)
and waveguide infrared absorption spectroscopy (WIRAS). The development of integrated light
sources and detectors toward miniaturization will be presented, together with the recent advances
on waveguides and cladding to improve sensitivity. The latest reports on gas-sensing applications
and main configurations for WERS and WIRAS will be described, and the most relevant figures of
merit and limitations of different sensor realizations summarized.

Keywords: integrated sensors; waveguides; absorption spectroscopy; Raman spectroscopy; gas sensing

1. Introduction

Both IR absorption spectroscopy and Raman scattering spectroscopy are nowadays
routine characterization techniques that are available in most organic and material process-
ing labs, as well as in the industry. These techniques provide specific information about
molecules or chemical functional groups in a fast, non-invasive, and reliable manner and
have been used to identify compounds, follow reactions, and track absorption processes.
Their wide variety of applications include environmental monitoring, (i.e., not only the
monitoring of pollutants and greenhouse gases but also real-time monitoring of anesthetics
and respiratory gases during surgery), explosives detection, medical diagnostics, and
even the authentication of paintings, aside from their widespread use in research and
industry [1–4].

Absorption and Raman spectroscopy, although providing similar information, are
complementary techniques as the rotational-vibrational signal, silent in Raman scattering,
can be highly noticeable in absorption experiments, and vice versa. It is therefore of no
surprise that both techniques have been developed simultaneously for similar purposes.
They exhibit different configurations according to the nature of the sample, i.e., for liquids,
thin films, powders, or gases. Gas detection based on Raman and absorption spectroscopy
relies heavily on the boost in sensitivity through the use of resonant cavities and multipass
cells that increase the path length and, hence, the interactions of the beam with the analyte.
Such cells and cavities have, almost exclusively, been realized by free-space beams and
bulk optics; as a consequence, the standard high-end spectroscopy instruments still remain
bulky, and samples often need to be collected and analyzed in the laboratory.

Recently, portable tunable laser absorption spectroscopy (TLAS) instruments for trace
gas analysis have been developed by Aerodyne Research Inc., LI-COR, Picarro, IRsweep,
and others. These, being typically packaged as 19-inch rack modules or of the size of a
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large suitcase, have been used for in situ monitoring in mobile vehicles, including airborne
field campaigns. Shoebox-sized and only 3 kg in weight, instruments offered by Aeris
Technologies followed, as well as a compact, 2.1 kg and battery-powered sensor developed
by Empa for measurements aboard unmanned aerial vehicles (UAVs) [5]. Alternative
portable devices include quartz-enhanced photoacoustic spectroscopy (QEPAS) [6], a
variant of photoacoustic spectroscopy (PAS) in which the microphone is replaced by a
quartz tuning fork. The instrumentation of Raman spectroscopy includes handheld Raman
spectrometers, produced by Bruker, Thermo Fisher Scientific, and other companies.

Integrated on-chip devices appear to be the next logical steps to decreasing the size
even further while keeping the advantages of molecular selectivity and sensitivity as offered
by IR and Raman spectroscopy techniques. This will ultimately require the monolithic
integration of a laser and a detector, with a photonic chip replacing a classical gas cell. In
most cases, this photonic chip is constituted by a high-finesse photonic cavity, or a long,
single-mode waveguide often curled into a spiral and tightly patterned on a photonic
chip. Both these configurations enable long optical pathlengths for high sensitivity while
keeping a minimal footprint, e.g., a chip size of the order of one square centimeter. In
such waveguide-based sensors, the guided light penetrates the evanescent field outside the
waveguide core and probes a sample close to the waveguide surface. Molecules present
within the evanescent field will absorb light or generate Raman scattered light that will
couple back into the waveguide modes. The respective interaction pathways give rise to
analytical techniques that are also known as waveguide infrared absorption spectroscopy
(WIRAS) and waveguide-enhanced Raman spectroscopy (WERS).

In this review, we will discuss the major advances made in waveguide-based absorp-
tion and Raman spectroscopy for gas detection. The first section will address the main
components developed so far to achieve the miniaturization of integrated sensing devices:
light sources, waveguides, cladding, and detectors. In particular, the materials and designs
that are proposed to decrease losses while increasing light interaction with the surrounding
environment will be described. Additionally, a brief description of cladding as a strategy
to improve sensitivity will be provided. The second section will focus on the integrated
Raman and IR absorption sensors reported so far. The main sensor configurations will
be introduced, and the latest applications will be discussed, discriminating between air-
clad and functionalized/clad waveguides. Finally, a technology map will compare the
performance of individual WIRAS and WERS sensors reported to date.

2. Efforts toward Miniaturization

2.1. Light Sources
2.1.1. IR Absorption Spectroscopy

One of the most widely used IR absorption spectroscopic techniques is based on
tunable laser absorption spectroscopy (TLAS), which relies on a narrow-band light source
such as a single-mode laser, where the wavelength can be carefully tuned to overlap with
an absorption peak of the target analyte. This strategy has been applied most partic-
ularly in high-end trace gas sensors in the traditional gas cell configurations and their
associated derivations involving optical cavities (such as cavity ringdown spectroscopy,
cavity-enhanced absorption spectroscopy, and noise-immune cavity-enhanced optical-
heterodyne molecular spectroscopy). Advances in MIR photonics over the last two decades
have brought about high-quality laser diode sources based on interband cascade lasers
(ICLs) [7,8], quantum cascade lasers (QCLs) [9,10], vertical-external-cavity surface-emitting
lasers (VECSEL) [11–13], and frequency comb lasers [14,15]. The possibility of integrating
light sources into chip devices has made them particularly suited for use in waveguide-
based spectroscopy devices [11,16,17]. Excellent stability, tunability and the narrow line-
width of these lasers have enabled IR laser absorption spectroscopy of unprecedented
sensitivity and specificity, making TLAS gas sensors a powerful alternative to conventional
FTIR and NDIR spectroscopy. While IR laser absorption spectroscopy has traditionally
focused on single-species detection, extending the tunable wavelength range enables mul-
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tispecies detection with a single laser source. Dual-wavelength distributed feedback (DFB)
QCLs or lasers implementing Vernier-effect tuning are integrated light sources that have
turned this into a reality, thus expanding the range and applicability of such lasers [18–20].
Further extension of the tunable range of QCLs has used a Fabry–Perot QCL chip in an
external-cavity (EC) system, where the laser could be tuned across the whole gain curve. In
addition, DFB QCL arrays have been used to extend the tuning range, making it possible
to electrically switch between emission frequencies [21–23].

On the other hand, broadband-coherent sources, such as supercontinuum lasers [24,25],
have also been used for MIR spectroscopy. The development of the waveguide-based
generation of a supercontinuum [26–29] has provided the perfect impetus for the realiza-
tion of compact on-chip light sources. The broadband nature of these supercontinuum
sources allows the simultaneous probing of several analytes but this also translates to low
selectivity; hence, complex post-processing algorithms are needed to demarcate between
the overlapping absorption spectra across different analytes [30,31]. Often, configurations
in conjunction with wavelength filters or spectrometers are needed in order to maintain
selectivity. While these laser sources have good coherence and adequate power output,
making them well-suited for detecting trace quantities of gas, they are generally very
complex to fabricate and are hence quite expensive as well.

Some state-of-the-art light sources include nanolasers based on plasmonic struc-
tures [32] and metamaterials [33], which hold a lot of promise regarding the realization of
compact light sources. Many of these metamaterial-based light sources offer an easy way
to control the wavelength of the emission through scaling the unit cell design to longer
or shorter wavelengths, as compared to other light sources [34,35]. In contrast to this,
incoherent light sources, such as MIR light-emitting diodes (LEDs), have also received
attention due to their small size and low power consumption [36–38]. Among the MIR
LEDs, super-luminescent light-emitting diodes (sLEDs) offer a unique combination of high
brightness, good beam directionality and broadband capability [39]. However, they have
been limited to wavelengths smaller than 5 μm due to the poor efficiency of light emission
at longer wavelengths [40]. In particular, on-chip LEDs on SOI that is fabricated through
the heterogeneous integration of InP membranes help to couple the light efficiently to
a single-mode waveguide and help to avoid high coupling losses and high packaging
costs [41]. Another approach is the direct material integration of active emitters, such
as quantum dots, within the waveguide itself. As demonstrated in a silicon nitride plat-
form with embedded quantum dots, this represents an elegant solution for generating
waveguide source light with high-mode coupling [42].

Thermal emitters have emerged as one of the latest and most promising means of
generating MIR radiation. In this case, plasmonics and metamaterials principles are used
to design nanostructures with high spectrally selective absorptivity. Kirchoff’s law then
requires the radiation from these structures to emit in the same spectrally selective region.
Certain MEMS-based structures and micro hot plates have been demonstrated as offering
a good light, suitable for analyte sensing, due to their energy efficiency, fast modulation
capability, and CMOS-compatible processing steps [43–45].

2.1.2. Raman Spectroscopy

Excitation light sources for Raman spectroscopic systems are typically high-power
monochromatic laser sources, operating with more than 50 mW output power in the visible
or in the near-infrared, typically at 785 nm or 1064 nm wavelengths. While external laser
sources have primarily been used for Raman spectroscopy, recent advances in silicon
photonics have made possible a wide variety of compact and chip-based lasers [46], which
would ultimately pave the way for an integrated Raman system. However, to date, there are
only a few examples of miniaturized laser sources combined with on-chip Raman systems.
The difficulties in limiting the realizations of such systems arise from the requirement
of a high-power monochromatic light source, and the difficulty in separating the pump
and the scattered Raman signal with a high-enough extinction ratio on a chip. The strict
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requirement of high laser power is motivated by the inherent weak scattering efficiency of
the Raman signal [47]. Several strategies have been proposed to increase the strength of the
Raman signal, such as confining the light to a small volume, particularly through the use
of nanophotonic platforms, such as enhanced hotspot formation through the employment
of metallic nanostructures in surface-enhanced Raman configuration [48,49] or through the
use of slot waveguide platforms [50,51]. Working in a lower wavelength regime also helps
to increase the scattered signal intensity since the scattering varies inversely as the fourth
power of wavelength. However, this is often accompanied by the presence of unwanted
fluorescence background [52].

Large-throughput spectrometers have traditionally been a major and integral part of a
Raman spectrometer setup (see Section 2.4). A recent work by Atabaki et al. has demon-
strated the concept of using tunable lasers as a way of eliminating the spectrometer from a
Raman setup, through a method called swept-source Raman spectroscopy (SRSS) [53]. In
this case, an excitation laser with only a few mWs of power was tuned in combination with
a narrow bandpass filter on the detector side, which resulted in significantly high optical
throughput compared to benchtop and compact handheld dispersive Raman spectrometers.
A MEMS tunable laser was used, based on the concept of vertical-cavity surface-emitting
lasers (VCSELs), thus demonstrating the suitability of VCSEL lasers for use in miniature
Raman sources, as was also proposed earlier [54,55]. This work represents a major step
toward the realization of miniature light sources for Raman spectroscopy.

2.2. Waveguides

Waveguides for sensing, including those for WERS and WIRS, have been evolving
to guarantee minimum losses and high light–analyte interaction. Losses can be divided
into the absorption of the material, leakage to the substrate, bending losses, and scattering
losses due to fabrication or material imperfections (inhomogeneity or crystal grains). To
minimize them, a proper choice of both the material and the waveguide design is crucial.

Aside from the transparency of the waveguide material in the targeted wavelength
range, refractive index, photo-stability up to high intensities, low level of fluorescence
or Raman background, toxicity, availability/cost, and ease of production are the main
selection criteria. From the great variety of materials proposed, materials compatible with
CMOS/mass production, such as silicon, germanium, silicon oxide and silicon nitride, are
the most common [56]. Nevertheless, a wide range of other materials has been reported,
including polymers (i.e., photoresists and Teflon) [57], halides, chalcogenides (i.e., CaF2,
NaBr and ZnSe) [28,58], oxides (i.e., alumina, titania and tantala) [59,60], diamond (due
to its advantages for quantum photonics) [61,62], or InGaAs [63]. Recently, a review on
waveguide materials has been published by Yadav and Agarwal [64].

Doped silica (UV-written) and silicon nitride over a silica bottom cladding have been
the main materials used for on-chip waveguiding in the visible- to the NIR range; however,
alternatives such as tantalum pentoxide have recently emerged. These materials have also
been used, to a lesser extent, in the MIR, despite the presence of residual O-H and N-H
groups that limit their transparency in certain frequency bands. For MIR applications,
silicon on silica (i.e., silicon-on-insulator, SOI) and, less frequently due to increased costs,
germanium on silica (germanium-on-insulator, GOI), have been the materials of choice
due to their transparency at longer wavelengths. SiGe alloys possess the highest refractive
indices of all the CMOS-compatible materials mentioned above and can, in addition, be
doped in order to tailor their refractive index. The high refractive index has also been
shown to be highly useful in avoiding mode leakage into the substrate, enhancing the
electric field at the waveguide interface and, thus, the light–analyte interaction. Besides
SOI and GOI, silicon on nitride, silicon on alumina, and germanium on silicon (or silicon-
germanium alloy on silicon) have been proposed as novel waveguide alternatives in MIR,
due to their capability of avoiding absorption by silica bottom cladding, especially above
3.5 μm [65,66]. Diamond also appeared recently on the scene as an ideal material with a
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transparency range from 0.22–20 μm; nevertheless, its applications are limited due to the
difficulty of processing and high cost [67].

The processing of these materials into photonic waveguides has also developed
greatly during the last decades, not only to account for more complex designs and profiles
but additionally to decrease losses. While the homogeneity of the materials is highly
dependent on the deposition technique and post-treatment, the surface and mainly the
sidewall roughness are subject to the etching protocol that is followed. The former will
decrease bulk scattering, the latter, the surface scattering. A great number of deposition
and etching protocols are already available in the literature and depend greatly on the
materials, the etch rate, selectivity and profiles, or the design. We will not go further into
the topic, but we do encourage our readers to find further information in the work of
William et al. [68].

Finally, the waveguides’ design is crucially important when high sensitivity to the
surrounding environment is targeted. Unlike waveguides developed for communication
purposes, waveguides for gas sensing need to ensure high light–analyte interaction, assum-
ing the strong presence of the optical field outside the solid waveguide core. The amount
of this interaction can be described using the evanescent field confinement factor, Γ, which
is defined as in [69]:

Γ =

(
ng

Re{ncl}

)�
cl

ε|E|2dxdy� ∞
−∞ ε|E|2dxdy

(1)

The absorption along the waveguide length is then given by a modified Lambert-Beer law:

I = I0 exp[−αΓ L] (2)

Here, ng is the group index, ncl is the cladding’s refractive index (equal to approx. 1
in the air), ε(x, y) is the permittivity, E(x, y) is the electric field, α is the bulk absorption,
and L is the length of the waveguide. It is important to stress that the absorption not only
depends on the evanescent field fraction but also on the waveguide dispersion through
the group index ng. Reporting only the evanescent field fraction and omitting the effect of
dispersion is a common misconception in the literature, making it difficult to quantify and
compare the light–analyte interaction across the different waveguide platforms reported in
the literature.

Besides the confinement factor Γ, the sensitivity of the waveguide is also determined by
the physical path-length of the waveguide L that is typically limited by the waveguide loss.
Therefore, the ratio between the evanescent field confinement factor and the propagation
loss was introduced by Kita et al. [70] as an additional figure of merit that fully determines
the sensing performance of the waveguide. Both the confinement factor and the losses will
be dependent on the material and the processing, as well as on the waveguide design [71].

The most common waveguides reported for sensing can be classified into five different
designs: rib, strip, slot waveguides, sub-wavelength gratings and photonic waveguides [72].
Rib and strip waveguides can be realized swiftly in one step with UV lithography and easy-
etching protocols. The former is characterized by a shallow step defining the waveguide,
with a small side-wall area and, therefore, little surface scattering compared to other designs.
The strip waveguide (Figure 1a) is etched all the way down to the bottom cladding and
exhibits more scattering loss but, unlike rib waveguides, it allows scientists to confine light
tightly in the horizontal axis, resulting in minimal bending loss. According to Kita et al.,
who compared the performance of strip, rib, and slot waveguides for sensing, the strip
waveguide is the preferred geometry for bulk absorption sensing and refractometry and is
comparable in performance to other, more complicated, geometries for surface-sensitive
refractometry and absorption sensing [70].
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Figure 1. Different waveguide designs reported for WIRAS: (a) Strip, slot and subwavelength grating
waveguides (SWG) (reproduced with permission from reference [70] © 2021 Optical Society of
America). (b) Suspended subwavelength grating waveguide and (c) suspended photonic crystal
waveguide. The insets show SEM images of the fabricated structures (reprinted with permission
from reference [63], copyright 2020 American Chemical Society). (d–f) Suspended waveguides
on pedestals; the inset in image (e) shows the cross-section and the electrical field distribution
(reproduced with permission from reference [73], (© 2021 Optical Society of America). (g) Schematic
and SEM image of a self-standing rib waveguide. (h) Simulated confinement factor of the waveguide
in (g) at TM and TE polarizations, as a function of layer thickness, while the inset shows the
electric field distribution at a thickness of 350 nm. Reproduced from reference [69], licensed under a
Creative Commons Attribution 4.0 International License http://creativecommons.org/licenses/by/
4.0/ assessed on 9 September 2021.
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Slot, subwavelength grating (SWG), and photonic crystal waveguides have been reported
as alternative designs that are capable of increasing the interaction with the surroundings
by several times. Slot waveguides consist of two strips of high-refractive-index materials,
separated by a subwavelength-scale low-refractive-index slot region that strongly confines
light (Figure 1a). This design presents a light–analyte interaction more than 5 times larger
than strip waveguides, which is highly desirable for gas sensing, while material losses are
reduced due to the low intensity of the electric field in the material [70,74,75]. This design
presents a good compromise between simplicity, air confinement factor, losses, and costs,
and has been tested experimentally many times for both IR and Raman spectroscopy [76,77].
Despite the advantages, this design requires electron beam lithography in most cases to
pattern the slot, which is typically of the order of 100 nanometers, and additional care
needs to be taken during etching to guarantee a well-defined slot and little roughness [78].

A SWG waveguide (Figure 1a,b) is based on a periodic arrangement of two different
materials having a period that is much smaller than the wavelength of light. It is char-
acterized by field distribution with an air confinement factor 4–5 times higher compared
to the strip waveguide [70]. Although, theoretically, no losses are expected from the de-
sign, the experimental propagation loss is normally above 2 dB/cm, due to imperfections
arising during fabrication, particularly surface roughness and variability in the size of the
waveguide segments [79].

Photonic crystal waveguides are distinguished by their ability to slow down light, i.e.,
to reduce the group velocity of the propagating waveguide mode as a result of coherent
scattering on the photonic crystal lattice. Group velocity reduction by factors of between
1.5 and approx. 100 have been reported, and a corresponding increase in the interaction
with the analyte has been observed in sensing experiments, both at NIR [80] and MIR
wavelengths [81]. These waveguides are commonly formed by a linear defect in a photonic
crystal lattice, patterned into a high-index dielectric membrane (see Figure 1c). The main
drawback can be attributed to the difficulty of fabrication, a sensitivity to disorder that
may lead to spectrally uneven enhancement, and an increased surface area that brings
greater surface scattering and reflections [82]. Using slow light increases analyte-field
interaction but, at the same time, it increases the interaction with the material, including
absorption and scattering. In most demonstrations, the waveguide lengths are thus limited
to hundreds of micrometers or, at most, millimeters.

To improve the light–analyte interaction even further, the bottom cladding can be
removed either partially or completely. Partial bottom cladding removal was used to realize
air-suspended waveguides supported by pedestals [49,83] or pillars [73,84] (Figure 1d–f).
Complete cladding removal results in self-standing rib waveguides (Figure 1g), sub-
wavelength grating waveguides (Figure 1b) [85], and photonic crystal waveguides (Figure
1c) [63]. Air-suspended structures appeared recently in the literature, exhibiting the largest
reported confinement factors surpassing 100% (Figure 1h) [69] and reduced propagation
losses [69,73]. By etching away the material beneath the waveguide, absorption due to
the bottom cladding can be completely removed, leakage to the substrate avoided, and
the volumetric interactions with the surrounding analyte increased [86]. Additionally,
the lack of bottom cladding is well-suited for TM polarization which, in thin suspended
waveguide designs, has minimal electric field overlap with the core material. This further
increases the evanescent field confinement and decreases losses attributed to absorption
in the constituent materials. Despite these advantages, the waveguide processing is com-
plex and requires several lithography and etching steps; the structures are rather fragile,
necessitating careful handling; and monolithic integration with laser sources and detectors
appears more challenging than for waveguides supported by solid bottom cladding.

In order to achieve the lowest possible detection limits, the increase in sensitivity
has to go hand-in-hand with the reduction of noise. An important noise source in in-
tegrated photonic circuits is a so-called interferometric noise, arising due to reflections
from facets or defects, manifesting itself as spectral fringing in transmission. Such noise
may interfere significantly with the recorded spectrum. For this purpose, antireflection
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coatings on the waveguide facet [87], the use of subwavelength gratings on the waveguide
facet [88], or the use of appropriate signal processing algorithms [89] have been proposed
to reduce the effect of the fringes. Substantial fringe reduction has also been achieved in
air-suspended waveguides, characterized by strongly delocalized guided modes with an
effective mode index close to unity. This automatically minimizes reflections at the facets
or structural defects of the waveguide, leading to clear spectral transmission that is free
from interferometric noise [69].

Another important point to consider in the context of high-index contrast waveguides
for IR absorption spectroscopy is the possibility of saturation of the absorption signal, due
to the intrinsically high intensity of the strongly confined guided modes. This typically
occurs at high laser powers, in combination with intense absorption lines, where the
excitation rate of the molecules can become faster than their relaxation rate [90]. To date,
the literature mentions only sporadically the effects of saturation in waveguides, and
detailed theoretical description is entirely absent. However, a waveguide design with a
strongly delocalized field would mitigate this effect.

2.3. Cladding

Functional coatings, ranging from monolayers to films of several micrometers thick,
have been used for decades as a route to increasing the sensitivity and/or specificity of
integrated (bio)sensors. These layers work as molecular recognition coatings, serving as a
solid-phase enrichment matrix for the targeted analyte, while simultaneously excluding
undesirable molecules and avoiding unspecific binding. In other words, these layers
enhance the signal to noise ratio by decreasing the background signal due to unspecific
binding, they reduce the cross-interference with other molecules, and, at the same time, they
increase the concentration of the targeted analyte relative to that of the surrounding media
(i.e., solutions, atmosphere). The design of the coating layer can be adapted for a specific
molecule through recognition sites, partitioning, and charge- or size exclusion [91]. This
strategy has become of the utmost importance for highly sensitive transducers with low
selectivity or specificity and has been adopted in a number of chemical-sensing devices such
as opto-chemical, electro-chemical, plasmonic sensors, and refractive index waveguide-
based sensors [92–96]. In the latter case, the analyte either increases the refractive index of
the cladding or motivates a change in the thickness of the cladding itself [97–99], which
is then detected by a phase-sensitive device such as a ring resonator, Mach-Zehnder
interferometer, or a Bragg grating [95,97,100]. The advantages of functional cladding have
also proven to be highly useful for already selective transducers, such as Raman and IR
spectroscopy sensors, as a means to increase the sensitivity by analyte up-concentration
and the reduction of the background signal in complex matrices.

The enrichment cladding layers can be oxides, polymers, silanes, specific biological
molecules, or composite materials where more than one element is present. Polymers have
been widely used due to simple processing, availability, tuneability (functional groups,
molecular weight, ramification, backbone structure, or crosslinking degree), and their
behaviour as extraction materials, with their enrichment properties mainly dependent
on their polarity, free volume, pore size, and pore distribution [101]. A great variety
of polymeric materials have already been investigated, including polyisobutylene [102],
ethylene/propylene copolymer [103], low-density polyethylene [104], Teflon®AF [105],
poly(dimethylsiloxane) [106,107], poly(acrylonitrile-co-butadiene) [107], poly(styrene-co-
butadiene) [107], poly(vinyl chloride) [108], polystyrene, and poly(methyl methacry-
late) [83,109,110]. Among these, fluorinated polymers have shown good transparency
up to MIR wavelengths due to the substitution of C-H bonds, high free volume, and
outstanding thermal and mechanical properties [57]. Although mostly used on waveguide-
based refractive index sensors and ATR crystals, some specific polymers have been tested
on integrated single-mode waveguides for Raman and IR absorption spectroscopy (see
Sections 3.2.2 and 4.2.2).
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Mesoporous inorganic and mesoporous hybrid inorganic-organic cladding, based on
sol-gel chemistry, represent a robust alternative to polymers [111]. These materials are
equally capable of providing partitioning for custom analytical tasks, while they exhibit
advantageous optical, dielectric and thermal properties [112–115]. Mesoporous inorganic-
based materials show robust mechanical and chemical stability capable of sustaining harsh
environmental conditions such as high-energy radiation, acid, or alkaline media, as well
as oxidative chemicals. Furthermore, these materials have tunable pore volume that can
surpass 50% and a decreased response time (in the order of seconds) in comparison to
many polymers (typically in the order of minutes). Optical losses in VIS-NIR in these
materials are generally low, due to their amorphous structure and small pore size [111].
Nevertheless, the transparency at longer wavelengths suffers due to OH groups and the
adsorption of water on the large surface area of the pore network. In addition, clad sensors
normally need calibration due to variations in the material properties attributed to minimal
changes in the process/environment.

Although cladding brings about improvements in specificity and sensitivity, calibra-
tion is mandatory for clad systems as the up-concentration factors are difficult to quantify
analytically. Cladding properties may also change over time, due to phenomena such as
thermal instability, dehydration, or reconfiguration. Increased response time and aging
are among other limitations of clad sensor systems, as well as the potentially reduced
reversibility of the system after exposure to the analyte, discriminating between disposable
and reusable devices.

2.4. Detectors: Single Pixel, Arrays, Spectrometers

IR absorption spectroscopic systems primarily use single-pixel detectors in combina-
tion with monochromatic tunable laser sources. Here, the spectral selectivity comes from
scanning over an absorption feature with a narrow linewidth of the laser rather than from
a spectrally sensitive detection unit.

Among chip-integrated single-pixel detectors, group IV materials like silicon or ger-
manium or a combination of III–V materials, such as InGaAs, InGaAsSb, InAsSb, PbTe,
GaSb, and InP have been used as platforms for NIR and MIR sensing [64,65]. While Si can
only absorb up to about 1.1 μm, ion implantation or introducing lattice defects or external
agents can improve the detection range of Si-based photodetectors up to 2.4 μm [64]. The
entire MIR spectral range can be covered by mercury cadmium telurite (MCT) detectors,
which are also most widely used for MIR sensing in bulk spectrometers. However, due
to a strong lattice mismatch, they are unsuitable for integration in chip-based systems.
Besides this, 2D material-based detectors, such as black phosphorous, for up to about
4 μm [116–119] and semi-metals, like graphene, for a longer wavelength [120] have also
been used as photodetectors. Lead chalcogenides, in particular PbTe, have also received
significant attention for MIR photodetection due to their easy deposition process, excellent
stability, and low cost. However, the above-listed photocarrier generation-based techniques
for IR light detection inevitably suffer from high dark current, particularly when they are
biased and, thus, they require significant cooling to achieve high sensitivity. This issue
has been partially addressed by detectors with an engineered band structure such as su-
perlattice detectors, quantum cascade detectors (QCDs), and interband cascade detectors
(ICDs), which have received much attention due to their high detection sensitivity at room
temperature [121–123].

The recent trend in the integrated detector domain has moved toward MEMS-based
IR detectors, such as thermopiles, microbolometers, and pyroelectrics, which can work
even at room temperatures and have detection capabilities across a longer wavelength
range [124–126]. However, they still lag behind photodetectors in terms of sensitivity and
have slower response times.

For broadband sources, which have been used for both IR spectroscopy and Raman
spectroscopic systems, spectral discrimination is done at the detection side through one
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of the following systems: (i) miniaturized dispersive optics; (ii) narrowband filters; (iii)
Fourier transform-based detection devices; and (iv) reconstructive spectrometers [127].

Dispersive optics has been the most widely used detection scheme, where dispersive
optical elements, such as gratings, slits or arrays, spectrally separate the incoming broadband
light and send it to either a single pixel detector or a detector array. While the usage of a
single pixel detector is low cost, the setup requires the capability to scan across the spectrum,
making the process slow and often prone to complex alignment requirements. The usage of
an array of detectors makes the scan significantly faster but at a higher cost. The majority of
dispersive spectrometers operate in the visible wavelength range, which makes them suitable
for use in a Raman spectroscopic system. Infrared spectroscopy, on the other hand, most often
relies on the principle of Fourier transform spectroscopy, its advantages being the ability to
use only one detector, the simultaneous collection of spectral information (also known as
Fellgett’s advantage), and higher optical throughput due to the elimination of optical slits.
Compact Fourier transform spectrometers have been realized through miniaturized Michelson
or Fabry–Perot interferometers [128–130], micro-electromechanical systems (MEMS), or
micro-opto-electromechanical systems (MOEMS) [131], MEMS-based digital micromirror
devices (DMD) or linear variable filter arrays [132]. For photonic integrated sensors,
spectral discrimination can be implemented using waveguide-based devices. Typical
on-chip dispersion schemes include the use of photonic crystals, holographic elements,
transmission gratings, self-focusing transmission gratings, arrayed waveguide gratings,
and metasurfaces, and have been discussed in a recent review [127]. These typically
suffer from low resolution due to small path lengths, compared to their traditional, bulky
counterparts. A popular on-chip alternative to dispersive spectrometers is narrowband
filters, where the filter wavelength is very often easily tunable. They can be ultra-compact,
due to their planar nature and negligible path length. Both plasmonic and dielectric filter
implementations in the near-infrared and mid-infrared have been shown in [133,134]. Of
particular interest are ring resonator filters, as already demonstrated in [135]. A typical
ring resonator spectrum contains several resonance peaks, separated by the free spectral
range, which limits the spectral bandwidth of the filter. One recent demonstration of the
integration of a ring resonator with a distributed Bragg reflector has shown the feasibility of
isolating a single ring resonance line and making it more robust against thermal drift [136].
For the Raman spectroscopic system, arrayed waveguide gratings and low-loss microrings
have been proposed, to function as UV spectrometers [137]. Hartmann et al. demonstrated
a waveguide integrated broadband spectrometer, based on random scattering events
in disordered medium, whose functionality extends through both the visible and NIR
regions [138] and could be used in integration into a Raman spectroscopic system.

Integrated alternatives to Fourier transform spectrometers, based on waveguides,
allow not only for system miniaturization but also for the complete elimination of moving
parts. The first approach was to introduce multiple Mach-Zender interferometers (MZIs)
of different pathlengths to generate a spatially varying interference pattern, also known as
spatial heterodyne spectrometers (SHS) [139,140]. These have been demonstrated through
the use of an array of tightly coiled spiral waveguides [141]. Other implementations
include photonic circuits governed by spatial multiplexing among different interferometers
with increasing varied path length, culminating in outputs coupled to a linear detector
array [142,143]. A similar detection scheme has been shown using a single MZI and, hence,
a single detector, where the electro-optic modulation in lithium niobate waveguides or
thermo-optic modulation by using micro heaters was used to tune the optical pathlength
of the interferometric arm [144]. Another approach toward miniaturized FTS was to use
counter-propagating beams from two waveguides and allow them to interfere to generate
a standing interference pattern, also known as stationary wave-integrated FTS, as first
demonstrated by Coarer et al. [145]. In this scheme, the spatial interference pattern across
the entire length of the waveguide is recorded with the help of many detection elements
placed in close proximity to the waveguide. Since the resolution of such a spectrometer
depends on the number of the detector elements and the length of the waveguide, difficulty
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in placing a sufficient number of detector elements results in low resolution. Nie et al.
mitigated this issue by generating the interferogram by overlapping the evanescent fields
of two co-propagating waveguide modes, thus effectively stretching the interferogram and
allowing high resolution with large bandwidth and a low footprint [146].

3. Waveguide-Enhanced IR Absorption Spectroscopy

3.1. Configurations and Integration

To date, the most common configuration for optical sensing involves free-space cou-
pling between the laser, waveguide, and detector by using bulk optics or microlenses.
While conceptually simple, free-spacing coupling suffers from low coupling efficiency
due to mode mismatch and is sensitive to vibrations and misalignment, thus affecting the
robustness and compactness of the sensor. The usage of spot size converters or couplers
has addressed some of the aforementioned problems [147]. At the same time, fiber-based
coupling methods have also been used to improve the robustness and stability of the setup.
This includes fiber pigtailed lasers or the direct coupling of a free-space beam into a fiber
through a fiber collimator. Nonetheless, such techniques still fall short of an idealized
compact and integrated version of the sensor that would fit completely on a single photonic
chip and be suitable for mass production at a low cost.

First approaches for integration include hybrid integration, heterogeneous integration
and monolithic integration. Even in integrated setups, inefficient coupling has been the
major problem. This typically stems from the mode mismatch and misalignment between
the active and passive sections of the chips, i.e., the laser cavity and the passive waveguide.
For improving the coupling efficiency between the waveguide and the light sources, the
usage of distributed Bragg reflectors (DBR) or appropriate mode profile engineering has
been proposed [148]. Separate prototypes of integrations of the laser and the waveguide,
the waveguide and the detector, the laser and detector are found in the literature; however,
complete integration of all the three components in a single chip is still an active and
ongoing pursuit, with very few actual demonstrations. The following sections describe
recent efforts in this area.

3.1.1. On-Chip Light Sources and Passive Waveguide Integration

Silicon, as a platform for integrated sensors, has been the most frequent choice due
to the existing mature process technology and the inherent compatibility with silicon
waveguides. However, due to the absence of efficient light sources based on silicon, the
heterogeneous integration of light sources, based on III–V materials, has been the pre-
ferred choice. This involves attaching the laser chip to a separate chip, with pre-patterned
waveguides and other optical components for sensing and manipulation purposes. Hetero-
geneously integrated devices have been reported both in the NIR and MIR, and this has
been discussed in detail in recent reviews [149,150]. Recent works have also focused on
InP integration platforms, demonstrated through QCL integration with InGaAs passive
waveguides [151] (Figure 2a) and photonic crystal-based laser source integration with sili-
con waveguides [152]. As a rare example of monolithic integration, QCLs integrated with
plasmonic waveguides were demonstrated by Schwarz et al. [153]. In addition, Consani
et al. [154] demonstrated the integration of a waveguide sensor with a MIR emitter for
CO2 sensing, showing that it is possible to abstain from using expensive laser sources and
instead use a cheap thermal source (Figure 2b). In their case, the emitted light was broad-
band, requiring the use of filters on the detector side, but recent advances in narrowband
filters and metamaterials emitters can eliminate the use of additional filters.
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Figure 2. Integration schemes for waveguide-based IR absorption spectroscopy. (a) Integrated QCL source with a passive
InGaAs waveguide (reproduced from [151] © 2021 Optical Society of America). (b) Integration of a waveguide sensor with
a MIR thermal emitter (reproduced with permission from [154]). (c) Integration of a p-i-n-based GaInAsSb photodetector
with a passive waveguide through evanescent and grating-assisted coupling (reproduced from [155] © 2021 Optical Society
of America). (d) Monolithic integration of a PbTe detector, coupled with a spiral waveguide (reproduced with permission
from [156]). (e) Prototype of a fully integrated silicon photonic sensor with laser, waveguide, and detector for sensing
in the near-infrared (reproduced with permission from [157]). (f) Quantum cascade laser and detector, integrated with a
dielectric-loaded plasmonic waveguide for sensing in the mid-infrared (copyright © 2021, the author(s) [153]).

3.1.2. Passive Waveguide and Detector Integration

Many demonstrations of integrated systems combining a detector and a passive
waveguide involve integration of the active detector element, either monolithically or
by the hybrid bonding or transfer of the active detector material. In particular, p-i-n
photodiodes and 2D materials have been used for the active detector element to achieve
compactness. GalnAsSb-based p-i-n photodiodes interfaced with SOI waveguides, either
through gratings or evanescent coupling, have been demonstrated at 2.29 μm [155,158]
(Figure 2c). Similarly, an InAs0.91Sb-based p-i-n photodiode has been shown at 3 μm,
integrated on the output grating couplers of a spectrometer [159]. In both cases, hetero-
geneous integration through adhesive bonding was used. Su et al. fabricated an on-chip
waveguide integrated device with monolithically integrated PbTe detector film for the
detection of methane at 3.3 μm [156] (Figure 2d). For longer wavelength regions, graphene
photodetectors integrated with silicon waveguides have been demonstrated [160]. Yazici
et al. showed the integration of a MEMS-based broadband infrared thermopile sensor
attached through flip flop bonding with an SOI platform integrated with input and output
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grating couplers [124]. In all these demonstrations, the active area of overlap of the optical
mode with the detector element is still small, resulting in lower sensitivity. Highly sensitive
detection needs to increase the detector’s active area, which, unfortunately, also increases
the dark current and thus decreases the signal-to-noise ratio. In order to counter this,
ridge waveguide-based detection has been used, where the entire length of the detector
element acts as the active material for enhanced detection capability and has particularly
been used in context with ICDs and QCDs. In order to improve the performance further,
distributed Bragg reflectors (DBR), high reflectivity coatings, or simply etched or cleaved
facets that ensure multiple passes through the active region have been proposed for a
waveguide-integrated ICD. Such a design simultaneously increases quantum efficiency, as
well as reducing dark current [148].

3.1.3. Integration of All Three Components

Among very few works describing prototypes of the on-chip integration of all compo-
nents, Zhang et al. demonstrated a complete integrated setup involving a fully integrated
NIR photonic chip sensor, mounted on a PCB test card, with an on-chip laser, dual pho-
todetectors, reference cell, and an evanescent field-based sensing waveguide on a single
silicon substrate. With this device, the authors showed methane sensing with a sub-100
ppmv·Hz−1/2 sensitivity [157] (Figure 2e). While this sensitivity still lags behind the state
of the art, the fully packaged nature of their demonstration is an important milestone and
paves the way for fully integrated devices, particularly in a longer wavelength region.
In the MIR, Benedikt Schwarz’s work at TU Vienna and Ray Chen’s group in UT Austin
have shown great progress toward fully developed sensors integrated with QCL and QCD.
Schwarz et al. [161,162] demonstrated the integration using QCL technology, relying on the
bifunctional functionalities of the active region to work as both laser and detector. Coupled
with a dielectric loaded plasmonic waveguide, they exhibited a complete system with liq-
uid sensing capability [153] (Figure 2f). Even though a high-power emission was observed,
the detector sensitivity was poor in these bifunctional structures. Later demonstrations
separated the functions of the laser and detector, allowing their independent design and
optimization [163]. In parallel, in order to extend the lasing wavelength to below 6 μm
and simultaneously enable low power consumption, high sensitivity, and sufficient design
flexibility, subsequent work focused on ICL technology and integrated setups have been
demonstrated for 3.1 μm [164]. On the other front, Ray Chen’s group has shown a sensor
with QCL and QCD as sources, and detectors integrated with an InGaAs-InP monolithic
platform, and gas sensing was demonstrated [165,166] making the pursuit of an on-chip
integrated sensor for gas sensing close to reality.

Further advancements have been made through the integration of frequency comb
MIR lasers with detectors, which showed ultrafast detection and up to two orders of
magnitude lower power consumption, compared to QCLs [167]. In addition, mid-infrared
dual-comb spectroscopy is an upcoming area of research, where, through the interference
of two mutually coherent mode-locked frequency combs, the absorption spectrum signal
can be converted from the optical domain to the radio frequency domain. Dual comb
spectroscopy has a fast detection capability with higher resolution and accuracy, making
it suitable for gas detection [168,169], and, due to the inherently large bandwidth of the
frequency combs, covering even multiple species in parallel [29].

Another strategy to improve the compactness and robustness of the IR spectroscopy
setup is to design the sensing functionality within the cavity of the laser, as demonstrated
through intra-cavity laser absorption spectroscopy [148,170]. The in situ detection of
chemical species within the laser cavity can be monitored directly through the laser’s I-V
characteristics, which can even eliminate the use of a separate detector [170].
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3.2. Applications
3.2.1. Air-Clad

IR absorption spectroscopy on waveguide-based devices has been reported in recent
years for various applications in environmental and industrial process monitoring, as
well as in the biomedical sector [171–173]. In particular, air-clad waveguides have been
proven to be useful for IR absorption spectroscopy, to identify and quantify common
gases such as carbon dioxide, acetylene, ammonia and methane, some of them with major
implications in global warming. However, most demonstrations are still proof-of-concept
experiments, testing the capability of the novel integrated sensors. An overview of the
air-clad waveguides used for spectroscopy, together with their principal characteristics, is
provided in Table 1, while a more detailed description and a discussion of the achieved
results are given in the next paragraphs.

Table 1. Overview of works using WIRAS for gas sensing.

Strucuture Cladding Analyte-LOD Γ/EFR Losses -λ
Advantages

-Disadvantages
Ref.

Strip Waveguides

Polysilicon strip
waveguides

over
SiO2/Si3N4

Air CO2 500 ppm 14–16% TE
(EFR)

3.98–5.6 dB/cm
4.23 μm

Simple with moderate
confinement factor. Single
wavelength measurement.

[174]

Silicon strip
waveguide Air CH4-C2H2

<50,000 ppm 13% TE (EFR) 1.74 dB/cm
3–3.3 μm

Simple design and
fabrication. Low losses.
Moderate confinement

factor. High LOD.
Wavelength Scanning

measurement.

[175]

Silicon strip
waveguide Air CH4 < 100 ppm 15% TM (Γ) Not reported

1.65 μm

Fully integrated chip with
a 20-cm-long silicon

waveguide.
wavelength-scanning

measurement.

[157]

Silicon strip
waveguides on

silica
Air CH4 100 ppm 25.5% TM (Γ) 2 dB/cm

1.65 μm

High confinement factor
for a strip waveguide.

Relatively low losses. Low
LOD. Wavelength

scanning measurement.

[176]

Germanium on
silicon strip
waveguides

MS- HDMS-
water Toluene 7 ppm 1% (EFR) 2.5–5 dB/cm

6.5–7.5 μm

100–1000×
preconcentration. High

LOD. Wavelength
Scanning measurement.

[177]

Chalcogenide
strip spiral
waveguide

Air CH4 25000 ppm 8% (EFR) 7 dB/cm
3.28–3.34 μm

Low confinement factor
and high losses. Not
CMOS compatible.

Wavelength scanning
measurement.

[178]

Chalcogenide
strip

waveguide on
silica and CaF2

Water

Phenylethyl
amine

1800 ppm
(mol/mol) (0.1

mol/L) (12 g/L)

5–15% (EFR) 0.4–1 dB/cm
1.52–1.56 μm

Low losses. Not CMOS
compatible, low

confinement factor. Single
wavelength measurement.

[179]

Chalcogenide
strip spiral
waveguide

Air CH4 10,000 ppm 12.5% (Γ) 8 dB/cm
3.31 μm

Waveguide and detector
integrated on the same

chip. Single wavelength
measurement.

[156]
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Table 1. Cont.

Strucuture Cladding Analyte-LOD Γ/EFR Losses -λ
Advantages

-Disadvantages
Ref.

TiO2 rib porous
waveguide on

SiO2

Air C2H2
<100,000 ppm 26% TE (Γ) 2.2–8.5 dB/cm

1.5–1.6 μm

Simple and inexpensive.
Highest confinement factor
for rib waveguide. Strong

fringes. High LOD.
Wavelength scanning

measurements

[180]

Suspended Waveguides

Polysilicon-on-
Si3N4

membrane over
Si/SiO2 walls

Air CO2 5000 ppm 19.5% (Γ) Not reported
4.23 μm

Complicated fabrication,
moderate improvement in
confinement factor. Single
wavelength measurement.

1 cm long.

[84]

Silicon beam on
pillars Air CO2 < 1000 ppm 44% (Γ) 3–4 dB/cm

4.24 μm

Sophisticated fabrication
and moderate losses. High

confinement factor. Few
wavelength

measurements.

[73]

Suspended
tantala rib
waveguide

Air C2H2 7 ppm 107% TM (Γ) 6.8 dB/cm
2.55 μm

Highest reported
confinement factor. Low
fringes. Moderate losses.
Low LOD. Wavelength

scanning measurements.

[69]

Suspended ring
resonator Air CO2 1000 ppm 50% TE (Γ) Not reported

4.23 μm

High confinement factor.
Original but complicated
measurement based on
dispersion spectroscopy.

Wavelength scanning
measurements. Ring

length935 μm.

[181]

Photonic Crystals

Photonic crystal Air CH4 > 100 ppm Not reported
ng = 30

Not reported
1660–1670 nm

High losses restrict the
length to 300 μm.

Wavelength scanning
measurements.

[182]

Photonic crystal
slot waveguide Air TEP 10 ppm Not reported Not reported

3.43 μm

No spectroscopic
measurements were made.

Changes in temperature
and refractive index could
not be ruled out. 800 μm

long.

[183]

SOI holey
photonic crystal

waveguide
Air Ethanol 150 ppb 17% (ERF)

ng = 73
Not reported

3.4 μm

9 mm long photonic
crystal. Due to single

wavelength measurement,
the results are susceptible
to environmental changes.

[184]

Photonic crystal
slot waveguide

PDMS-
water

Xylene 100 ppb
(v/v) (86 μg/L)

Not reported
ng = 20

Not reported
1.69 μm

Low LOD, small
differences between

fabrication and design
have significant effects. 300
μm long. Spectroscopic

measurement.

[185]
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Table 1. Cont.

Strucuture Cladding Analyte-LOD Γ/EFR Losses -λ
Advantages

-Disadvantages
Ref.

SOI Photonic
crystal

waveguide
SU8-water

Xylene 1 ppb
Trichloroethane

10 ppb (v/v)

Not reported
ng= 23–33

Not reported
1.640–1.680 μm

300μm long. Low LOD.
Sigle wavelength

measurement for each
analyte. The whole device

includes a Y-junction
combiner, PCW, and MMI.

[186]

Self-standing
GaINP

Photonic crystal
Air C2H2

< 50,000 ppm

100% TM
31% TE (Γ)
ng = 1.5–6.7

Not reported
1520–1570 μm

High confinement factor.
1.5 mm long photonic

crystal waveguide. High
LOD. Wavelength

scanning measurements.

[80]

InGaAs
self-standing

holey photonic
crystal

Air NH3 5 ppm 12% (EFR)
ng = 39.3

39.1 dB/cm
6.15 μm

1 mm long. No
spectroscopy measurement
was presented. The results

are susceptible to
environmental changes.

[63]

Subwavelength Grating

Subwavelengh
grating

waveguides
Air NH3 5 ppm 10% (EFR)

6.15 μm
ng = 14.8

4.1 dB/cm

3 mm long. No
spectroscopy results were
presented. The results are

susceptible to
environmental changes.

[63]

The silicon-on-insulator (SOI) platform has been the most popular choice for integrated
gas sensor applications in both NIR and MIR. Ranacher et al. [174] demonstrated detection
of CO2 down to a concentration of 500 ppm with polysilicon strip waveguides on silicon
dioxide at 4.26 μm. From the measurements, the confinement factor was estimated to be
in the range of Γ = 14–16%, and losses down to 3.98 dB/cm were reported. Silicon strip
waveguides were also used for the detection of acetylene and methane by Jin et al. [175].
The group fabricated a 1-cm long waveguide with a thickness of 1 μm, which presents a
good compromise between coupling efficiency and evanescence field confinement. The
losses were determined to be 1.74 dB/cm and the simulated evanescent field ratio (EFR)
was around 13% (EFR does not take into account the group index of the mode; so, although
related, this should not be taken as a synonym of the confinement factor). Although the
limit of detection was not calculated and the lowest concentration measured was 25% for
both gases, the experimental results indicate that a concentration down to 5% could be
quantified. The SOI platform was also chosen by Tombez et al. [176], with methane gas
as the target analyte. They successfully increased the confinement factor by using TM
polarization with a simple strip waveguide to 25.5% and achieved losses near to 2 dB/cm
when operating at 1650 μm. The results are shown in Figure 3a,b. Two years later, the
group took a breakthrough step toward integration, as discussed in the previous section,
being able to successfully integrate a 20 cm spiral waveguide with a 15% confinement
factor to a source and a detector on a single chip.
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Figure 3. Experimental demonstration of gas detection by WIRAS. (a) The spectrum of the methane
R(4)2ν3 line measured by the waveguide-based integrated spectrometer design by Zhang et al. [157].
The Voight spectral fit for 1.5% methane concentration is shown in red, together with the experimental
data. (b) Upper plot: experimentally measured methane concentration before and after flushing the
chamber with methane. Lower plot: correlation between the absorption measured with the waveg-
uide device and a free-space reference beam, indicating Γ = 25.5% in the waveguide (reproduced with
permission from reference [157]). (c) Comparison of experimental absorption spectra for 4% and 1%
acetylene measured using a free-standing tantala waveguide and a free space beam of identical path
length, reproduced from Vlk et al. [69]. (d) Correlation of the measured concentration to the reference
concentration of data in (c). The slope gives Γ = 107% (reproduced with permission under a Creative
Commons Attribution 4.0 International License. http://creativecommons.org/licenses/by/4.0/
assessed on 9th September 2021).

Due to the light absorption in silicon dioxide bottom cladding at wavelengths over
3.5 μm, silicon-on-nitride (SON) and silicon-on-sapphire (SOS) appeared as an alternative
to the commonly used SOI [187,188]. SOS has a transparent window of up to 5.5 μm and a
high refractive index contrast between the core and the cladding. Chen and collaborators
compared experimentally the performance of photonic crystal waveguides (PCW), slot
waveguides and strip waveguides on sapphire. Despite the theoretical 1- to 100-fold slow-
light driven improvement in the confinement factor, PC waveguides exhibited only slightly
higher light–analyte interaction compared to slot waveguides but they were significantly
better than strip waveguides. The same group developed PC waveguides even further [183].
Three PCW designs were fabricated in silicon on sapphire: a regular line-defect PCW (so-
called W1 waveguide), a holey PCW (HPCW) with smaller diameter holes etched within
the light defect, and a slot PCW, wherein a rectangular slot is etched at the center of the
PCW. The designs were optimized for 3.43 μm wavelength to quantify xylene and triethyl
phosphate (TEP) vapors. In the case of the slot PCW, the authors simulated that the slow
light effect, coupled with the high evanescent field confinement in the slot, should reduce
the required absorption path length by a factor of 1000 compared to strip or rib waveguides.
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Although the authors observed a detectable signal change when the waveguide was
exposed to 10 ppm TEP with an 800 μm long HPCW, the increase in sensitivity due to the
slow light effect is difficult to quantify. The measurements only tracked the total power loss
at one wavelength instead of spectrally resolved detection; therefore, the band diagram
shift due to the refractive index or temperature variations may affect the signal in the
sensitive slow-light regime as well.

As an alternative to CMOS-compatible materials, Charrier et al. [179] reported chalco-
genide strip waveguides over silica and calcium fluoride. The strip waveguides presented
by the group showed losses as low as 0.4 dB/cm at 1.55 μm but the waveguides were
tested in solution and not for gas detection. In a similar work, Han and collaborators [178]
fabricated a chalcogenide glass (Ge23Sb7S70) strip waveguide over silica. The 2-cm spiral
waveguide showed an air confinement factor of 8%, losses of around 7 dB/cm, and a
limit of detection of 2.5% for methane at 3.3 μm [143]. However, the comparably high
detection limit is due to a broad-band laser source that cannot resolve the narrow methane
lines; a better-suited single-mode continuous-wave laser, such as ICL, would enable much
better performance. Finally, Agarwal’s group used the chalcogenide platform to develop
a monolithic-integrated on-chip MIR methane sensor [156]. They demonstrated a 5 mm
long spiral chalcogenide strip waveguide (Ge23Sb7S70) capable of sensing methane at
10,000 ppm. The design has a similar configuration to the previous report and provides a
1 cm2 footprint sensor with both the waveguide and an integrated detector. The losses
of the waveguide were measured to be 8 dB/cm, and the air confinement factor, 12.5%,
according to simulations.

To further decrease the losses and increase the confinement factor, air-suspended
waveguide structures were frequently used over the last few years. Lai et al. [182] pro-
posed photonic crystal slot waveguides for methane detection in the NIR, capable of
detecting methane absorption signatures down to several hundred ppm. Dicaire et al. [80]
developed a 1.5 mm-long suspended GaInP photonic crystal waveguide and used acetylene
to demonstrate its spectroscopic performance. The group indices in the waveguide were
1.5 to 6.7 for the TM and TE modes, while the experimentally obtained confinement factors
were 100% and 31%, respectively. The fact that the interaction did not scale with the group
index (i.e., the slow-down factor) was due to the considerably larger evanescent field ratio
of the TM mode. Based on this result, the authors stress that not only a high group index
but also a high evanescent field ratio must be addressed for strong light–analyte interaction,
the latter being often neglected in works on photonic crystal waveguides for sensing. The
waveguide design also included mode adapters on both end facets to gradually couple
into the slow-light mode and thus reduce the Fabry–Perot oscillations. Chen’s group [63]
designed and fabricated fully suspended InGaAs waveguide devices with holey photonic
crystal waveguides and sub-wavelength grating cladding waveguides for the mid-infrared
sensing of ammonia at λ = 6.15 μm (Figure 1b,c). The propagation losses for the two
waveguide types were 39.1 and 4.1 dB/cm, the light–analyte overlap was calculated to be
12% (TE) and 10% (TM), lengths, 1 and 3 mm, and the group indices, 39 and 15, respectively.
Both waveguides were capable of detecting 5 ppm ammonia; nevertheless, no spectroscopy
was performed during the measurement. Changes in power were tracked after flushing
ammonia at a constant wavelength, leaving the results susceptible to interference from
changes in the environment, including refractive index changes or temperature variations.
Ranacher and collaborators [84] designed and fabricated a polysilicon waveguide on a
silicon nitride membrane suspended over silica walls. They achieved a 19.5% confinement
factor at 4.23 μm. The 1 cm-long waveguide was deployed for CO2 detection, with the
lowest detected concentration down to 5000 ppm. However, as in the previous work, only
the signal drop at one wavelength was recorded and no spectral scan across a CO2 ab-
sorption line was performed. Gylfason’s group [73] also developed a silicon self-standing
waveguide, operational at 4.2 μm wavelength, for CO2 gas sensing. Their waveguide
was designed as a Si beam, partially suspended 3 μm above the Si handle substrate and
supported by tapered SiO2 pillars (Figure 1d–f). The waveguide had a large confinement
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factor of 44%, a total length of 0.5 cm, and losses of 2.9 dB/cm; the CO2 detection limit
was estimated to be 350 ppm. Although the measurement sampled absorption across a
spectral line, unfortunately, the spectroscopy data that was provided had very few points
to justify the fitting, considering that fringes might be present. The same group was able
to measure CO2 on ring resonators by dispersion spectroscopy [181]. As established by
the Kramers–Kronig relationship, a strong variation in absorption implies a sharp change
in the real part of the refractive index. The group proved that ring resonators based on
suspended rib waveguide, with an air confinement factor of 50%, were able to quantify
amounts as low as 1000 ppm of carbon dioxide. In 2021, Vlk et al. [69] reported a thin-film
suspended tantala rib waveguide for acetylene detection in the MIR. They simulated and
proved experimentally that the waveguide is able to achieve a confinement factor of 107%,
and thus surpass free-space light–analyte interaction by the combining of a high evanes-
cent field and a group index larger than unity (Figure 1g,h and Figure 3c,d). The authors
also proved that the design can suppress the fringes from facet and defect reflections and
improve coupling efficiency. The still relatively high losses of 6.8 dB/cm were mainly
attributed to absorption into the tantala film.

To take advantage of the field inside the waveguide in addition to the evanescent field,
a mesoporous waveguide for IR spectroscopy was reported by Datta and co-workers [180].
Titania rib waveguides over silica bottom cladding, with 52% field confinement in the
waveguide core, were fabricated and tested, using acetylene as a calibration gas. They
experimentally confirmed that the mesoporous material enables the gas to rapidly diffuse
into the core of the waveguide while maintaining a rather low loss of 2 dB/cm. Never-
theless, the presence of O-H groups on the large surface area of the pore network impairs
transparency over time. This problem has been partially overcome by annealing and
functionalization [177,189].

3.2.2. Cladding

Top cladding on single-mode waveguides for IR spectroscopy has been only used in
aqueous solutions to suppress water background and increase the concentration of the
analyte close to the waveguide. Although no reports have been made on the gas phase, the
use of cladding to preconcentrate organic compounds from aqueous solution also implies
the ability to preconcentrate the same analyte from vapors, as has been described for ATR
crystals and QCM sensors [190,191]. Therefore, it is of relevance to cover the topic briefly,
as cladding on integrated gas sensors can further push the sensitivity of miniature sensors.
Here, we stress that LODs in liquid environments are expected to be much lower than
in gasses for the same volumetric unit as the density of molecules per volume is several
orders of magnitude higher in the condensed phase.

Polymers and porous silica cladding on integrated waveguides have been reported
for the detection of pollutants in water solutions. A PDMS cladding on photonic crystal
slot waveguides was tested to detect xylene in water down to 100 ppb v/v [185]. The group
tested the same device with a 2 μm Su-8 coating to measure xylene and trichloroethylene
in water, with a detection limit of 1 and 10 ppb (v/v), respectively [186]. Polyisobutylene
as a sorbent cladding on chalcogenide strip waveguides was proposed but was not ex-
perimentally evaluated [192]. According to their calculations, the cladding can decrease
the limit of detection by two orders of magnitude, compared to the waveguide without
cladding, due to water background suppression and organic analyte diffusion into the
cladding. In another work, germanium rib waveguides were coated with a mesoporous
silica coating templated with cetyltrimethylammonium bromide (CTAB) and post-grafted
with hexamethyldisilazane [177]. This sensor was used to determine the concentration
of toluene in water in the 6.5–7.5 μm wavelength range. It is noteworthy to mention that
the use of high refractive-index core material (GOS) led to a very low field confinement
factor in the cladding of only around 1% when deposited on a strip waveguide. The
resulting sensitivity is consequently considerably lower than with other platforms, e.g.,
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silicon nitride rib waveguides are able to confine light in the mesoporous cladding up to
25% [193] and slot waveguides are able to increase this percentage to 36% [76,194].

Both organic polymers and mesoporous inorganic coatings were previously deposited
on ATR crystal for the detection of volatile organic compounds (VOC) from vapors [107,195]
and no limitation exists to perform the same experiments on single-mode waveguides.
However, the possibility of increasing sensitivity for low-weight gases other than VOC
by absorption or preconcentration is dependent on the availability of material designs
specific to the task. Typically, these materials hold pockets properly matching the targeted
molecule size and functional groups. Examples of such materials are molecularly imprinted
polymers or composite materials with cage-like organic molecules, such as cryptophanes,
able to match the size of methane and halogenated analogs [196]. Alternatively, reactive
centers with high selectivity toward specific reactants such as platinum nanoparticles
have been described [99]. Although, still, no reports can be found on specific cladding for
integrated infrared spectroscopy for the pre-concentration of gases such as carbon dioxide,
methane, or acetylene, some examples can be found in works on ATR crystal [197], quartz
crystal microbalance [198,199], and refractive index gas sensors [96,99,200].

4. Waveguide-Enhanced Raman Spectroscopy

4.1. Configuration and Integration

On-chip integration of Raman spectroscopic systems generally requires the enhance-
ment of Raman scattering for greater efficiency, and, at the same time, the scattered light
needs to be collected over a small area and a small solid angle (also known as the étendue)
to maintain the small size of the device [77]. Single-mode waveguides can provide strong
enhancement over a small volume, and therefore constitute an optimal solution for chip-
integrated Raman spectroscopic systems. Compared with diffraction-limited systems,
waveguide-integrated Raman systems with strong optical field confinement can provide
a stronger enhancement of the signal by a few orders of magnitude, allowing for much
higher detection sensitivity. Further improvement in signal enhancement can be brought
about through the use of nanoplasmonic antennas integrated with waveguides [201].

For Raman spectroscopy, similarly to IR systems, free-space butt coupling through an
objective lens, prism-based coupling, and fiber-mediated coupling have been the prominent
mechanisms for introducing the light into the waveguides. On the other hand, collection
from waveguides can be performed either from the waveguide top surface or from the
waveguide facet, which can be in either a back-scattered or forward-scattered configuration
(Figure 4a,b). The collection efficiency from the waveguide facet is generally much higher
and has been shown to be about 40 times more efficient than that from the surface [202].
As a consequence, this requires less integration time than that from the waveguide sur-
face [28]. However, signals from the surface can provide additional spatially resolved
information [52].

While free-space coupling with a high numerical aperture objective provides good
coupling efficiency, it also introduces vibrations and critical alignment steps and is unsuit-
able for use in compact setups. Fiber-mediated coupling solves some of these issues, but it
introduces a spurious background signal, including fluorescence and Raman scattering
generated from both the input and the output fibers. Kita et al. aimed to eliminate this
effect by collecting only the backscattered light. This tactic removes much of the forward-
propagating pump beam, which results in a higher signal-to-noise ratio [47]. The collection
of the backscattered beam also has the advantage of having virtually no waveguide length
limit due to the propagation loss of the waveguide, even though the contribution to the
scattered signal for waveguides of lengths longer than 2/αp is negligible, where αp is
the propagation loss of the waveguide. In return, the forward-scattered light collection
efficiency generally has a maximum for a particular waveguide length, beyond which the
propagation loss dominates, thus reducing the collected signal power (Figure 4c). A dif-
ferent approach to eliminating the influence of the background has been to integrate edge
couplers and waveguide filters onto the chips, as demonstrated by Tyndall et al. [204,206]
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(Figure 4d). An array of polarization maintaining single-mode fibers is aligned directly to
the waveguide facets through edge couplers; the subsequent use of lattice filters helped in
separating the background and collecting both the forward- and backward-propagated Ra-
man scattered light at separate outputs. Other on-chip elements, such as a grating-assisted
contra-directional coupler, have also been proposed to reject the pump beam by directing it
to a separate bus waveguide, resulting in a very high extinction ratio [207]. Nonetheless,
the use of dielectric waveguides still introduces some photon background, likely arising
from localized thermal fluctuations, which has been difficult to get rid of. The use of a
nano-plasmonic slot waveguide, combined with a multi-mode interferometer (MMI) and
backward Raman collection, has been shown to mitigate this problem [205] (Figure 4e).

 
Figure 4. Different configurations as reported for waveguide-enhanced Raman spectroscopy.
(a) Free space butt coupling of a laser into a waveguide chip for Raman spectroscopy. The fig-
ure shows the collection of the scattered signal from both the top surface and from the end facet in a
forward configuration (reproduced from [52] licensed under a Creative Commons Attribution 4.0
International License http://creativecommons.org/licenses/by/4.0/ (accessed on 25 October 2021)).
(b) Backward collection of the Raman scattered signal from a waveguide (reproduced from [203] ©
2021, the author(s)). (c) Dependence of the scattered signal on the waveguide length for forward- and
backward-scattering (reproduced from [48] © 2021, Optical Society of America). (d) On-chip scheme
to separate the pump beam, the forward- and the backward-scattered signal through the use of lattice
filters (reproduced from [204] © the authors). (e) WERS setup with a nano-plasmonic waveguide.
The design minimizes the background signal, while the use of MMI helps in separating the input
pump and the output Raman signal (reproduced from [205] © 2021, Optical Society of America).

Spontaneous Raman scattering signal intensity grows linearly with the average power
of a continuous-wave pump laser; this has been a major bottleneck in improving the Raman
signal, particularly in a miniaturized system where it is not possible to increase the pump
power indefinitely without causing substantial damage. On the other hand, coherent
Raman scattering (CRS) is a third-order non-linear phenomenon involving two laser beams,
the pump, and the Stokes. When the difference in frequency between both respective
lasers equals that of a specific vibrational (or rotational) transition, the probability of this
transition is resonantly enhanced. CRS is capable of improving signal by many orders
of magnitude and is typically implemented in two configurations, coherent anti-stokes
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Raman scattering (CARS), and stimulated Raman scattering (SRS). Of these two techniques,
SRS has been shown to be more promising, particularly in the context of waveguide-
based Raman sensors. The reasons behind this are a simpler phase-matching relationship
between the two lasers, a linear dependence of the Raman spectra on concentration, and
an enhancement of the signal due to self-heterodyned detection. However, in spite of these
advantages, increased shot noise severely limits the performance, only providing a modest
increase of the Raman signal, as demonstrated by Zhao et al. [208]. On the other hand, other
techniques such as cavity-enhanced Raman spectroscopy (CERS) and Purcell-enhanced
Raman spectroscopy (PERS) have been recently used to resonantly enhance the laser beam
power, as well as to improve the rate of Raman scattering, resulting in having higher laser
beam–analyte interaction lengths [209–211]. These allow for sufficiently low pump powers
and, in combination with their small size, may play a very important role in constructing
miniaturized devices in the future.

Despite the above-reviewed efforts, the complete photonic integration of the Raman
spectroscopic system is still in its infancy, primarily due to the fact that WERS requires
high-power monochromatic light sources at visible or near-infrared wavelengths, high-
extinction ratio filters, and sensitive detectors. Beyond this, the suppression of unwanted
fluorescence and background from the waveguide material needs to be improved to match
the performance of bulk Raman systems [212].

4.2. Applications
4.2.1. Air-Clad

The first steps toward the use of waveguides for Raman spectroscopy came more
than 40 years ago, with the use of planar waveguides to characterize polymeric thin
films [213]. It was observed that the enhancement of Raman excitation in thin films resulted
from maintaining a high excitation intensity over an increased scattering volume of the
analyte [214]. Further studies revealed that high-index waveguides yielded the greatest
field enhancement for Raman excitation at the surface of an optical waveguide [215]. To
better quantify the waveguide performance for Raman sensing, Baets et al. defined the
so-called conversion efficiency, a parameter that is dependent on both the waveguide
geometry and the material. The group corroborated their finding experimentally with
isobutanol at 785 nm [71].

Waveguide-based Raman spectroscopy demonstrations published to date rely on high
refractive-index waveguide materials that are transparent in the visible–NIR range, such
as silicon nitride and tantalum pentoxide. Similar to IR spectroscopy, the strip, rib and
slot waveguides are the most popular designs [65,71,74,216]. Tantala rib waveguides were
tested on isopropanol, methanol, and finally, with hemoglobin solutions at physiological
concentrations as the first step toward future nanoscopy applications [52]. Silicon nitride
strip waveguides were designed in a spiral pattern for WERS at 785 nm and were used
to track isopropanol by Baets’ group [71]. Soon after, the same group proposed a design
based on slot waveguides, which allows for better light–analyte interaction in the slot and,
due to lower optical field confinement in the waveguide material, it also mitigates the
waveguide Raman background [212]. The introduction of slot waveguides resulted in a
6-fold improvement in performance for silicon nitride waveguides, compared with strip
waveguides [51]. Furthermore, Baets and collaborators studied theoretically the influence
of the refractive index and polarization on Raman conversion efficiency, concluding that
the TE polarization in slot waveguides with a high refractive index contrast presents the
highest value from the three designs discussed [217]. Despite the success of Si3N4 spiral
waveguides, the Raman background and fluorescence signal in the material still pose a
serious limitation to detection sensitivity. Therefore, the low density of molecules, such
as those found in the gas phase, has not been detected in non-functionalized (or unclad)
waveguides so far, and most reports have been on liquid samples.

The use of plasmonics has also been proposed and widely studied, in order to increase
the Raman scattering yield. Interaction between nanoplasmonics antennas and waveguides
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was described both theoretically and experimentally by several authors [218–220] and
the implications for sensing have been explored. Although great advances have been
made in the field, including integrated plasmonic moieties to the waveguide [48,50], the
performance of such devices in comparison to traditional WERS has not shown clear
advantages. Plasmonics brings signal enhancement, but it simultaneously increases losses,
thus limiting the propagation length to several micrometers in comparison to the centimeter-
length scale achieved by common WERS. Therefore, the Raman conversion efficiency
results in comparable values, being slightly superior for a 4-cm slot waveguide than 15-μm
hybrid plasmonic waveguides. The main advantage of hybrid waveguides has been the
reduced spurious Raman background generated from the core of the dielectric waveguide.
Nevertheless, neither of these approaches proved sensitive enough for gas sensing.

Stimulated Raman scattering (SRS), as a strategy to increase the Raman signal, was
tested experimentally on silicon nitride waveguides by Baets et al. [208]. The signal was
enhanced but so was the noise, with a resulting signal-to-noise ratio only slightly improved
compared to spontaneous Raman scattering. This mediocre result has been attributed
to sub-optimized design and equipment, while more significant improvement with a
better-optimized system was not excluded.

4.2.2. Clad/Functionalized

The use of polymer cladding, with the ability to preconcentrate gases and, thus, in-
crease the Raman signal, has been shown recently in several reports. Holmstrom et al. [193]
covered Si3N4 rib waveguides with a hyperbranched carbosilane fluoroalcohol-based sor-
bent polymer (HCFSA2). These sensing properties were first tested with ethyl acetate (EA),
methyl salicylate (MeS), and dimethyl sulfoxide (DMSO), listed in increasing order of their
partitioning coefficient into HCSFA2 (Figure 5a,b). These analytes, exhibiting carboxy-
late and sulfoxide structures, work as substitutes for the more toxic phosphonate esters,
which are well-known warfare agents with a major effect on the nervous system. Later
on, the detection of dimethyl methyl phosphonate (DMMP), diethyl methane phosphate
(DEMP), trimethyl phosphate (TMP), and triethyl phosphate (TEP) in HCSFA2 over a
single-mode waveguide was also studied by Tyndall and collaborators [221]. They re-
ported a limit of detection of approximately 5, 10, 50 and 50 ppb, respectively. The limit
of detection was related to the increase in the basicity of the compounds and the affinity
to the acid–polymer cladding. The same group recently proposed alternative coatings for
the waveguide-enhanced Raman spectroscopy of trace chemical warfare agent simulants.
DMMP was chosen to compare the performance of three alternative coatings to HCSFA2:
carbosilane chain polymer poly(methyl 2-butanol, 1,1,1-trifluoro-2-(trifluoromethyl)) silox-
ane (PMBTTS); 2,2-bis(4-hydroxy-3-propyl phenyl) hexafluoropropane (o1pBPAF); and
fluoro-polyol (FPOL). Each sorbent is a hydrogen-bond acid designed to target hydrogen-
bond basic vapors. The group proved for this particular analyte that o1pBPAF has a better
performance over HCSFA2 [222].

Alternatively to polymer cladding, sol-gel-based materials were tested for WERS by
Haolan Zhao et al. [194]. Motivated by the two orders of magnitude of improvement for
the determination of benzonitrile, valeronitrile and cyclohexanone from water, they tested
the performance of a mesoporous silica cladding post-grafted with hexamethyldisilazane
against solvent vapors (VOCs) in a gaseous matrix. The resultant hydrophobic coating
could absorb VOCs, particularly ethanol, acetone and isopropyl alcohol (Figure 5c,d). This
cladding was used to coat a single- and a double-slot silicon nitride waveguide. The
confinement factor was estimated to be 36% and 32%, respectively, at a 785 nm wavelength.
The single-slot waveguide LOD for isopropanol, ethanol and acetone was 53, 157 and
594 ppm, respectively [194]. The double-slot waveguide device could determine the
concentration of isopropanol vapors down to 808 ppm [203]. Table 2 summarizes the most
relevant information from clad WERS gas sensors discussed so far.

Despite the undeniable increase in sensitivity enabled by the use of enrichment
cladding, several drawbacks can be identified for both polymers and sol-gel layers. VOCs
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at standard pressure and temperature are liquids according to the phase diagram, readily
susceptible to condensation in the cladding, as can be seen in the broad absorption bands
analyzed in most of these reports [223]. The broad spectral features are susceptible to
cross-sensitivity and limit the sensor selectivity, i.e., the capability to discriminate different
compounds in complex matrices [194]. In addition, signal enhancement comparable to
VOC cannot be easily achieved for gases with critical temperatures below or near ambient
temperature, such as methane, carbon dioxide, or acetylene.

Figure 5. Examples of WERS spectra. Experimental Raman spectrum after background subtraction for
vapors absorbed in the cladding (HCSFA2 (a,b), Ms-HMDS (c,d)). In each plot, the reference spectrum
is placed above the experimental one, and the selected peak used to track different concentrations
is shown to the right. Reproduced with permission from reference [193], © 2021, Optical Society of
America, and reference [194], © 2021, Optical Society of America.

Table 2. Overview of works using clad waveguides for WERS.

Structure Cladding Losses (αp)/λ Analyte
Γ/

Polarization
Length LOD Ref.

Si3N4 rib
waveguide

HCSFA2
FPOL

PMBTTS
O1pBPAF

1–5 dB/cm
1060–1300 nm DMMP Not reported

1064 TM
Spiral length

not specified * 3–1000 ppb [222]

Si3N4 rib
waveguide HCSFA2 1–2.5 dB/cm

1060–1200 nm

DMMP
DEMP
TMP
TEP

Not reported
832 nm TM 9.6 mm 5, 10, 50, 50

ppb [221]

Si3N4 rib
wavegudies HCSFA2 2 dB/cm

980–1600 nm

EA
MeS

DMSO

25% TE
1064 nm 9.6 mm

1.8 ppm
1 ppm
24 ppb

[193]

Si3N4 double slot
waveguide MS-HMDS Not reported isopropanol 32% TE

785 nm 10 mm 808 ppm [203]

Si3N4 slot
waveguide MS-HMDS 5.6 dB/cm isopropanol,

acetone, ethanol
37% TE
785 nm 8 mm 60, 600, 160

ppm [194]

* The group reported 3.1–5.7-cm long spirals in another publication [224].

50



Sensors 2021, 21, 7224

5. Summary of Current Technology–Comparison with Refractive Index Sensing

We summarize the reviewed literature with a technology map (Figure 6). The technol-
ogy map is a 3D plot, where each data point represents one particular sensing structure,
plotted against its LOD, operation wavelength l, and propagation loss, aprop. Different
sensing techniques are color-coded to show the general trends for each sensor family.
Absorption spectroscopy sensors based on strip or rib waveguides (red) are located in
the upper left corner, with LODs above 100 ppm. Lower LODs have been achieved with
suspended waveguides (purple) at longer wavelengths, with the most sensitive among
them capable of detecting a gas concentration of 7 ppm. Lower LODs are owing to clad
systems. Raman measurements (grey) of VOC (liquid at normal standard conditions)
present limits of detection two orders of magnitude lower, due to the enrichment properties
of the cladding. These devices operate at a shorter wavelength region, closest to the left
corner. Subwavelength gratings and photonic crystal-based devices (orange and blue,
respectively) were able to detect gases such as NH3 with a LOD down to 0.150 ppm and
are located at the back of the technology map due to high losses (non-reported propagation
losses were estimated based on the length of the used waveguide).

Figure 6. Technology map. A 3D plot of various representative sensing structures, categorized
according to their working wavelength l (x-axis), propagation losses αprop (y-axis), and LOD (z-axis).
Legend: strip/rib waveguides (strip/rib), suspended waveguides (SW), photonic crystal waveguides
(PCW), subwavelength gratings (SWG), clad waveguides used for WERS (WERS).

6. Outlook and Future Perspectives

With this work, we strove to provide a comprehensive review of on-chip waveguide-
based IR-absorption and Raman spectroscopy sensors for gas sensing. We discussed the
main components, including new and sophisticated waveguide designs, as well as the
latest advances in the domain of spectroscopic sensor integration.

From the IR absorption-sensing perspective, traditional simple rib and strip waveg-
uides have evolved in design and processing into self-standing designs, with a corre-
sponding increase in confinement factor from one digit to more than 100%. This dramatic
enhancement in confinement factors, together with transition to MIR wavelengths and
compatible nanophotonic components, brought the limit of detection down by several
orders of magnitude since the first waveguide-based sensor reports. In return, integrated
sensors capable of detecting small gas molecules below 10 ppm were reported (see Table 1).
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To reduce the limit of detection even further, slotted photonic crystals, capable of reduc-
ing the speed of light while maintaining a high air confinement factor, were proposed
and fabricated. Nevertheless, the performance is still limited by the high propagation
losses of the waveguides, allowing for only centimeter- or, in the case of photonic crystals,
millimeter-long pathlengths.

On another front, the use of enrichment cladding that is compatible with integrated
waveguide platforms showed promise for enhancing the sensitivity of WIRAS by the
selective absorption and up-concentration of volatile analytes. So far, cladding (applied
on WIRAS) has been only used to sample solvents in aqueous environments; however, no
restrictions exist to use them with gas matrices as long as the cladding remains transparent
within the wavelength range of interest. Further development will imply the use of
recognition sites in the cladding to boost the specificity and allow for the enrichment of
other gases than VOCs. Enrichment remains a challenging topic for small molecules and,
particularly, for gases with critical temperatures below room temperature, such as the
majority of greenhouse gases including methane and CO2. Some progress has been made
in this direction by developing composite cladding, with cage-like molecules as trapping
sites, but the specificity, the transparency, and the processing still need to be matched.

Waveguide-enhanced Raman spectroscopy greatly profits from the high intensity
of tightly confined guided modes and from Raman signal collection along the entire
waveguide length, increasing both the signal-to-noise ratio and the sensitivity. Nevertheless,
the limit of detection of air-clad sensors remains around 50,000 ppm in solution and could
not be applied to gases. In a quest to improve this figure, plasmonic structures coupled
to waveguides for the surface enhancement of Raman scattering (SERS) were tested, but
no great improvement in the performance was reported other than partial background
suppression. Only the use of enrichment cladding significantly pushed down the limit of
detection. Depending on the Raman cross-section values, the analyte and the cladding, the
LOD in a solution can drop down to parts-per-billion.

Comparing WIRAS and WERS, the weak Raman cross-section has limited the WERS
sensor performance in comparison with absorption spectroscopy. The absence of direct
gas sensing with air-clad waveguides in a Raman configuration and orders of magnitude
lower detection limits for absorption spectroscopy, even with the use of cladding, are a
direct consequence. The performance of waveguides for both techniques is still limited
by losses, while Raman sensors additionally require the careful selection of materials
to suppress the spurious Raman background. WERS sensors, however, have a certain
advantage over WIRAS for the detection of larger gas molecules, molecules in cladding, or
in liquid matrices. Namely, WERS offers the spectral coverage needed to capture the broad
spectral features of such analytes and maintain the sensor specificity. Another advantage of
WERS is its lower sensitivity to water interference, as Raman spectra typically overlap with
a water window spanning from 600 to 2600 cm–1, with a minor band at 1600 cm–1 [225].
Moreover, WERS systems operate in VIS-NIR, where the photonic materials and fabrication
processes are mature, and traditional cladding materials such as polymers or mesoporous
oxide films are transparent. In contrast, in WIRAS, strong MIR water absorption bands
must be avoided, e.g., by measurement at low pressure and between water absorption lines,
or water needs to be excluded by sample preconditioning or hydrophobic functionalization.
WIRAS waveguides are also subject to spurious absorption due to residual OH, NH
groups, or organic cladding, which is currently the major factor limiting their performance.
Finally, both WIRAS and WERS can handle small sample volumes in combination with
microfluidics, which is a major advantage of both techniques compared to the bulk systems.

At present, the miniaturization of WIRAS gas sensors is a large step forward ahead
of WERS, with the first systems integrating both laser, waveguide, and detector being
successfully demonstrated in both the NIR and MIR. The testing of such sensors in practical
applications, followed by commercialization efforts, is underway, and first reports on the
deployment of integrated absorption spectroscopic sensors within new platforms such as
networks or UAVs will likely emerge within a few years. WERS sensors are, on the other
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hand, more suitable for large-molecule detection and operation with enrichment cladding.
We expect an increasing number of works exploring chemical-spectroscopic detection using
such sensors, eventually translating into commercial applications in chemical, biological,
and biomedical research.
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Abstract: In this work, we present femtosecond laser cutting of microchannels in a nodeless an-
tiresonant hollow-core fiber (ARHCF). Due to its ability to guide light in an air core combined with
exceptional light-guiding properties, an ARHCF with a relatively non-complex structure has a high
application potential for laser-based gas detection. To improve the gas flow into the fiber core, a series
of 250 × 30 μm microchannels were reproducibly fabricated in the outer cladding of the ARHCF
directly above the gap between the cladding capillaries using a femtosecond laser. The execution time
of a single lateral cut for optimal process parameters was 7 min. It has been experimentally shown
that the implementation of 25 microchannels introduces low transmission losses of 0.17 dB (<0.01 dB
per single microchannel). The flexibility of the process in terms of the length of the performed
microchannel was experimentally demonstrated, which confirms the usefulness of the proposed
method. Furthermore, the performed experiments have indicated that the maximum bending radius
for the ARHCF, with the processed 100 μm long microchannel that did not introduce its breaking, is
15 cm.

Keywords: antiresonant hollow core fibers; femtosecond laser micromachining; microchannel fabri-
cation; microstructured fibers

1. Introduction

The main goal of laser-based gas spectroscopy research is the development of sensors
with high sensitivity and selectivity, preferably maintaining a non-complex design of their
setup [1–3]. According to the Beer–Lambert law, the detection ability of such sensors
depends mainly on the length of the interaction path between the light beam and the
measured gas molecules [4]. Hence, long optical paths implemented within the sensors
setup are highly desired, especially in the case of low-concentration (typically single
parts-per-million (ppm) or below—parts-per-billion (ppb) levels) gas molecules detection.
Usually, long optical paths are realized by bulk-optics-based multipass cells (MPCs) that
indeed fulfill this crucial requirement, however, at the expense of reduced stability of the
sensor due to possible opto-mechanical drifts and optical fringes contributing to the overall
noise level. Recent reports demonstrate the use of hollow-core fibers (HCFs), especially
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the relatively new type of such fibers, ARHCFs, as an alternative to sensors based on
MPCs [5–8]. A gas-filled ARHCF can form a versatile absorption cell characterized by a
small volume and can be tailored to a desired length with respect to the specific application.
The filling process of the ARHCF core with the target gas mixture can be realized by
either gas diffusion through both fiber ends or via specially designed gas cells located at
both fiber ends, through which the gas is delivered to the hollow core using overpressure.
The gas filling time can vary from several hours per meter for free gas diffusion [9,10]
to a few seconds for pressure-supported methods [11–13]. A purely diffusion-based gas
exchange approach is less complex; however, it significantly increases the response time
of an ARHCF-based gas sensor. On the other hand, the use of overpressure filling via
additional gas cells increases the sensor complexity and can negatively affect the long-term
stability of the sensor. Hence, an alternative solution that will enable noninvasive, simple,
and efficient gas filling of the ARHCF core is highly desired.

An alternative method of filling the ARHCF core with the target gas can be realized
via side incisions that allow direct access to the fiber air core along the entire length of
the fiber. This solution allows non-complex gas exchange without interfering with the
optical coupling at the fiber end facets [14]. Due to the fragility of the material, noncontact
processing methods are most often used. The most popular method is based on the usage
of a femtosecond (fs) laser. For example, a V-shaped hole was made in an HCF [15,16]
using the layer-by-layer scanning method. In [17], the researchers presented fabrication
of a side hole in an HCF using an fs laser, where the process was carried out in a fluid
with a matching refractive index to reduce the debris that is generated during the laser
ablation process. The fabrication of microchannels with the use of femtosecond laser pulses
introduces certain transmission losses, which mostly result from local damage of the fiber
structure or the presence of debris generated during laser ablation.

Another noncontact method used for the production of microchannels is based on the
use of a focused ion beam (FIB) as presented in [18,19] for which, due to lack of destructive
factors, no losses resulting from the fabrication of the microchannel were recorded. The
disadvantage of this method is the time required to process a single hole (~30 min for a
single hole with a diameter of 10 μm [19]). Furthermore, because of the limited space in
the FIB-based setup, it is impossible to process long (i.e., several meters) fibers in multiple
places, which is required for providing optimum gas filling conditions within the long
optical path provided by the fiber. For this reason, an attempt was made to find a way to
improve the quality of microchannels produced using laser micromachining.

The methods of microchannel realization using an fs laser presented in the literature
so far have introduced relatively high losses at the level of 0.45 dB per hole [20], and more.
The lowest loss of 0.35 dB per hole was recorded for a single microchannel made in an HCF
assisted by liquid [17]. These results are not satisfactory from the potential applications
viewpoint since in the case where a higher number of holes is required, the total losses
will effectively limit light propagation in such fiber. The most common cause of losses
are local modifications of the fiber structure due to laser ablation, leading to an increased
attenuation of the propagating light. An additional factor that increases losses is the debris
that is formed during the process and is deposited inside the fiber. Both of these factors
are the result of the non-optimized laser micromachining process used for modifying the
HCF structure.

In this work, we propose a new approach based on the use of the fs laser micromachin-
ing process, enabling damage-free and efficient processing of the outer cladding of nodeless
ARHCFs. To the best of our knowledge, this is the first attempt to utilize fs laser pulses
to access the air core of nodeless ARHCFs via side-drilled microchannels. The developed
process does not affect the cladding capillaries that define the low-loss guidance properties
of this particular fiber. Such a modification in the outer structure of the ARHFC fiber,
as shown in the literature [21–23], should not introduce additional transmission losses
since the outer cladding has a negligible impact on the light confinement in the air core.
With a properly optimized laser-micromachining process, the gap between the capillaries
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can be used to directly access the hollow region of the microstructured fiber. The key
element of the proposed method is the precision of laser processing and proper selection
of process parameters in order to significantly reduce the formation of the debris that can
accumulate in the air core of the fiber. Minimization of the debris is crucial as it significantly
influences the guidance properties of ARHCFs. Here, we will compare two approaches
of fabricating lateral channels in ARHCFs in terms of amount of debris, channel surface
quality, and processing time. The influence of the microchannel dimensions and bending
of the processed fiber will be experimentally verified.

2. Materials and Methods

2.1. Antiresonant Hollow-Core Fiber

The ARHCF used for the experiments was fabricated from high purity fused silica
glass (Suprasil F300) using the stack and draw technique [24]. The outer diameter of the
ARHCF was Da ~310 μm, and the thickness of the solid outer cladding was ts ~54 μm.
The hollow core of the ARHCF with a diameter of D ~87.6 μm was defined by the fiber
cladding consisting of seven non-touching, circular capillaries with a diameter of d ~54 μm.
The distance between the capillaries was between 10 and 12 μm, due to irregularities
during the drawing process. The ARHCF was covered with an acrylate polymer layer
with a thickness of ~120 μm to minimize mechanical damage factors. Figure 1 shows a
cross-section of the fiber used in the experiments (the polymer coating was removed for
the fiber cutting process).

 
Figure 1. Scanning Electron Micrograph (SEM) cross-sectional image of the ARHCF: (a) view of the ARHCF with an air core
of 87 μm and (b) view of the capillaries forming the fiber cladding.

According to the ARROW (Antiresonant Reflecting Optical Waveguiding) model [25],
the guided wavelength range in an ARHCF is mainly defined by the thickness of the
core-wall (capillary). For the fabricated fiber, the thickness of the core-wall was tc ~1 μm,
which enabled low-loss transmission of light in both near- (NIR) and mid-infrared (MIR)
spectral bands, in the vicinity of 1.5 and 3.34 μm, respectively [12].

2.2. Methodology

The method of fabricating the microchannels in the outer cladding of the fiber is
shown in Figure 2. The developed laser micromachining process allows for non-contact
and damage-free processing of the fragile fiber structure with the required high accuracy
and precision. At the point of impact of a high-energy fs laser beam, the material evaporates,
leading to the formation of a crater, the depth of which depends on the selected process
parameters, i.e., pulse duration, repetition rate, scan speed, pulse energy, and the number of
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consecutive scans across the processed area. The key element of the method was the precise
positioning of the fiber in such a way that the laser beam moved in the area between the
inner capillaries, which in our case were 10–12 μm apart. For this reason, it was necessary
to control the position of the fiber, which was realized using a CMOS (Complementary
Metal-Oxide-Semiconductor) camera and precise motorized XYZ translation stages and
theta rotation.

Figure 2. Methods used to process the lateral channels in the outer cladding of the ARHCF.

The critical point in the laser processing of such fibers is obtaining a contamination-
free microchannel in the outer cladding of the fiber. There is a risk of contamination of the
air core by debris generated during the process, which is composed of the glass material
that did not evaporate during the process. Any damage to the inner capillaries should also
be avoided, as it directly leads to local changes in the resonance properties of this fiber. For
this reason, the cutting process should be performed layer by layer so that debris does not
penetrate the core and no damage to the capillaries is present.

2.3. Experimental Setup and Procedure

The experiments were carried out using a TruMicro 2030 laser (Trumpf Laser GmbH,
Schramberg, Germany), generating fs pulses with adjustable duration from 270 fs to 20 ps,
at a wavelength of 1030 nm, an average power of 20 W, and adjustable repetition rate
from 200 kHz (100 μJ pulse energy) to 2 MHz (10 μJ pulse energy). Furthermore, the laser
has a built-in “pulse picker” that allows operation at selected frequencies (>1 kHz). In
order to develop the most effective way of making the lateral cuts in terms of quality and
time of implementation, two configurations of delivering the laser beam to the material
surface were investigated. In the first approach, shown in Figure 3a, the laser beam, after
passing through the beam expander, was directed to the biaxial galvanometer scanners
(model IntelliSCAN 14, ScanLab, Munich, Germany) controlled by the TruTops PFO soft-
ware (Trumpf Laser GmbH, Schramberg, Germany), which was used for fast and precise
positioning of the mirrors to deflect the laser beam. The beam (1/e2 diameter of 10 mm)
leaving the scanner was focused on the sample using an F-theta lens with a focal length
of f = 56 mm, producing a focused spot with 1/e2 diameter of ~12 μm. Galvanometer
scanners in combination with the F-theta lens allowed for rapid scanning of the surface
of the processed material (with speeds of m/s or greater), which significantly reduced
the time of the process. To ensure precise positioning of the ARHCF with respect to the
incident beam, the fiber was placed in a rotating holder (model CRM1, Thorlabs GmbH,
Bergkirchen, Germany) mounted on biaxial motorized stages (model 8MTF-102, Standa
Inc., Vilnius, Lithuania). Visual control of the process was achieved using a CMOS camera
(ALPHA1080 Series, Hangzhou, China).
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Figure 3. Schematic of the experimental setup for: (a) a system with galvanometer scanners and an F-theta lens and (b) a
moving field and an aspherical lens.

The second variant of laser micromachining is a system with a moving field of work as
depicted in Figure 3b, where the beam, after passing through the beam expander, is focused
on the fiber using an aspherical lens (model AL1210-B, Thorlabs GmbH, Bergkirchen,
Germany) with a focal length of 10 mm and NA = 0.55, providing a focused spot diameter.
~2 μm (1/e2). The fiber placed in a rotating holder (model CRM1, Thorlabs GmbH,
Bergkirchen, Germany) embedded in the platform was moved in relation to the incident
laser beam using precise motorized XYZ stages at a speed of ~1 mm/s. All three stages
were driven by linear motors on the X-Y (model 8MTF-102, Standa Inc., Vilnius, Lithuania),
Z axis (model 8MT175-50, Standa Inc., Vilnius, Lithuania), and the positioning resolution
for each axis was 0.31 μm. The advantage of this system is the possibility of using the
CMOS camera on the same axis as the laser beam, which enables real-time monitoring of
the laser ablation processes.

To effectively reduce the occurrence of debris in the laser treated area for both configu-
rations, experiments were conducted in a natural environment without the use of shielding
gases except for the transverse airflow used to remove ablation residues.

The research work began with the precise alignment of the fiber in relation to the
incident laser beam. For this purpose, a CMOS camera with a source of light transmitted
through the fiber, situated perpendicularly to the top layer of the fiber, and a rotating holder
were used. By focusing the camera on the surface of the inner capillaries and rotating
the fiber with the rotating holder, the tangent points of the inner capillaries to the outer
cladding were controlled so that their positions were on the same level. Thus, the space
between the capillary pair was centrally located just below the focus area of the laser beam,
as shown in Figure 2. In the next step, the location of the focus of the laser beam in relation
to the fiber surface was determined. This was achieved by intentionally positioning the
fiber far below the focal length of the lens and subsequently moving the fiber mounting
platform on the Z axis upward in 2.5 μm steps. During this process a single line scan
across the ARHCF was performed at low pulse energy, until the effects of laser ablation
were observed (polymer coating was locally mechanically removed using a scalpel before
the laser processing). After the location of the focal point was defined with respect to
the position of the fiber, subsequent experiments were conducted. The laser cutting is a
complex process dependent on several variable parameters related to both the laser source
(i.e., pulse energy, repetition rate, average power) and the process itself (e.g., scanning
speed, distance between lines—hatching, multiplicity of the process, or a change of the
lens focus position in relation to the material). We chose manufactured microchannels
with dimensions 250 × 30 μm, which we found to be optimal for the ARHCF used in the
experiments (due to the distance between the capillaries of ~12 μm as shown in Figure 1).
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In order to define the optimal parameters for the process of cutting a microchannel
and the pattern of scanning the surface, a series of systematic experiments were carried
out for each setup configuration. A summary of the individual parameters used during
the experiments is presented in Table 1. Additionally, we investigated the possibility to
remove the protective polymer layer from the fiber with the use of fs laser pulses for
both techniques.

Table 1. Laser and process parameters used for optimization of laser cutting of the microchannel.

Parameter F-theta Lens Aspheric Lens

Wavelength (nm) 1030

Pulse duration (fs) 270

Spot size (1/e2) (μm) ~12 ~2

Pulse Energy (μJ) 6–14 1–6

Repetition ratio (kHz) 20–1000 1–200

Speed (mm/s) 50–1000 0.5–5

Z move step (μm) 2.5–20 0.5–10

Number of cycles N 1 per step
× 10–× 50

1 per step
-

Hatching line (μm) 1–10 0.5–2.5

After laser treatment, the macroscale analysis of the quality of the microchannels
was performed using a digital microscope (model VHX 5000 Keyence, Osaka, Japan) with
transmitted light illumination of the sample. Detailed analysis was carried out using the
scanning electron microscope (SEM, model EVO MA 25, Zeiss, Oberkochen, Germany). To
minimize the charging effect, the fiber was coated with a ~5 nm gold layer using a sputter
coater (model Quorum Q150R ES, Lewes, UK). Moreover, the fiber was placed on top of a
conductive carbon strip attached to a grounded sample holder.

To investigate the influence of the fabricated microchannels on transmission losses
we used a custom-built difference frequency generation-based optical frequency comb
source (DFG COMB) operating within the fundamental transmission band of the fiber
(3.3–3.4 μm). The broadband comb source was coupled into the ARHCF, and the losses
were estimated by measuring the difference in the exiting optical power before and after
laser processing of the microchannels. Measurements were taken with the aid of a digital
optical power meter (PM100D with high-resolution thermal power sensors S401C, Thorlabs
GmbH, Bergkirchen, Germany). This setup was also used to measure the ARHCF bending
losses (see Section 3.3 for further details).

3. Results

Figure 4 presents the selected examples of laser cutting of microchannels in the solid
outer cladding of the ARHCF. Photographs of the fabricated microchannels were compared
in five sections according to different process parameters used during the laser ablation
process. The main criterion for assessing the laser cutting process was the quality of the cut
and the efficiency of the process. Qualitative analysis was carried out on the basis of the
number and size of microchannels, the occurrence of microcracks in the processing region
of the material and the amount of debris generated during the process. Comparison of the
quality of the laser-processed microchannels has indicated that the structures made with
the use of the F-theta lens are characterized by greater debris in the area of laser treatment,
both on the surface and in the air core of the ARHCF. On the other hand, the aspherical
lens-aided process introduced significantly less debris and provided a higher quality of
the machined features in the fiber structure. In addition, incisions made with the F-theta
lens exhibited microcracks that resulted from the generation of high stresses due to the
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interaction of the high-energy laser beam over a much larger area than in the process where
an aspherical lens was used. When analyzing the execution time for the microchannels
fabricated by using the F-theta lens, significantly shorter time was achieved (less than
one minute) as compared to the process completed using an aspherical lens, where the
average time of a laser cutting was in the range between 4 and 15 min per microchannel
(depending on the parameters used). Such large differences in the processing time resulted
from different diameters of the laser beam and the speed of the processes used.

 

Figure 4. Microscope photographs of microchannels fabricated with the aid of a laser using a
galvanometer scanner with an F-theta lens—F-theta and a setup based on a moving field and an
aspherical lens, AL. Results are presented for varying parameters: (a) pulse energy, (b) scanning
speed, (c) pulse repetition frequency, (d) different hatching lines, and (e) the Z-axis step of the beam
focus position.
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On the basis of the microscope photographs analysis, the process parameters giving the
best results are indicated in green. For the AL-based configuration the optimal parameters
were: pulse energy 2 μJ, speed 1 mm/s, repetition frequency 5 kHz, distance between
lines 1.25 μm (hatching) and increment along the Z axis with a 2.5 μm step. With these
parameters, a single microchannel was fabricated with dimensions equal to 250 × 30 μm in
7 min. For the F-theta configuration, the following parameters were found to be optimal:
pulse energy 10 μJ, speed 200 mm/s, repetition ratio 50 kHz, distance between lines 5 μm
(hatching) and increment in the Z axis with a step of 10 μm. The optimal parameters result
in a total processing time equal to 30 s. After optimization of the processing parameters,
both methods of fabricating the microchannels resulted in acceptable quality. The air core
of the ARHFC was exposed with the desired microchannel cross-section, no capillaries
were damaged, no microcracks in the outer cladding were present, and low accumulation
of debris was observed inside the fiber.

Figure 5 shows the results of the fabrication of the microchannels in the ARHCF using
both the AL and F-theta setup for the optimized parameters. In both cases, unobstructed
microchannels were created along their entire length. The SEM images shown in Figure 5b
clearly show that the AL approach delivers a superior overall quality of the fabricated
microchannels compared to the F-theta lens-based approach. It can be seen that the
amount of debris accumulated in the laser cutting area is negligible, and the edge of each
microchannel is very sharp with no visible chipping of the glass material. This is due to
the fact that the processing of materials using a small diameter laser beam (~2 μm 1/e2)
allows the material to be removed in a more controlled manner—layer by layer with a small
increment in the Z axis, however, at a cost of increased process duration. A microscope
photography of the fabricated microchannel taken with visible light illumination clearly
shows the differences in the quality of the fabricated features.

 

Figure 5. SEM images and microscope photographs of fabricated microchannels using fs laser pulses: (a) for the configura-
tion with the F-theta lens and (b) for the AL configuration.

Figure 6 shows the results of the experiments during which the microchannels were
fabricated without prior removal of the outer polymer layer. This approach eliminates
the requirement of stripping the polymer coating of the fiber using, e.g., a scalpel blade,
which is not straightforward and can easily damage the fiber, especially in the case when
several tens of meters long fiber need to be laser-processed in the middle of its length.
For both processing setups, the polymer layer was successfully laser-removed during the
process before ablating the glass-based outer clad of the fiber. This method of selective
laser removal of the polymer layer is superior when compared to preprocessing mechanical
removal from a larger, neighboring area. The laser-based method is ablating the polymer
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directly above the microchannel area, which does not weaken the overall structure of the
fiber as much as pre-processing removal of the fiber. The parameters used for polymer
removal with the fs laser were identical as those for the microchannel cutting, except that
for the AL method the number of steps on the Z-axis was increased to fully remove the
polymer layer. Analyzing the results obtained for the F-theta lens, a much more efficient
removal of the polymer was observed (Figure 6a) than for the AL system. This is a direct
result of using a larger beam, which resulted in evaporation of the material from a larger
surface for a single laser pulse. Moreover, it was observed that the exposure of the outer
optical cladding in a small area causes disturbance of the air flow used to remove the free
fractions of the debris from the site of interaction of the laser beam with the fiber (polymer
layer thickness ~120 μm), which is visible in the case of the AL technique (Figure 6b). As a
result, the debris that arose during the polymer coating removal was deposited in the crater
formed during laser cutting, effectively blocking the laser ablation process and directly
leading to the partial free-flow fabricated microchannel. The use of vertical air flow in this
case would mitigate the problem, but there is a risk of blowing the generated debris into
the ARHCF core, which would have a negative impact on the transmission properties of
the fiber, in the worst case causing severe losses. Therefore, the proposed solution to this
problem is based on material removal from a larger area to ensure improved external air
flow at the bottom of the microchannel being processed.

 
Figure 6. SEM images and microscope photographs of the polymer coating removal process and the laser microcutting of
the microchannel realized in one process: (a) with the F-theta configuration and (b) with the AL configuration.

3.1. Influence of Laser Microchannel Processing on the ARHCF Transmission Characteristic

To verify to what extent the fabricated microchannels affect the transmission proper-
ties of the ARHCF, an experiment was performed in which a set of microchannels were
manufactured with selected processing parameters. In this stage, a 30 m long ARHCF was
used and 5 sections with 5 microchannels each (250 × 30 μm) were manufactured. The
distance between the microchannels was 1 mm and the separation between the sections
was equal to 10 cm. A diagram of the experimental setup is presented in Figure 7a. A
custom-built DFG COMB was used as a broadband light source operating in the 3.3–3.4 μm
wavelength region, matching a part of the low-loss transmission band of the ARHCF. The
loss introduced by the fiber modification was calculated by comparing the optical power
delivered by the unprocessed fiber and the fiber with laser-machined microchannels. First,
the fiber-delivered power was measured for the ARHCF with 5 sections of microchannels
processed at its end. Subsequently, one section of the microchannels was cut off from
the fiber using a ceramic blade, and the measurement of the delivered optical power was
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performed again. This procedure was repeated for each section until the entire processed
part of the fiber was removed. Note that during the measurements the input light coupling
conditions were maintained the same for each step, so the average optical power of the
DFG COMB radiation coupled into the ARHCF core was constant. The results obtained are
presented in Figure 7b.

Figure 7. Influence of microchannel fabrication on transmission loss in the ARHCF for wavelengths 3.3–3.4 μm: (a)
experimental setup and (b) loss measurement calculated as a function of the number of microchannels.

The microchannels produced with the F-theta lens introduced significantly greater
transmission losses (black triangle) compared to the lateral cutting made with the aspherical
lens (red square). For example, for the 25 microchannels made with the F-theta lens, the
loss was 15.49 dB, while for the aspherical lens it was only 0.17 dB. Based on theoretical
calculations presented in [21–23], the introduction of lateral cuts in the outer cladding of the
nodeless ARHCF should not lead to significant transmission deterioration since the outer
cladding does not participate directly in guiding the light inside the core. To investigate
the cause of the increase in loss, a detailed analysis of the fabricated microchannels was
carried out.

Figure 8 shows photographs of randomly selected microchannels made with the aid
of the aspherical lens (Figure 8a,b) and the F-theta lens (Figure 8c,d). In both cases, the
microchannels were made in a region exactly above the free space between the inner
capillaries, without damaging their structure. The photographs taken with visible light
illumination show the presence of impurities inside the fiber within the manufactured
microchannels only in the case of using the F-theta lens approach. By analyzing the SEM
images of the fiber cross-sections (Figure 8b,d), we can conclude that for the microchannels
made with the use of an aspherical lens, only a low degree of impurities occurs in the space
between the outer cladding and the capillaries. For microchannels made with the F-theta
lens, the amount of impurities inside the fiber is much greater (Figure 8c,d). The formation
of large particles, which settle on the walls of the capillaries forming the core, is visible
not only in close proximity to the lateral cut, but they also displace into the inner section
of the air core, for example due to the pressure difference, which is shown in Figure 8c.
The presence of such large fractions leads to deterioration of transmission in the fiber, due
to scattering effects, attenuation of the glass particles at wavelengths longer than 2.5 μm
and as a result of influencing the ARHCF guiding mechanism, which is directly dependent
on the thickness of the capillaries. The formation of debris is directly related to the laser
ablation process, during which the material is removed by evaporation. The condensation
of vapors induced by the collision with cooler gas molecules from the environment leads
to the deposition of the debris in the vicinity of the laser beam or on the walls of the
formed crater. This leads to a deterioration in the effectiveness of laser ablation in the next
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cycle of the process [26–28]. Therefore, the increased amount of debris in the case of laser
processing with the F-theta lens results mainly from the processed surface area (due to the
relatively large focused spot size) from which the material is evaporated in a short time.
With this in mind, further experiments were performed using an aspherical lens for which;
due to almost an order of magnitude smaller focused beam diameter on the sample and
the speed of the process, the amount of debris was significantly reduced.

 

Figure 8. Images of microchannels processed in the ARHCF: (a) using an aspherical lens, (b) SEM
cross-sectional image with debris in the vicinity of the microchannel made using an aspherical lens,
(c) using the F-theta lens, and (d) SEM cross-sectional images with debris in the vicinity of the
microchannel made with the F-theta lens.

3.2. Influence of Microchannel Length on the ARHCF Transmission

To determine the usefulness of the proposed method for modifying the ARHCF
structure with the aid of the ultrafast laser micromachining process, we have investi-
gated the possibility of cutting long microchannels with a length of up to ~2 mm. Here,
35 microchannels were made at the output end of a 15 m-long ARHCF (the same fiber as
in the previous experiment) in 7 sections, each containing 5 microchannels with different
lengths and fixed widths equal to 30 μm. The distance between the sections was 10 cm and
the microchannels were separated by 1 mm. The polymer coating was removed locally,
mechanically using a scalpel prior to laser processing. All microchannels were made using
an aspherical lens for optimal process parameters, as defined at the beginning of this
section. Figure 9a,b shows fabricated microchannels with lengths of 0.1, 0.25, 0.5, 0.75, 1,
1.5 and 2 mm. The quality of the fabricated microchannels was at the same level regardless
of their length. In-depth analysis of the fabricated structures has shown that no damage
occurred to the internal capillaries that form the actual fiber cladding. The impact of a
microchannel length on the transmission properties of the ARHCF was determined using
a similar approach to that previously described in Section 3.1. The optical power at the
fiber output was measured after individual sections of the microchannels were cut off. The
results are plotted in Figure 9c. It can be seen that microchannels with a length below
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0.5 mm introduce very low transmission loss, not exceeding 0.1 dB. For microchannels
with lengths greater than 0.5 mm, an increase in light attenuation was observed. The higher
loss level observed in the case of longer microchannels was caused by the accumulation of
debris in the vicinity of the processing area, which was pushed into the core by the air flow
used to clean the processed region.

Figure 9. Additional loss of the ARHFC plotted as a function of the length of the microchannel: (a) view of a single section
containing 5 microchannels with a length of 0.25 mm, (b) microchannels with lengths equal to 0.1, 0.25, 0.5, 0.75, 1, 1.5, 2
mm, respectively, and (c) loss vs. microchannel length.

3.3. Bending Performance of the ARHCF with Manufactured Microchannels

From an application point of view, an interesting aspect is determining to what extent
the fabrication of lateral microchannels will affect the strength of the ARHCF and its
transmission. For this purpose, an ARHCF with a length of 1 m was laser processed in its
midsection to fabricate 5 microchannels with two different lengths of 100 and 250 μm and
a width of 30 μm. Microchannels were produced with the use of an AL configuration and
using the parameters defined at the beginning of Section 3. Figure 10a shows a schematic
of the measurement system, where the fiber was bent at radii equal to 10, 15, 20 and
25 cm. Microchannels did not change their location relative to the plane during the shift of
bending radius. The additional loss introduced by the modification of the fiber structure
was defined by comparing the optical power transmitted through an unprocessed fiber
and a fiber with the fabricated microchannels with different bending radiuses. The results
are shown in Figure 10b.

The performed experiments indicated that for a 100 μm long microchannel (blue
triangles), the bending-related loss is comparable to an unprocessed fiber for bending
radius in the range between 15 and 25 cm. When the bending radius was reduced to 10 cm,
a significant increase in loss (~9 dB) was observed, which was caused by a crack in the outer
optical cladding within one of the microchannels. For 250 μm long microchannels (red
dots), low-loss transmission was observed for a bending radius in the range of 20 to 25 cm.
The lower bending radius resulted in permanent damage (fracture) to the fiber directly in
one of the fabricated microchannels. This can be attributed to a significant weakening of
the ARHCF structure in the processing region.
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Figure 10. Bending loss of the ARHCF with microchannels: (a) schematic of the measurement setup and (b) results of
measurements plotted as a function of the bending radius.

4. Discussion

In this work, we have demonstrated the method of fabricating microchannels in
an ARHCF based on the laser ablation process. Conducting detailed research on the
strategy and process parameters allowed for reproducible fabrication of microchannels in
the ARHCF, which introduced relatively low losses (<0.01 dB for a single microchannel).
So far, in the literature, the lowest loss for a single microchannel made with an fs laser
on an HCF fiber was 0.35 dB [17]. In comparison, this result is over 35 times worse than
the result obtained using the method developed within our research. In another article, a
20 μm microchannel made by laser ablation introduced 1 dB loss [29]. In both cited cases,
the holes were made in the hollow-core photonic bandgap fiber (HC-PBG). Due to the
complex structure and the light-guiding mechanism in HC-PBG, during the fabrication of
microchannels interference in the structure of the fiber is inevitable through microdefects
that locally disturb the periodicity and symmetry of the fiber, leading to a deformation
of the PBG structure, and hence increase in the transmission loss of the fiber. Recently,
there was a report about the creation of a 150 μm long channel using an fs laser in a hollow
core negative curvature fiber (HC-NCF), which in its structure is similar to the fiber used
by us, however, its cladding structure is formed by a set of non-gapless capillaries. The
channel fabricated in the HC-NCF introduced a 0.45 dB loss, which mainly resulted from
the microdestruction of the cladding capillaries, which are responsible for confining the
light into the air core of the fiber. Table 2 summarizes the best results obtained for single
microchannels made in the laser ablation process in HCFs.

The fabrication of a microchannel that showed a low loss (<0.01 dB) partly results
from the relatively non-complex structure of the fiber used by us. The mechanism of light
guidance in ARHCF takes place within the air core limited by internal capillaries, and
interference with the outer cladding by the fabrication of microchannels of different lengths
does not have a significant impact on the optical performance of the fiber, which has already
been described in detail in [30]. In our case, the gap between the capillaries constituted
a natural part of the channel, for which it was not necessary to introduce changes to the
fiber structure. Therefore, the key element of the process was the precision of guiding the
laser beam so that, in the final stage of the implementation of the microchannel in the outer
cladding, the internal capillaries would not be accidentally damaged. The second important
factor was the amount of debris formed during the laser ablation process, which, after the
process was conducted, was found both outside and inside the ARHCF. It was possible to
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reduce the problem related to formed debris to some extent by means of an appropriate
correlation of the applied process parameters: scanning speed, radiation power and pulse
repetition rate, or spot size of the laser beam. An additional advantageous element was
the use of air blown parallel to the fiber plane during the process. In this way, the debris
generated during laser ablation was to some extent blown off the surface of the treated
fiber, without causing excessive accumulation and priming of the laser beam. Obtaining
low losses for single microchannels fabricated in the ARHCF allows us in future research to
use them in a greater number to significantly accelerate the diffusion of gas into its interior.

Table 2. Comparison of the losses induced by microchannels in HCFs.

Type of Fiber Microchannel Type
Loss

(Per Single Channel)
Ref.

HC-PBGF V-shaped microchannel 20 μm
diameter (on top cladding) 1 dB [29]

SC-HF V-shaped microchannel 20 μm
diameter (on top cladding) 0.5 dB [16]

HC-PBGF Hole diameter 1.5 μm
(on top cladding) 0.35 dB [17]

HC-NCF Slot x-axis—150 μm, y-axis across
the fiber 0.45 dB [20]

ARHCF Microchannel size x-axis—250 μm,
y-axis—30 μm 0.007 dB [this work]

In most of the works, the fabricated microchannels were realized for relatively short
sections of the fiber (up to several centimeters) and their analysis was limited only to the
losses they introduced without addressing the issue of weakening the fiber structure and
lowering mechanical resistance. In this work, it was shown that while maintaining precision
and limiting the amount of generated debris, it is possible to fabricate microchannels from
single μm to several mm. The height of the microchannels in this case was limited to the
free space between the capillaries, which was 10–12 μm at the narrowest point. In addition,
studies were carried out to determine to what extent the fabrication of microchannels
affects the strength of the fiber and bending resistance, which for potential applications in
the construction of long absorption cells or sensors is important in their miniaturization. It
has been proven that when bending is required, it will be more advantageous to fabricate
microchannels having a relatively short length, since they exhibit greater bending resistance
due to the shorter length of the fiber subjected to modification.

5. Conclusions

We have demonstrated an efficient method of producing microchannels in a nodeless
ARHCF using an fs laser. The development of optimal process parameters and a laser
cutting strategy allowed the fabrication of microchannels in the outer cladding of the
ARHCF without damaging the internal capillaries forming the antiresonant structure. The
key element of the proposed technology was to carry out the process in a way that allowed
us to minimize the formation of the debris that occurred during laser ablation. For a
single microchannel, there was a slight increase in transmission losses (<0.01 dB), which
is more than 35 times lower than reported so far [13]. Moreover, the implementation of
microchannels of different lengths did not cause a significant increase in losses, which
proves that in the case of ARHCF it is possible to make microchannels of any length,
provided that the fiber is precisely positioned in relation to the laser beam. Additionally,
it has been shown that making lateral incisions in the ARHCF weakens its mechanical
resistance to bending. Coiling of the fiber in a small diameter is possible only in the case
of short microchannels <0.1 mm, since for longer microchannels the bending forces can
fracture the ARHCF in the area subjected to laser modification. The presented work shows
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that the proposed micromachining process can be used to manufacture microchannels in
ARHCFs, thus allowing the construction of low-loss fiber-based absorption gas cells for
applications in laser-based gas sensing.
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Abstract: Broadband, high-resolution, heterodyne, mid-infrared absorption spectroscopy was per-
formed with a high-speed quantum cascade (QC) detector. By strictly reducing the device capacitance
and inductance via air-bridge wiring and a small mesa structure, a 3-dB frequency response over
20 GHz was obtained for the QC detector, which had a 4.6-μm peak wavelength response. In addition
to the high-speed, it exhibited low noise characteristics limited only by Johnson–Nyquist noise,
bias-free operation without cooling, and photoresponse linearity over a wide dynamic range. In the
detector characterization, the noise-equivalent power was 7.7 × 10−11 W/Hz1/2 at 4.6 μm, and it had
good photoresponse linearity up to 250 mW, with respect to the input light power. Broadband and
high-accuracy molecular spectroscopy based on heterodyne detection was demonstrated by means
of two distributed-feedback 4.5-μm QC lasers. Specifically, several nitrous oxide absorption lines
were acquired over a wavelength range of 0.8 cm−1 with the wide-band QC detector.

Keywords: mid-infrared; quantum cascade detector; high-speed operation; heterodyne detection;
high-resolution spectroscopy

1. Introduction

Quantum cascade (QC) photovoltaic infrared photodetectors are based on intersub-
band transitions of electrons [1,2]. Unlike quantum-well infrared photodetectors [3], the
active regions of QC detectors can be engineered with highly flexibility, as shown for
QC lasers [4]. Consequently, a variety of active region designs have been reported that
expand the operational wavelength range or improve the responsivity [5–7]. Hence, pho-
toresponses in QC detectors have been demonstrated from the near- to the far-infrared
wavelengths [8,9]. QC detectors also exhibit low-noise and high-speed. Due to their bias-
free operation, dark currents induced by external voltages are absent, which is important
for high detectivity without an elaborate cooling system. Regarding high-speed operation,
an electron transit time of less than 1 ps was substantiated in a near-infrared QC detector
by a time-resolved pump–probe measurement [10]. More recently, frequency responses of
several tens of gigahertz and picosecond response times have been demonstrated in the
mid-infrared (MIR) QC detectors [11,12]. The intrinsic short response times are determined
by high-speed electron transport via sub-picosecond intersubband scattering processes.
Low-noise, high-speed QC detectors could be key devices for high-speed MIR applications.

The MIR is a molecular finger print region and, thus, is very important in fundamental
science, medicine, and industry. A large number of unique and strong absorption lines
that correspond to fundamental vibrational modes for many molecules are in the MIR, and
they can be used to identify and quantify specific molecules. In particular, laser absorption
spectroscopy (LAS) in the MIR is a powerful tool for high-precision and high-sensitivity
molecular sensing because of the strong absorption of narrow-linewidth laser light [13–16].
Its most prominent application is the detection and identification of gas-phase molecules,
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because significantly high sensitivity can be obtained by long-range propagation of a
collimated beam in a gas. The atmospheric windows in the MIR enable environmental
measurements in free space [17,18]. As multiple absorption lines of several gases can
overlap in a specific spectral region, high-resolution, high-sensitivity broadband is always
required in LAS.

Heterodyne detection is an established technique to obtain high-resolution in LAS [19],
and by using a high-speed detector, broadband measurements can be achieved simulta-
neously. In the MIR application field, HgCdTe (MCT) detectors are the most widely used
photodetectors because of their high-responsivity and broad responsive wavelength cov-
ering a few micrometers [20], unlike that of QC detectors. However, in MCT detectors, a
high-speed operation of several tens gigahertz is difficult in principle and not adequate
for broadband heterodyne detection. On the other hand, the frequency range of a hetero-
dyne beat signal up to 20–30 GHz, the upper limit of practical processers, corresponds
to the wavelength tuning range of ~1 cm−1. In this point of view, the narrow response
spectrum of QC detectors is not concern for heterodyne spectroscopy and is a preferable
property to avoid background noises. Here, we demonstrate broadband heterodyne LAS
by using QC lasers and a QC detector over a spectral range centered at 4.5 μm. To enhance
the high speed of the QC detector, we reduced the parasitic capacitance and inductance
with air-bridge wiring and a small mesa structure for the thick active region constructed
from 90 cascade modules. A 3-dB cutoff frequency was measured for over 20 GHz, and
the wide-band frequency response guaranteed a 0.8 cm−1 broadband spectral range for
heterodyne spectroscopy. Several absorption lines of nitrous oxide (N2O) were observed
over the range 2220.59–2219.76 cm−1 with 5 MHz resolution.

2. Characterization of a Quantum Cascade Detector

A schematic of the conduction band of the QC detector with a coupled-quantum-well
design is shown in Figure 1a [7,11,21]. The response wavelength was determined by the
energy separation between levels 7 and 1 (E71 = 289 meV). An incident light that has an
energy corresponding to E71 associated with the electron excitation was absorbed. Due to
the asymmetric conduction-band potential, the excited electrons were transferred in a
preferential direction in line with the step-like energy levels formed in the sequential
quantum wells. In the coupled-quantum-well design, the center of the wavefunction
for the upper absorption level 7 was slightly shifted from that of level 1 to the thin well
side. Consequently, longer longitudinal optical phonon scattering times (τ71~3 ps) were
obtained, while the dipole length (d71~1.1 nm) remained almost unchanged. Additionally,
reverse currents caused by electron transitions from levels 6–4 to 1 were prevented by the
spatial separation via the thin well between the absorption and transport regions. As the
level 7 wavefunction extended to the transport region and overlapped with that of level 6,
photoexcited electrons could escape from the absorption region across the thin well and
thick barrier.

All of the layer structures consisting of 90 cascade modules were grown on a semi-
insulating InP substrate via metal–organic vapor-phase epitaxy. The wafer was processed
into a 25-μm-wide mesa stripe and cleaved to a 100-μm length. The cleaved facet was used
as the acceptance surface for strong absorption of the incident light propagating along the
stripe direction. Both the thick active region of the 90 cascade modules and the narrow
25 μm × 100 μm mesa were essential to reducing the parasitic capacitance. Furthermore,
to cut the device inductance, air-bridge wiring was used for electrical connection to the
signal-output electrode. The device capacitance was 0.19 pF, as determined with a C-meter
(4280A, Hewlett-Packard, Palo Alto, CA, USA), and the inductance was 0.21 nH, as cal-
culated from the geometry of the air-bridge wiring [11]. The 3-dB cutoff frequency was
estimated to be ~23 GHz, based on an equivalent circuit model, including the 1-ps ultimate
electron transition time across one cascade module [11]. The experimental confirmation of
the frequency response of the QC detector is shown later.
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Figure 1. (a) Schematic of the conduction band and moduli squared of the relevant wave-
functions of the quantum cascade detector. The In0.53Ga0.47As/In0.52Al0.48As layer sequence
of one period of the active regions, in angstroms, starting from the absorption well, is
44/25/9/40/13/33/14/36/15/28/25/27/28/30, where InAlAs barrier layers are in bold, InGaAs
quantum-well layers are in roman type, and the doped layer (Si, 4 × 1017 cm−3) is underlined.
(b) Photoresponse spectrum of the device measured without cooling. (c) Dark current–voltage
characteristics over the temperature range 220–300 K. (d) Arrhenius plot of the measured differential
resistance. The red line is the fit of the Arrhenius model, L = Aexp[Eact/kBT], where L is lifetime, A is
a constant, Eact is the activation energy, kB is Boltzmann’s constant, and T is the device temperature.

Figure 1b shows a response spectrum of the uncooled QC detector obtained with a
Fourier-transform infrared spectrometer (Nicolet 8700, Thermo Fisher Scientific, Waltham,
MA, USA). The peak response wavelength was 4.6 μm (2160 cm−1, 267 meV), and E71 was
less than the calculated value of 287 meV. The reason for this difference was because of the
insufficient band offset for the higher 7 and 8 energy levels. The energy difference for the
second peak, which appeared at a shorter wavelength region, was ~30 meV because of
weaker quantum confinement near the top of the barrier height. This difference between
design and experiment could be reduced by applying a strain-compensated condition in
the InGaAs/InAlAs or by using other wide-bandgap materials, as in shorter-wavelength
QC detectors [8,10].

The dark voltage–current characteristics measured at various temperatures over
220–300 K, with 20 K intervals, are shown in Figure 1c. An asymmetric behavior orig-
inating from the band structure was observed. Figure 1d is an Arrhenius plot of the
differential resistances at zero bias. The estimated activation energy of the device was
251 meV, which corresponded to the transition energy between E61 (264 meV) and E51
(228 meV). This indicated that the dark current induced by the transition from the ground
level 1 to the 5–2 levels in Figure 1a was suppressed in the coupled-quantum-well design.

81



Sensors 2021, 21, 5706

Figure 2a plots the output photocurrent as a function of the incident light power. The
incident light was the 2220 cm−1 continuous wave (CW) distributed-feedback QC laser
described below. The photoresponse exhibits good linearity with the incident light power
up to 250 mW; the slope derived from the linear fit was estimated to be 4.7 mA/W for
the specific wavelength of 2220 cm−1 (without compensation for the coupling losses from
the focusing lens, surface reflections of the optics, and the cleaved facet acceptance area
of the QC detector). Simultaneously, the peak responsivity at 2160 cm−1 was 5.7 mA/W,
determined from the ratio of the signal intensities between the two wavelengths in the
response spectrum in Figure 1b. Figure 2b plots the current noise power spectrum density
of the QC detector at room temperature, obtained with a low-noise current amplifier
(LCA-40K-100M, FEMTO, Berlin, Germany) and an audio analyzer (SR1, Stanford Research
Systems, Sunnyvale, CA, USA). At frequencies higher than 100 Hz, the measured flat noise
level matched the calculated Johnson–Nyquist noise level for an 89-kΩ device resistance.
Due to the excellent low noise in bias-free operation, the detectivity was improved despite the
low responsivity relative to other MIR detectors. The calculated noise-equivalent power was
7.7 × 10−11 W/Hz1/2, with a peak responsivity and flat noise level of 4.4 × 10−13 A/Hz1/2.

Figure 2. (a) Measured photocurrent vs. incident light power of the 2220-cm−1 distributed-feedback
quantum cascade (QC) laser. The measured results are plotted as square black dots, and the red line
is a linear fit. (b) Current noise power spectrum density of the QC detector at room temperature
(no cooling). The red dashed line indicates the Johnson–Nyquist noise level calculated from 4kBT/R,
where kB is Boltzmann’s constant, T is the device temperature, and R is the device resistance.

3. Broadband Heterodyne Spectroscopy

The high-speed QC detector was used to acquire broadband heterodyne absorption
spectra of N2O with the optical setup depicted in Figure 3. A heterodyne beat signal was
generated with two identical 4.5 μm distributed-feedback QC lasers (L12004-2209H-C,
HAMAMATSU PHOTONICS, Hamamatsu, Japan) [11,21,22]. The emissions from the
lasers were collimated with aspheric lenses and combined in a beam splitter for collinear
propagation and to focus on the acceptance surface of the QC detector via an optical
isolator (MESOS optical isolator, Electro-Optics Technology, Traverse City, MI, USA). For
use as a local oscillator, the wavelength of one QC laser (Fixed QC laser in Figure 3) was
stabilized at a locked heatsink temperature and a fixed injection current supplied by a low-
noise current driver (C16174-01, HAMAMATSU PHOTONICS, Hamamatsu, Japan). The
emission wavelength of the “Tuned-QC laser” (Figure 3) was modulated with a ramp wave
controlled by a function generator (FGX-2220, TEXIO, Yokohama, Japan). To observe narrow
N2O absorption lines, a multi-pass cell (2.4-PA, Infrared Analysis, Anaheim, CA, USA) with
a 2.4 m optical path length was used in the beam path of the tuned QC laser. The pressure
of the N2O enclosed in the multi-pass cell was controlled with a vacuum gauge (not shown
in Figure 3). The scanning beat signal was detected by the QC detector and accumulated
in the spectrum analyzer. The N2O absorption lines were observed as extinctions of the
signal intensity associated with the wavelength modulation.
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Figure 3. Schematic of heterodyne spectroscopy. FG: function generator, MPC: multi-pass cell,
CL: collimating lens (ZnSe, aspheric, working distance of 3 mm), PCL: plano-convex lens (CaF2, focal
length of 300 mm), FL: focusing lens (ZnSe, aspheric, working distance of 1 mm), BS: beam splitter,
OI: optical isolator, and SA: spectrum analyzer.

3.1. Control and Measurement of Beat Signals

Figure 4 shows the CW current–voltage–light output characteristics of the fixed and
tuned QC lasers measured at locked heatsink temperatures of 28 ◦C and 27 ◦C, respec-
tively. The temperatures were carefully determined for an expedient scanning range of
the heterodyne beat signal that included several N2O absorption lines, as described in the
next section.

Figure 4. Continuous-wave current–voltage–light output characteristics of (a) the fixed quantum
cascade (QC) laser operated at the heatsink temperature of 28 ◦C and (b) the tuned QC laser operated
at the heatsink temperature of 27 ◦C.

The injection current of the fixed QC laser was set to 625 mA to maintain the 2220.6 cm−1

emission wavelength, as shown in Figure 5a, where the Fourier-transform infrared spec-
trum was calibrated with a N2O absorption line. To generate a wide-band beat signal, the
injection current of the tuned QC laser was varied in a mode-hop-free manner, as exhibited
in Figure 5a,b. The frequency of the heterodyne beat signal was tuned from 40 MHz to
26 GHz by varying the injection current of the tuned QC laser over the range 407–494 mA.
The frequency of the heterodyne beat signal could be calculated from the difference in
wavelengths of the fixed and tuned QC lasers. In Figure 5b, the beat frequency was
thus calculated from the fixed and the varied wavelengths for a certain injection current,
with good agreement with the measured beat frequencies. Hence, broadband heterodyne
spectroscopy could be performed with the well-controlled beat signal over 25 GHz.
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Figure 5. Emission wavelengths of the quantum cascade (QC) lasers and the frequency of the
generated beat signal. (a) The spectra of the QC lasers depend on the injection current. The upper
spectrum corresponds to the fixed QC laser with a fixed current of 625 mA, and the lower spectra
correspond to the current-tuned QC laser. (b) The beat frequency (red square dots) measured with
a QC detector and spectrum analyzer. The red line is a prediction of the beat frequency calculated
from the wavelength difference of the fixed (dashed line) and tuned QC lasers (blue square dots).
The blue line is the fit.

The frequency response of the QC detector shown in Figure 6 was measured with the
heterodyne setup (Figure 3), without the multi-pass cell, and recorded in the max-hold trace
mode of the spectrum analyzer (N9000B, KEYSIGHT TECHNOLOGIES, Santa Rosa, CA, USA).
The result was normalized at 0 dB by using the average of the data below 3 GHz, and the
signal level was maintained over 35 dB for the entire the frequency range. The theoretical
curve based on an equivalent circuit model [11] is also exhibited in Figure 6. Due to the
reductions in the parasitic capacitance and inductance, a 3-dB cutoff frequency over 20 GHz
was confirmed. The experimental data differed with the theoretical curve at around 25 GHz
because of a small impedance mismatch between the device and the measurement system
in the high-frequency range. Such a behavior of the frequency response was possible to
clear up with measurements over 30 GHz; however, this was limited by our instrument.
The optimization of a QC detector for radio-frequency operation was reported in Ref. [12],
where a well-designed coplanar waveguide was used to match the 50 Ω impedance, and
no noticeable artifacts appeared in the frequency response up to 50 GHz. However, for
broadband heterodyne spectroscopy, the variation of the beat signal intensity up to 25 GHz
can be regarded as within the 3-dB cutoff.

3.2. Observation of N2O Absorption Lines

Broadband heterodyne absorption spectroscopy of N2O was demonstrated by adding
50 Pa of N2O to the multi-pass cell. To reduce the data volume, the spectral acquisition was
performed over three separate frequency regions that could be covered with the tuned QC
laser while the wavelength of the fixed QC laser was constant. Each measurement region
had a 2 GHz width and a 5 MHz resolution bandwidth (they are arbitrarily conditions
specified with the spectrum analyzer), and the absorption spectra were recorded for four
minutes in the max-hold trace mode of the spectrum analyzer. During data accumulation,
the wavelength of the tuned QC laser was repeatedly modulated with the ramp current
pulse at a 1 kHz repetition rate and an amplitude of 4 mA for the wavelength sweep.
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Figure 6. Frequency response of the quantum cascade (QC) detector observed in heterodyne beat
measurement. The black dots are experimental data obtained by using the max-hold trace mode of the
spectrum analyzer. The red curve is a theoretical prediction of the frequency response using the mea-
sured capacitance of 0.19 pF, the calculated inductance of 0.21 nH, and the input impedance of 50 Ω.

Figure 7 plots the heterodyne spectroscopy of the N2O absorption lines. Figure 7a
shows the entire measurement range, while Figure 7b–d were enlarged spectra. Each
absorption signal was extracted by using the background obtained with the empty multi-
pass cell. The black dots and red lines correspond to the experimental and calculated results,
respectively (SpectraPlot [23,24]), where both were normalized by maximum values around
2220.4 cm−1. The experimental absorption strengths, peak positions, and spectral widths
in the three spectra agree well with the calculations in the spectral range of ~0.8 cm−1.

Figure 7. N2O absorption lines observed with broadband heterodyne spectroscopy. The experimental data are dots, and the
red lines are calculated absorptions of N2O based on SpectraPlot. The experimental and calculated spectra were normalized
by maximum values in the determining areas. (a) Entire frequency range. (b–d) Enlarged absorption spectra corresponding
to the beat frequency domains of 0.78–1.98 GHz, 6.47–7.67 GHz, and 23.1–24.3 GHz, respectively.
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4. Discussion

The operational bandwidth of the QC detector was theoretically predicted to be
greater than 150 GHz [11] because of the picosecond electron transit times in the QC
structures [25,26]. Here, the QC detector response speed was limited by the parasitic
capacitance and circuit inductance. Further improvement is required while maintaining the
responsivity. The normal incidence schemes have the potential to overcome this challenge
by simultaneously enlarging the acceptance area and reducing the capacitance with a
smaller device structure [27–30]. Furthermore, this approach would resolve the polarization
dependency of the photoresponse and would make it possible to realize an arrayed QC
detector for imaging [31]. However, MIR point-detectors with operational bandwidths
of several tens gigahertz are expected to enable innovative technologies. One example
would be high-speed spectroscopy [32], based on the strong molecular interaction with MIR
light, especially for spectroscopic analysis of instantaneous and non-invertible phenomena,
such as explosions, combustion, or chemical reactions. Another example would be free
space optical communications that take advantage of the low propagation losses of MIR
due to weak absorption in the atmospheric window, and low Rayleigh scattering relative
to that in the visible and near-infrared regions [33,34]. QC detectors are highly suitable
receivers for any device that requires high-speed communications because they do not
consume any power.

Here, broadband heterodyne spectroscopy was demonstrated by using the wide-
band QC detector. Although the data acquisition was performed over three separate
spectral regions, the entire 1 cm−1 tuning range was continuously covered by using a
large modulation amplitude for the QC laser injection current and by using optimal
resolution. The resolution bandwidth could be optimized for increased resolution and
shorter measurement times. Here, they were specified at 5 MHz and 4 min, respectively.

The heterodyne optical system of QC lasers and detectors was a compact spectroscopic
module [35,36] for broadband high-resolution gas sensing in cases where absorption lines of
several gases are mixed. By combining broadband tunable QC lasers in a CW mode, such as
an external cavity configuration [37–40], for signal and local oscillators, the observable
spectral range could be significantly extended [41]. Broadband heterodyne detection would
also be essential for absolute frequency determinations when MIR optical frequency combs
are used [42]. Wide-band QC detectors and their use in broadband heterodyne optical
systems have much potential to expand the application of the MIR spectroscopy.

5. Conclusions

High-speed operation with a 3-dB bandwidth over 20 GHz was realized in an uncooled
QC detector with a 4.6-μm peak response. This was accomplished by reducing the parasitic
capacitance and circuit inductance with a narrow 25 μm × 100 μm ridge-mesa structure,
a thick active region of 90 cascade modules, and air-bridge wiring. A noise-equivalent
power of 7.7 × 10−11 W/Hz1/2 was obtained with a peak responsivity of 5.7 mA/W, and a
flat noise level of 4.4 × 10−13 A/Hz1/2. By using the high-speed QC detector, a broadband
heterodyne absorption spectrum of N2O was obtained over the range of ~0.8 cm−1, with a
resolution bandwidth of 5 MHz. The absorption strengths, spectral positions, and spectral
widths of the absorption lines were in good agreement with the calculations. In future,
a compact high-resolution broadband spectroscopic module could be realized with a
heterodyne system incorporating QC lasers and detectors.
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Abstract: Refractometry is a powerful technique for pressure assessments that, due to the recent
redefinition of the SI system, also offers a new route to realizing the SI unit of pressure, the Pascal. Gas
modulation refractometry (GAMOR) is a methodology that has demonstrated an outstanding ability
to mitigate the influences of drifts and fluctuations, leading to long-term precision in the 10−7 region.
However, its short-term performance, which is of importance for a variety of applications, has
not yet been scrutinized. To assess this, we investigated the short-term performance (in terms of
precision) of two similar, but independent, dual Fabry–Perot cavity refractometers utilizing the
GAMOR methodology. Both systems assessed the same pressure produced by a dead weight piston
gauge. That way, their short-term responses were assessed without being compromised by any
pressure fluctuations produced by the piston gauge or the gas delivery system. We found that the
two refractometer systems have a significantly higher degree of concordance (in the 10−8 range at
1 s) than what either of them has with the piston gauge. This shows that the refractometry systems
under scrutiny are capable of assessing rapidly varying pressures (with bandwidths up to 2 Hz) with
precision in the 10−8 range.

Keywords: refractometry; pressure; short-term performance; Fabry–Perot cavity; gas modulation;
modulation techniques; metrology

1. Introduction

Refractometry is a powerful technique for assessing gas pressure. It is based upon
measuring, by optical means, the change in refractive index in a measurement compartment
as gas is let into it. From the change in refractive index, under the condition that the
molar polarizability (and higher order refractive virial coefficients) of the gas is known,
the change in gas density can be calculated. From this, provided that the gas temperature is
known, the pressure can be assessed by utilizing an equation of state. Moreover, since the
Boltzmann constant was given a fixed value (i.e., without uncertainty) in the 2019 revision
of the SI system of units [? ], refractometry also offers a new and independent route to
realizing the SI unit of pressure, i.e., the Pascal [? ]. These exciting prospects have spurred
a significant increase of interest within the field of refractometry. Work to explore and
utilize the potential of optical methods for assessing the molar density and pressure of gas
presently takes place at several national metrology institutes and universities [? ? ? ? ? ? ?

? ].
Besides being a potential primary method for measuring the Pascal, the technology

also has several other highly interesting properties and advantages. As optical measure-
ments do not utilize any mechanical actuators, the highest pressures that can be measured
tend to be limited by the gas handling system used. The lowest pressure shifts that can be
resolved are in turn limited by the laser locking. In practical terms, the dynamic range can
be as high as eight orders of magnitude, typically covering the range from 1 mPa to 100 kPa.
As optical measurements are performed by measuring changes in frequency, which can

Sensors 2021, 21, 6272. https://doi.org/10.3390/s21186272 https://www.mdpi.com/journal/sensors
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be measured swiftly and continuously with high accuracy, these systems can also be de-
signed to give measurements of pressure with high time resolution. In practice, while
the long-term performance is given by the stability of the cavity spacer, the time reso-
lution and short-term performance are given by the acquisition rate and stability of the
frequency counter. This combination of an extraordinary large dynamic range and a fast
response facilitate accurate assessments of large pressure shifts with short settling times.
Such measurements can be used to characterize pressure sensors, resolve the differences
between sensor responses and actual pressure changes, study rapidly changing pressures,
and investigate processes giving rise to such.

The best performing refractometers are based on Fabry–Perot (FP) cavities, where
a laser is used to probe the frequency of a longitudinal cavity mode [? ? ? ? ? ? ? ?

? ? ? ]. By measuring the change in frequency between an empty (evacuated) and a
gas-filled cavity, the refractivity can be assessed, from which the molar density and the
pressure can be calculated. However, since such measurements cannot distinguish changes
in refractivity of a gas from drifts in the physical length of the cavity, the most sophisticated
FP refractometers utilize a dual FP cavity (DFPC) design in which one cavity acts as the
measurement cavity and the other as a reference. This eliminates common-mode drifts
in the cavity spacer caused by aging, temperature drifts, mechanical stress, etc. However,
since the two cavities in a DFPC can drift dissimilarly, extraordinarily stable conditions
are still required to achieve optimal performance. For a 15 cm long cavity, a drift in
length of 1 pm gives rise to a shift in the assessed pressure of nitrogen of 2.5 mPa. As a
means to remedy this, we developed a measurement methodology denoted gas modulation
refractometry (GAMOR) [? ? ? ? ? ].

The GAMOR methodology is based on repeated measurements performed on a rela-
tively short timescale (typically using gas filling and evacuating cycles of 100 s) combined
with an interpolation procedure in which the empty measurement cavity response is taken
as the interpolated value of two such measurements—one taken just before and one di-
rectly after the filled measurement cavity measurement. That way, the influences of both
long-term drifts and various types of fluctuations can be strongly suppressed [? ? ? ]. Fur-
thermore, the influences of leaks and outgassing in the reference cavity can automatically
be corrected for.

In order to perform high accuracy refractometry based on the GAMOR principle, care
needs to be taken regarding the construction of the refractometers. To enable repeated
filling and emptying of gas on relatively short time scales without introducing excessive
amounts of PV work, cavities with small volumes have been implemented (<5 cm3) [? ? ].
The cavity spacers in these works were made from Invar which has both higher thermal
conductivity and a larger volumetric heat capacity than commonly used glass materials
(Zerodur and ULE glass).

This does not only eliminate any possible heat islands in the system; it also facilitates
the assessment of gas temperature, which is performed by measurement of the temperature
of the cavity spacer by the use of temperature probes placed in drilled holes in, or in
direct contact with, the spacer. The use of Invar also eliminates effects of gas permeation
which have been reported for ULE glass [? ? ]. Furthermore, to allow for fully automatic
operation with sturdy laser locking and automated mode jumps, systems based on rugged
narrow-banded fiber lasers working in the near IR (NIR) communication region (around
1.55 μm) have been used [? ].

This has lead to instrumentation that is capable of providing measurements with
precision in the sub-ppm (sub-parts-per-million or sub-10−6) range [? ? ? ? ]. By then also
using well-calibrated temperature sensors and accurately assessed molecular parameters
(molar polarizabilties and virial coefficients), the systems can demonstrate good accuracy.
Such a system, denoted the stationary optical pascal (SOP), was recently characterized
in terms of its ability to realize the Pascal [? ]. It was found that its uncertainty was
[(10 mPa)2 + (10 × 10−6P)2]1/2, mainly limited by the uncertainty in the molar polarizabil-
ity of nitrogen (8 ppm) [? ].
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To assess the ability to realize a transportable refractometer, a similar system, denoted
the transportable optical pascal (TOP), was recently developed and characterized. It
was found that its uncertainty was [(16 mPa)2 + (28 × 10−6P)2]1/2, mainly limited by the
uncertainty of the temperature probes used for assessment of the temperature (26 ppm) [? ].

As was alluded to above, to make viable assessments of large pressure shifts with short
settling times, which is needed for a number of applications, it is of importance that the
system has a fast response. Although several types of refractometers have been scrutinized
over the years [? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ], virtually none of them has yet been as-
sessed with respect to its short-term behavior. Access to two GAMOR-based refractometer
systems allows for scrutiny of the short-term behavior of GAMOR-based refractometry in
more detail. By comparing two fully independent GAMOR-based refractometer systems
(the aforementioned SOP and TOP systems) connected to the same gas system, whose
pressure was set by a dead weight piston gauge (DWPG), their short-term performances
could be scrutinized in some detail. As the refractometers were completely independent,
it could be concluded that deviations that are common to both systems are not inherent
to one or the other refractometer, but rather the DWPG and/or the gas handling system.
Thereby, we could ascertain the precision of the refractometers without any influence from
the DWPG or gas handling system. Indeed, we assessed the short-term performances of
two independent gas modulated refractometers regarding their ability to assess pressure.
It was found that the refractometers can provide short-term precision on the 1 s time
scale of 3 × 10−8, which is one order of magnitude better than the corresponding stability
of the pressure provided by the DWPG. This opens up a number of novel applications
for refractometry.

Although the SOP refractometer previously has been well described [? ? ], the TOP sys-
tem has not. This system, including its construction and various components, is therefore
described in some detail here. In addition, the theoretical model used for the evaluation of
the data gathered is provided.

2. Theory

2.1. Refractivity

As has previously been outlined [? ], each DFPC refractometer addresses the empty
cavity mode q01 or q02 with light of frequency ν01 or ν02, respectively. The beat frequency
between the two lasers, f , which is the measured entity, is given by the difference between
the two laser frequencies, defined as | ν1 − ν2 |. Since the lasers have a limited tuning
range, automatic mode jumps will take place when the change in pressure becomes large.
This implies that f is a non-monotonic (i.e., a wrapped) function. It is therefore convenient
to define an unwrapped beat frequency as

fUW = ± f −
(

Δq1

q01
ν01 −

Δq2

q02
ν02

)
, (1)

where Δq1 and Δq2, counted from q01 and q02, are the mode jumps and where the ± sign
refers to the cases when ν1 > ν2 and ν1 < ν2.

The refractivity can then be expressed as a function of the shift of the unwrapped
beat frequency when gas is let out of (or into) the measurement cavity, Δ fUW . As has been
shown recently [? ], while denoting the measurement cavity as m, the refractivity can be
expressed as a function of the unwrapped beat frequency when GAMOR is used as

n − 1 =
| Δ fUW | /v0m

1− | Δ fUW | /v0m + Δqm/q0m + εm
, (2)

where εm is a deformation parameter comprising the refractivity-normalized relative
difference in lengths of the two cavities due to pressurization, given by [(δL/L0)m −
(δL/L0)r]/(n − 1), where (δL/L0)m and (δL/L0)r are the relative changes in length of the
measurement and reference cavities when the measurement cavity is pressurized [? ? ? ].

91



Sensors 2021, 21, 6272

It is worth noting that εm can be assessed with high accuracy by a methodology developed
by Zakrisson et al. [? ].

In Equation (2) the influences of the mirror dispersion and the finite penetration depth
of the mirrors have been neglected. The former since the systems in this work use light in
the communication band (around 1.55 μm), for which there are mirrors with a minimum of
(linear) dispersion. The latter since the effect is smaller than the uncertainty of the molar
polarizability of the gas [? ? ].

2.2. Molar Density

For pressures below one atmosphere, the molar density can be calculated by assessing
the refractive index and using the extended Lorentz–Lorenz equation

ρ =
2

3AR
(n − 1)[1 + bn−1(n − 1)], (3)

where AR and bn−1 are the molar dynamic polarizability [? ? ]. The latter is given by
−(1 + 4BR/A2

R)/6, where, in turn, BR is the second refractivity virial coefficient in the
Lorentz–Lorenz Equation [? ? ? ].

2.3. Pressure

The molar density can then be used to assess the pressure as

P = RTρ[1 + Bρ(T)ρ], (4)

where R is the ideal gas constant, T is the temperature of the gas, and Bρ(T) is the second
density virial coefficient.

For more detailed theoretical descriptions of the Lorentz–Lorenz equation and the
equation of state, and for expressions valid for higher pressures, the reader is referred to
the literature, e.g., [? ? ? ? ? ? ? ? ].

2.4. Molecular Data

In this work, all assessments were performed on nitrogen. Table 1 provides informa-
tion about the relevant gas constants for nitrogen, AR, bn−1, and Bρ.

Table 1. Gas coefficients for N2 at 302.91 K and 1550.14 nm.

Coefficients Value (k = 2) Reference

AR 4.396549(34) × 10−6 m3/mol [? ? ]
bn−1 −0.195(7) [? ? ]
Bρ −4.00(24) × 10−6 m3/mol [? ? ]

2.5. Set Pressure of the DWPG

In this work a DWPG was used to provide a pressure by loading a known mass on a
piston-cylinder ensemble with a known area. The pressure was calculated as

PDW =
(mp + ∑i mi)g · cos(θ)
Ae f f [1 + α(Tp − Tre f )]

+ Phood, (5)

where mp is the mass of the piston, mi is the mass of the individual weights, g is the local
gravity, θ is the angle between the piston cylinder assembly and the gravity vector, Ae f f
is the effective area of the piston at the temperature Tre f , α is the combined temperature
expansion of the piston and cylinder, Tp is the measured temperature, and Phood is the hood
pressure [? ].
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3. Experimental Setup

3.1. The Dual Refractometry System Used in This Work

To demonstrate the short-term performance of GAMOR based refractometry, two fully
independent Invar-based DFPC refractometers, the aforementioned SOP and TOP, were
connected to a DWPG. Figure ?? shows a picture of the experimental setup. While the
SOP was firmly placed on an optical table (placed in the rightmost box on the optical table,
in the center of the figure), the TOP is designed to fit in a 19-inch transportable rack (the
standalone unit to the right). They were both connected to a DWPG (placed in the leftmost
box on the optical table).

Figure 1. The dual refractometry system scrutinized in this work. It consists of three main com-
ponents: the SOP (the system in the rightmost box on the optical table); the TOP-refractometer
(the standalone system to the right); and the DWPG (the system in the leftmost box on the optical
table). In addition to this, it comprises a common gas supply (seen between the SOP and DWPG
boxes), a common vacuum system (not in the figure), a computer (for control and data acquisition),
and various electronics—for the SOP, partly seen on the shelves, and for the TOP, in the rack. In the
bottom part of the figure, a schematic showing the subsystems of the two refractometers and their
connection to the DWPG is presented. The blue gas line represents the gas pressure under assessment
and the red circles within the DFPCs represent evacuated cavities.

The two refractometry systems are virtually identical in terms of optical and electronic
components, including the FP-cavity ensemble. As shown in the schematics above, each
system has its own gas handling system; optics (including lasers, electro-optics, passive
optics, and locking electronics); and data acquisition and digital control in the form of
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digital to analogue converter (DAQ) modules and a computer. However, they differ when
it comes to the means by which they assess the gas temperature: while the SOP system
uses a thermocouple that refers to a miniature fixed point gallium cell to measure the
spacer temperature [? ], the TOP system assesses it through the use of calibrated Pt-100
sensors. Normally, when working individually, the two refractometry systems use their
own designated gas supplies and vacuum systems. In this work, however, they were
connected to a common gas supply and vacuum system.

3.2. The TOP Refractometer

While the construction of the SOP, and the role of its various comprised parts, have
previously been described in some detail in the literature [? ? ], those of the TOP have
not. Therefore, we describe those in more detail here. As is shown in Figure ??, the TOP
refractometer system was built within a 19-inch transportable rack. For sturdy transporta-
tion and best serviceability, the system has been divided into a number of subsystems.
From top to bottom, they comprise a top unit (denoted the cavity unit) and seven subrack
enclosures, denoted the modules (A–G), comprising a number of separate mechanical,
optical, and electrical entities that play the same role in the system as the corresponding
parts do in the SOP system [? ? ].

The cavity unit consists of a 60 × 60 cm breadboard that is firmly attached to the top of
the rack. The DFPC Invar spacer sits at the center of this breadboard within an aluminum
enclosure (oven) that is temperature controlled by four Peltier elements. The breadboard is,
in turn, temperature regulated by a heat mat placed under it. Mounted to the breadboard,
surrounding all components in this unit, there is a 60 × 60 × 25 cm aluminum framework
with thermally isolated walls (shown in the figure).

Four pneumatic valves, used to control the flow of gas into and out of each cavity, are
attached to the top of the oven. As is further described in Section ??, two of these valves
(denoted VT.1 and VT.3) are connected to the gas supply unit, and two (VT.2 and VT.4) are
connected to a turbo pump. To provide an assessment of the reference pressure, a pressure
gauge (denoted GT.2 in Section ??) is mounted on the turbo line (in close proximity to the
reference cavity).

The cavity unit also contains customized fiber collimators that mode match the light
from the lasers into the cavities; mirrors that direct the light; and detectors (Thorlabs,
PDA50B-EC), placed behind each cavity, that detect the light transmitted on resonance.

Module A comprises the gas inlet system, consisting of a mass flow controller and
an electronic pressure controller (denoted MFC and EPC in Section ??, respectively) that
provide a continuous flushing of gas and regulation of the pressure; and a pressure gauge,
GT.1, that provides a rough assessment of the pressure under scrutiny. It also contains a
four slot compact DAC (CompactDAQ, National Instruments, cDAQ-9174) that holds an
analogue input module (National Instruments, NI-9215) to monitor the feedback voltages
sent to the lasers; a temperature input module (National instruments, NI-9216) to measure
the Pt-100 readings; a voltage output module (National Instruments, NI-9263) to give feed
back to the Peltier drivers; and a digital output module (National Instruments, NI-9474) to
control the pilot valves (which also resides in Module A). The front panel is equipped with
a VCR port to connect the device to be scrutinized by the TOP (the device under test, DUT).

The rear panel is equipped with 230, 24, and 12 V power supply inputs (in the leftmost
part of the figure). Above these, there are two USB connectors to the cDAQ and the
MFC/EPCs. At the center there are eight push-in 6 mm pneumatic fittings to provide
pressurized air to the seven pilot valves and the gas to the supply unit. Above these, there
are three D-sub connectors, which are used to connect the high pressure gauge to the
vacuum gauge controller (Oerlikon-Leybold, Graphix Three); the cDAQ with the Peltier
driver; and a fill pressure relay with the gas filling valve. In the rightmost part of this panel
there are two gas connectors: one VCR that is connected to the valve system inside the
cavity unit at the top of the rack, and one Swagelok connector that can be used for rough
pumping of the gas system.
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Figure 2. The TOP system seen from the front and rear. All lasers, electronics, and gas connections
are placed within a 19-inch rack. On top of the rack, there is a 60 × 60 × 25 cm encapsulated box
(denoted the cavity unit) that contains, as its base, an optical breadboard, on which the Invar-based
DFPC is placed (in turn, encapsulated in an aluminum enclosure, denoted the “oven”). This unit also
comprises four pneumatic valves that control the filling and emptying of gas in the cavity during
the GAMOR-cycles (as can be seen in Figure ??, placed on top of the oven); and collimators, mirrors,
and detectors that couple light into the cavities and measure the transmittance. The rack contains
thereafter, from the top to the bottom, seven modules, denoted A–G, containing vacuum connectors,
a communication hub, fiber-optics, a frequency counter, two fiber lasers, and locking electronics.
The rack stands on four wheels that allow the system to be easily moved within the laboratory.

Module B contains most of the optics, passive fiber optical components (e.g., circulators
and isolators), and opto-electronics. The leftmost part of the front panel comprises the
output from the beat detector and the input for the fibers from the lasers. The light that
enters via the fibers is coupled into acousto optic modulators (AOM, AA Opto-Electronic,
MT110-IR25-3FIO), after which it is coupled into 90/10 splitters. The light in the 10%
outputs of the two splitters is coupled to the beat detector (Thorlabs, PDA8GS) via a
50/50 combiner. The light in the 90% outputs is coupled into electro-optic modulators
(EOM, General Photonics, LPM-001-15) for the production of sidebands for the Pound–
Drever–Hall locking. The light fields are then coupled into circulators via isolators (to
prevent back reflections to the EOM). The forward output of each circulator is coupled via a
fiber to the collimator for further passage into the cavity unit, and their rear outputs, which
monitor the reflections from the cavities, are connected to reflection detectors (Thorlabs,
PDA10CE-EC). The front panel is also equipped with five BNC-ports that are connected
to the transmission and reflection detectors of the system. The fifth of these is used as a
trigger that enables an oscilloscope to be connected to the other ports for the alignment
procedure of the free space optics in the cavity unit.
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On the rear panel, nine SMA-connectors are positioned to the left, comprising the
control signals for the EOM and AOM; the inputs from the transmission detectors (for the
monitoring port on the front panel); and the outputs from the reflection detectors (for the
feedback signal to the automatic locking unit). The ninth port is the trigger input from a
digital laser locking module (Toptica, DigiLock 110). At the center are the circulator outputs,
which are connected to the collimators in the cavity unit, and a USB port (not connected).

Module C holds a frequency counter (Aim-TTi, TF960) that measures the beat fre-
quency detected by the beat detector (positioned in module B) and the vacuum gauge
controller that is used to monitor the pressure gauges within the system (the GT.1 monitor-
ing the pressure under scrutiny and GT.2 recording the reference pressure). The frequency
counter and gauge controller are digitally controlled and monitored but can also be reached
manually, as their fronts are shown on the front panel of this module. The back panel
comprises three D-sub connectors, which are used to connect the two pressure gauges and
the fill pressure relay, and two USB-ports, which are the communication interface for the
frequency counter and the vacuum gauge controller.

Module D comprises various 12 and 24 V power supplies; the custom made voltage
controlled oscillators, which regulate the AOMs in module B; servo circuits for the locking
of the lasers to the cavity modes; and the control unit for the heat mat (JUMO, diraTRON
108) that regulates the breadboard under the cavity unit, seen at the center of the front
panel. The front panel is also equipped with two SMA ports for monitoring of the VCOs.

In the center of the back panel, the output for the driving current of the Peltier elements
and the heat mat can be found. The rightmost part of the back panel comprises the inputs
and outputs for the VCO and Laser PZT voltages.

Module E is a power distribution unit, in which the main 230 V input is split into nine
230 V outputs for power distribution to each subsystem.

Module F consists of two Er-doped fiber lasers (EDFL, NTK, Koheras Adjustik E15)
that produce the light that is coupled, through fibers, to module C.

Module G, on the very bottom, contains the two digital laser locking modules (Toptica,
DigiLock110) used for the automatic locking procedure of the lasers to their respective cavity.

Finally, at the bottom right on the back side of the rack there is a USB-hub that connects
various electronics to a laptop accompanying the TOP system. The system is controlled
by the laptop that, through the use of custom made LabVIEW software, gathers all data
required for analysis.

3.3. The Gas Handling System for the Dual Refractometry System Used in This Work

Figure ?? shows a schematic view of how the two refractometers are connected to the
gas system comprising a common gas supply and distribution system.

In the figure, the colored lines represent gas tubes where the red color relates to low
pressures while the blue represents high pressures. To fill the system with gas, the gas
supply system, consisting of a mass flow controller (MFC, Bronkhorst, FG-201CV) and
an electronic pressure controller (EPC Bronkhorst, P-702CV), is connected to a supply (in
this work N2). In the volume to the left of valve VS,5, gas constantly circulates to prevent
contamination build up.

When the refractometers are to be filled with gas, the valves VS/T.5 and VS/T.1 are
opened. Valve VS,5 is opened and closed by a relay controlled by switching the set-point of
the vacuum gauge controller. The input for the set-point is the pressure measured by gauge
GS,1 (Oerlikon-Leybold, CTR 101 N 1000 Torr) in the SOP-refractometer and a set pressure
chosen "close" to the nominal set value of the DWPG (as given by Equation (??)). This setup
means that the gas system will be re-pressurized whenever the pressure drops below the
chosen set pressure. After the re-pressurization the DWPG will automatically regulate the
pressure to its set-pressure. During the gas filling and stabilization stage, the valves VS/T.2
and VS/T.3 are closed, and the valves VS/T.4 are open, resulting in evacuation (close to
vacuum) of the reference cavities in both of the refractometers, represented by the red gas
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lines. When both measurement cavities are to be evacuated, the valves VS/T.1 are closed
and the valves VS/T.2 are opened, leading to the evacuation of all cavities.

The gas lines are not depicted at an appropriate scale; counted from the common tee
(depicted above valve VS,5) and the gas molecular turbo pump, the gas lines to the TOP are
significantly longer than the corresponding ones to the SOP.

Figure 3. Schematic view of the gas delivery system. The components are described by the legend in
the lower right corner. The setup is divided into three sub-systems, viz., the SOP, the TOP, and the
DWPG. The SOP, presented in the upper left corner, regulates and controls the gas filling unit,
consisting of the MFC and EPC. It also controls the primary fill valve, VS,5. The valves VS.1−4, which
control the filling and evacuation of the cavities, are opened or closed in a given sequence. This
subsystem also comprises two pressure gauges: GS.1, which monitors the high pressure side; and
GS.2, which measures the residual pressure on the low pressure side. The TOP, which is displayed in
the upper right corner, applies the same logic as the SOP system to its valves (VT.1−4) and gauges
(GT.1−2). This subsystem can additionally be connected to or disconnected from the gas delivery
system by use of valve VT.5. Finally, the DWPG is presented in the lower left corner. This is connected
or disconnected to the rest of the system by the valve VR.1. In this presentation, the systems are
displayed with the filling/connecting valves, VS.5, VS.1, VT.5, VT.1, and VR.1 open. This implies that
the measurement cavities are filled by the pressure set by the DWPG (represented by the blue gas
lines). In addition, the valves VS.4 and VT.4 are open to allow for an evacuation of the reference
cavities (represented by the red gas lines). The measurement cycle is followed by an evacuation
state in which the valves VS.1 and VT.1 are closed and VS.2 and VT.2 are opened, which evacuates
all cavities.

4. Methodology and Results

In order to perform the measurements presented in this work, the GAMOR method-
ology has been used. Although this methodology has previously been described in the
literature [? ? ? ], the following two sections, Sections ?? and ??, give a brief overview of its
principles. The latter one emphasizes how the methodology can be used to obtain pressure
assessments in seconds. Section ?? provides a characterization of the two GAMOR-based
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DFPC refractometry systems used, and Section ?? gives an example of an assessment.
Finally, Section ?? presents the results of a series of assessments.

4.1. Conventional Realization of the GAMOR Methodology

As has been indicated previously [? ? ? ], the GAMOR methodology is based on two
cornerstones: viz., (i) frequent referencing of filled measurement cavity beat frequencies
to evacuated cavity beat frequencies, and (ii) an assessment of the evacuated measure-
ment cavity beat frequency at the time of the assessment of the filled measurement cavity
beat frequency by use of an interpolation between two evacuated measurement cavity
beat frequency assessments, one performed before and one after the filled cavity assess-
ments. The principles for the methodology when campaign-persistent drifts take place are
schematically illustrated in Figure ??.

Figure ??a illustrates the pressure in the measurement cavity, which, according to
cornerstone (i), is alternately evacuated and filled with gas (upper red curve), and the
reference cavity is held at a constant pressure (lower blue curve). Campaign-persistent
drifts will affect the frequencies of both the measurement and the reference lasers (although
possibly to dissimilar extent, as shown in Figure ??b) and thereby both the assessed beat
frequency, f (t), and its unwrapped counterpart, fUW(t) (the latter displayed by the upper
black curve in Figure ??c). These curves indicate that the influence of drifts can be reduced
by shortening the modulation cycle period; for a given drift rate, the shorter the gas
modulation period, the less the assessed beat frequency will be affected by drifts [? ].

Furthermore, according to cornerstone (ii), the unwrapped evacuated measurement
cavity beat frequency is, for each modulation cycle, not assessed by a single measure-
ment. It is instead estimated by the use of a linear interpolation between two evacu-
ated (unwrapped) measurement cavity beat frequency assessments performed in rapid
succession—one taken directly prior to when the measurement cavity is filled with gas
(for cycle n, at a time tn, denoted f (0)UW(tn)), and another directly after it has been evacu-

ated (at a time tn+1, denoted f (0)UW(tn+1)), both marked by crosses in Figure ??c. By this,

the unwrapped evacuated measurement cavity beat frequency, f̃ (0)UW(tn, t, tn+1), can be
estimated at all times t during a modulation cycle. For cycle n, for which tn ≤ t ≤ tn+1, it
is estimated as

f̃ (0)UW(tn, t, tn+1) = f (0)UW(tn) +
f (0)UW(tn+1)− f (0)UW(tn)

tn+1 − tn
(t − tn). (6)

For the case with campaign-persistent drifts, this interpolated value is represented by
the green line in Figure ??c.

By subtracting the estimated (interpolated) unwrapped evacuated measurement cav-
ity beat frequency ( f̄ (0)UW(tn, t, tn+1), the green line) from the measured (drift-influenced)
unwrapped beat frequency during gas filling ( fUW(t), the black curve), both in Figure ??c,
a campaign-persistent, drift-corrected net beat frequency, represented by the black curve
in Figure ??d, can be obtained. The average value of this curve a short time period just
before the cavity is evacuated, at a time denoted tg, represents the Δ fUW to be used in
the Equation (2) when GAMOR is performed. This shows that it is feasible to interpret
GAMOR as "interpolated gas modulated refractometry."
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Figure 4. A schematic illustration of the principles of GAMOR implemented on a system exposed to
campaign-persistent drifts. Panel (a) shows, as functions of time, by the the upper red curve, Pm(t),
the pressure in the measurement cavity, and by the lower blue curve, the pressure in the reference
cavity, Pr(t). Panel (b) depicts the corresponding frequencies of the measurement and reference
lasers, νm(t) (the lower red curve) and νr(t) (the upper blue curve), respectively, for display purposes,
both offset by a common frequency. Panel (c) displays, by the upper black curve, the corresponding
unwrapped beat frequency in the presence of gas, fUW(t), and the lower green line depicts the

estimated evacuated measurement cavity beat frequency, f̃ (0)UW(tn, t, tn+1). Panel (d) displays the
drift-corrected shift in unwrapped beat frequency, Δ fUW(t). While the data that are used in ordinary
GAMOR constitute the data points in the last part (10–20%) of section I (the time period between tn

and slightly after tg) in panel (d), which are averaged to a single data value, in this work where cycle
resolved assessments are performed, a significant part (ca. 80%) of the data in section I is used in an
unaveraged manner. Note that the drifts have been greatly exaggerated for clarity.

4.2. Use of GAMOR to Assess Short-Term Pressure Fluctuations

GAMOR refractometry has so far been used to assess static pressures through the use
of (and averaging over) a series of gas modulation cycles. It has been shown, for example,
that, for the case with an Invar-based DFPC system, a minimum deviation could be
achieved when averaging was performed over ten modulation cycles (i.e., over 103 s) [? ].
Such a mode of operation is suitable when static pressures (or slowly varying pressures,
those that change slowly over time intervals corresponding to several gas modulation
periods) are to be assessed. In such a case, the methodology first calculates a single pressure
value for each individual gas modulation cycle (as schematically described in Figure ??)
and then takes the average over n such cycles. For the case when the instrumentation is
mainly affected by white noise, this process will improve on the precision (decrease the
influence of noise) by a factor of n−1/2.
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The GAMOR methodology can though also be used for assessing short-term fluc-
tuations of pressure. In this case, the assessment of the pressure, P(t), is continuously
carried out from the shift in the incessantly assessed unwrapped beat frequency, Δ fUW(t),
during individual modulation cycles. A calculation of the cycle resolved pressure began
by assessing, for each refractometer, from the beat frequency, f (t), and the shifts in cavity
mode numbers Δq1(t) and Δq2(t), the unwrapped (i.e., the mode-jump-corrected) beat
frequency, fUW(t). The beat frequency was continuously sampled by a frequency counter
with a readout rate of 4 Hz. The shift in cavity mode number Δqi(t) was calculated as
the nearest integer to [(Vi(t)− V0,i)/VFSR,i + q0,i(Pcav,i(t)/P0)(n0 − 1)], where Vi(t) is the
voltage sent to the tuning control of laser i (acting on its piezo stretcher), V0,i is the voltage
for an empty cavity locked to mode q0,i, VFSR,i is the voltage required to tune the laser
FSR, Pcav,i(t) is the pressure in the cavity i, and n0 − 1 is the refractivity for the gas ad-
dressed that corresponds to the pressure P0 (here taken as 105 Pa). The pressure Pcav,i(t)
is assessed by the use of pressure gauge GS/T.1. Hence, by continuously measuring the
voltages sent to the lasers, all information needed to calculate the changes of the cavity
mode numbers, Δq1(t) and Δq2(t), is available at all times. Using this information and
Equation (1) it is possible to calculate the unwrapped beat frequency, fUW(t), at all times
during a modulation cycle.

4.3. System Characterizations

Prior to the measurements, the two refractometers were first individually characterized by
assessing the cavity deformations by the use of the methodology presented in [? ]. The results are
presented in detail in [? ]. It was found that the cavity deformation parameters, εm, for the SOP
and TOP when assessing nitrogen, were 0.001972(1) and 0.001927(1). Since (n − 1) ∝ (1 − εm),
the measurement uncertainty in the cavity deformations will solely contribute to the total expanded
uncertainty in pressure (k = 2) with 1 ppm. Furthermore, using a thorough evaluation, the two
refractometers were attributed expanded uncertainties (k = 2) for assessment of pressure of nitrogen,
of ((10 mPa)2 + (10 × 10−6P)2)1/2 for the SOP and ((16 mPa)2 + (28 × 10−6P)2)1/2 for the TOP [?
]. It was found that while the SOP is predominantly limited by the uncertainty in the molar
polarizability of nitrogen (8 ppm), the accuracy of the TOP is limited by the uncertainty of the
temperature probes used for the temperature assessment (26 ppm). It should be noticed though,
that both refractometers had smaller evaluated uncertainties than that of the DWPG, which was
assessed to be ((60 mPa)2 + (41 × 10−6P)2)1/2.

4.4. Cycle Resolved Pressure Assessment

Figure ?? shows cycle resolved raw data from a single cycle from the SOP with a set
pressure of the DWPG of 30.7 kPa; Figure ??a displays the measured beat frequency, f (t),
Figure ??b shows the changes in cavity mode numbers, Δqi(t), and Figure ??c illustrates the
calculated shift of the unwrapped beat frequency Δ fUW(t). This shows that although mode
jumps are seen as steps in the beat frequency in Figure ??a, when the measured shifts in cavity
mode numbers displayed in Figure ??b is taken into account, the unwrapped beat frequency
illustrated in Figure ??c is a continuous function. The gas modulation had a cycle time of
200 s, distributed over a filled and an evacuated measurement cavity cycle, both lasting 100 s
(denoted tI and tI I in Figure ??, respectively).

The filled measurement cavity cycle was initiated at 0 s by the closing of valve VS.2
and an opening of valve VS.1, which results in a fast increase of the pressure. The MFC was
then filling the system (resulting in a constant increase of the pressure) for a time of 20 s
(referred to as t f in Figure ??), until the set pressure was reached.

After the set pressure was reached, the piston in the DWPG was floating, which
resulted in a stabilization of the pressure at a constant pressure for 80 s (denoted ts in
Figure ??, given by tI − t f ). The filled measurement cavity assessment, fUW(n, t), was
measured during the last 20 s of this period.

Thereafter, valve 1 was closed and valve 2 was opened, which resulted in a fast
decrease in pressure (an increase in the unwrapped beat frequency). Both cavities were
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then evacuated for 100 s. The empty measurement cavity assessment, fUW(n = 1, t), was
measured during the last 20 s of this period. After this, the cycle was repeated.

These signals were then converted into pressure by Equations (2)–(4) and (??). Figure ??

shows the cycle resolved pressure calculated by these means from the fUW(t) data dis-
played in Figure ??. Note that the data in Figure ?? include several mode jumps during
the filling (t f ) and the emptying stages that produced short "sparks" in the unwrapped
pressure. Since the evaluation procedure did not use data points during the these stages
(i.e., when the mode hops take place), they did not affect the final assessments.

Figure 5. The time evolution of (a) the raw beat frequency [ f (t)]; (b) the evaluated shift in mode
number (Δq1(t) and Δq2(t)); and (c) the corresponding unwrapped beat frequency ( fUW(t)) from
the SOP over a 200 s long modulation cycle. For descriptions of the various time intervals of the
modulation cycle, see the caption of Figure ??.
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Figure 6. The time evolution of the pressure assessed in the SOP during the 200 s long gas modulation
cycle displayed in Figure ??, P(t). tI represents the time of filling and tI I the time of evacuation
during the modulation cycle, here set to 100 and 100 s, respectively. t f is the time at which the MFC
was re-filling the DWPG, and ts is the time during which the DWPG was stabilizing the pressure
(i.e., when the piston was floating).

4.5. Evaluation of the Degree of Short-Term Concordance between the Two Refractometers

To properly evaluate the degree of short-term concordance between assessments made
by the two refractometers, they were jointly connected to the DWPG while extraordinarily
long gas modulation cycles (300 s) were used (each comprising filling and evacuation
periods of 250 and 50 s, respectively). A series of 20 such gas modulation cycles (which
thus took 100 min) were performed. To reduce the load on the turbo pump, which was
significantly affected by the repeated out pumping of gas at high pressure, this evaluation
was performed at a set pressure of 16 kPa.

Figure ?? shows two typical consecutive modulation cycles. Figure ??a–c encompass
the same information, although Figure ??b,c are zooms of the data with 102 and 104 times
magnification of (a), respectively.

The set pressure of the DWPG, estimated by use of Equation (??), is marked with the
black (almost fully horizontal) curve. The pressure readings from the pressure gauges in the
SOP and TOP systems, GS.1 and GT.1, respectively, are represented by the green and purple
curves, respectively. The SOP and TOP refractometry signals are represented by the blue
and red curves, respectively. In this comparison, the gauges and the refractometers have,
for clarity, been adjusted by an offset (for SOP and TOP by 0.11 and 0.12 Pa, respectively)
to overlap the set pressure of the DWPG. It is worth noting that said adjustments are well
within their uncertainty budgets and the uncertainty of the DWPG (from the uncertainty
presented in Section ??, at 16 kPa the SOP, TOP, and DWPG uncertainties are 0.16, 0.45, and
0.66 Pa, respectively). It also does not affect their short-term performance.

It is noteworthy that, in Figure ??a,b, the refractometer signals are not visible. This is
due to the fact that they fluctuated less than the thickness of the DWPG curve and are hence
hidden behind it. In Figure ??b, the pressure gauge readings (the green and purple curves)
show bit noise; i.e., they fluctuate between two bits, an amount of 4 Pa (corresponding to
250 ppm of 16 kPa).

In Figure ??c, the gauges are off-scale, but the fluctuations of the refractometer signals
are clearly visible. It is also worth noting that although there are significant fluctuations in
both refractometer signals, there is a large degree of concordance between them. There is a
slight tendency (predominantly seen during the first 50 s of the cycles) that the response
of the TOP drifts with respect to that of the SOP. This is attributed to the fact that the gas
lines to the TOP, because of practical reasons, had to be significantly longer than those
to the SOP. This implies that the evacuation of the TOP during the evacuation cycle was
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not as efficient as that of the SOP. Hence, when the gas filling cycle commenced, there
was a slightly higher residual pressure in the reference cavity of the TOP than that of the
SOP. During the gas filling cycle, in which the data in Figure ??c were taken, and during
which the reference cavities were constantly evacuated, the reference cavity of the TOP was
further pumped down, resulting in an artificial drift of the TOP signal during the first 50 s
of the gas filling cycle. It is important to note that this neither affects the level of correlation,
nor does it imply that the GAMOR refractometers drift under normal working conditions;
this drift takes place only because of the fact that the TOP system in this work, because of
practical reasons, had to be connected to the gas system with unusually long gas lines.

To emphasize the degree of concordance of the two refractometer signals, 70 s of the
pressures assessed by the refractometers depicted in the first cycle of Figure ?? are plotted
at an enlarged scale in Figure ??a.

Figure 7. The 250 s parts of two consecutive (300 s long) gas modulation cycles when the measure-
ment cavities contain gas for a DWPG set pressure of 16 kPa. The three panels display the same data
centered around the set pressure but with dissimilar y-scales: in panel (a) with a scale of ±3%; panel
(b) with a scale of ±300 ppm; and panel (c) with a scale of ±3 ppm. Black curves: the DWPG; green
curves: the SOP gauge; purple curves: the TOP gauge; blue curves: the SOP; and red curves: the TOP.

The degree of concordance between the two refractometer signals in Figure ??a is
striking and impressive; they jointly and concurrently illustrate a common fluctuating
pressure. The fact that they detected in unison the same fluctuation indicates that the signals
originated from the DWPG and gas delivery system rather than from the refractometers.

To assess the degree of correlation between the two refractometer signals, they are
plotted against one another in Figure ??b. The data show that while the pressure produced
by the DWPG and the gas delivery system fluctuated more than 5 ppm, the two refrac-
tometer signals differed significantly less than 0.5 ppm. A correlation analysis of the data
provides a remarkable correlation coefficient of the two refractometry signals of 0.995.

To complement the correlation analysis above, the measurement data were also ex-
posed to an Allan variance evaluation. Figure ?? displays, in terms of Allan deviations,
the pressure assessments made by the SOP (blue curves), the TOP (the red curves), and their
difference (yellow curves). Figure ??a displays all 20 assessments separately, and Figure ??b
shows their average.

This figure shows a large degree of concordance also between the Allan plots of
the 20 individual assessments for both the SOP and the TOP (as well their difference).
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This indicates that both refractometry systems were stable over the total period of the
measurements. The standard deviation of the individual readings of each refractometer
(the left-most points in Figure ??b) was 0.1 ppm, and their difference only had a standard
deviation of 0.04 ppm.

Figure 8. (a) An enlargement of 70 s of the refractometry data shown in the first cycle of Figure ??.
(b) A correlation plot of the same data. The x and the y-axes represent the pressures assessed by the
SOP and the TOP, respectively. In the latter, time is represented by the color, where the first data
points are marked with orange and the last ones are in black.

Figure 9. (a) The Allan deviation (as a function of averaging time) for the SOT refractometer (blue
curves), the TOP refractometer(red curves), and their difference (yellow curves) assessed over 20 cycles.
(b) The average of each set of data in panel (a).
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5. Conclusions and Discussion

This paper provided scrutiny of the short-term performance capabilities of refrac-
tometry instrumentation based on the GAMOR methodology. We did so by comparing
two independent refractometry systems coupled to a common dead weight piston gauge
(DWPG). In contrast to conventional GAMOR-based refractometry, in which static pres-
sures are assessed by the use of (and averaging over) a series of gas modulation cycles,
the short-term assessments are performed within individual modulation cycles. More
precisely, the short-term response is scrutinized through the use of a methodology in which
the pressure, P(t), is continuously assessed by the shift in the incessantly measured un-
wrapped beat frequency, Δ fUW(t), during individual modulation cycles. By this, GAMOR
based instrumentation can assess fluctuations of pressures on time scales below the gas
modulation time period. In addition, the methodology allows for an investigation of the
ability of GAMOR to assess short-term fluctuations of pressures without any influence
from the pressure producing and gas delivery system.

Figures ?? and ?? display the typical cycle resolved response from one of the GAMOR
instrumentations. The data show that, despite discrete mode jumps, the unwrapped beat
frequency provides a continuous signal. The data also show that, in agreement with
findings to be mediated by Rubin et al. [? ], the response settled, within the resolution of
the figure, within a fraction of the gas modulation period (the data do not show any visible
drifts over the 80 s long time period denoted ts). This vouches for the possibility to assess
rapid changes in pressure during this time period.

Figure ?? shows that the simultaneous assessments performed by the two refractome-
try systems had a high degree of correlation; the deviations in their assessments were not
only significantly smaller than those provided by the pressure gauges (which are limited
by bit noise on a level orders of magnitude above that of the refractometers), they were
also markedly smaller than those of the pressure assessed by either of them. A similarly
excellent correlation between the pressure assessments performed by the two refractome-
ters is shown in Figure ??. This indicates that their precision is significantly better than
the stability of the pressure they assess, which implies that the deviations of the assessed
pressure are attributable to fluctuations in the pressure in the DWPG and the gas delivery
system, rather than to the performance of the refractometers.

These fluctuations can potentially have several causes, e.g., the ambient pressure,
the gas temperature, vibrations, or fluctuations in the pressure produced by the DWPG.
However, since Figure ?? shows that they take place over seconds, most of these potential
causes are improbable. Instead, we presently attribute the most likely cause of the pressure
fluctuations to the pressure produced by the DWPG.

Since Figure ??b indicates that the deviation of the difference assessment for time scales
up to a few seconds was 0.04 ppm, it can be concluded that the short-term deviation of the
pressure assessment by the use of a single refractometer was 0.03 ppm. Although pressure
assessments of 4303 Pa have been demonstrated with an Allan deviation of 0.08 ppm
assessed over 104 s (corresponding to a standard deviation) [? ], this shows that the
refractometer systems have better precision than what so far has been demonstrated.

Since data were collected at 4 Hz (given by the finite updating time of the frequency
counter) and there was no averaging process in the data acquisition, the bandwidth of the
assessments shown in Figure ?? was 2 Hz (given by the Nyqvist theorem). Fundamentally
though, this was limited by the cavity linewidth which, in this work, was in the order of
10’s of kHz.

With the extraordinary temporal response of the refractometer, this type of instru-
mentation can not only be used to measure rapid pressure changes and fluctuations,
to investigate processes giving rise to such, and resolve the difference between sensor
responses and actual pressure changes, it can also be used for characterization of the
dynamic responses of pressure gauges (such as Pirani gauges).

Another application is that if the pressure can be kept constant, e.g., within a system
regulated by a DWPG or another type of pressure regulator, it can serve as an instrument
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to characterize the temporal responses of temperature sensors. Finally, under stable condi-
tions, one can isolate acoustic effects in the infrasound region, and hence be used in relation
to the dB-scale.
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Abstract: Accurate isotopic composition analysis of the greenhouse-gasses emitted in the atmosphere
is an important step to mitigate global climate warnings. Optical frequency comb–based spectroscopic
techniques have shown ideal performance to accomplish the simultaneous monitoring of the different
isotope substituted species of such gases. The capabilities of one such technique, namely, direct
comb Vernier spectroscopy, to determine the fractional isotopic ratio composition are discussed. This
technique combines interferometric filtering of the comb source in a Fabry–Perot that contains the
sample gas, with a high resolution dispersion spectrometer to resolve the spectral content of each
interacting frequency inside of the Fabry–Perot. Following this methodology, simultaneous spectra
of ro-vibrational transitions of 12C16O2 and 13C16O2 molecules are recorded and analyzed with an
accurate fitting procedure. Fractional isotopic ratio 13C/12C at 3% of precision is measured for a
sample of CO2 gas, showing the potentialities of the technique for all isotopic-related applications of
this important pollutant.

Keywords: isotopic ratio; frequency comb; Vernier spectroscopy

1. Introduction

Measuring the isotope ratio of chemical substances (carbon, water, chlorine and so on)
has a large variety of applications in environmental sciences [1–5]. Providing a monitor
of the emission in the atmosphere of greenhouse gases has potential application in global
climate warnings, as well as in general monitoring [6–9], water cycle studies [10–12], and
in general for establishing formation mechanisms and strategies [13–17]. Additionally,
biomedical applications benefit from accurate fractional isotopic ratio measurements,
particularly in human breath analysis [18,19], where it is possible to detect biomarkers
related to specific diseases or metabolic processes, or even in pharmacological research [20].
Finally, isotopic ratio measurements are employed in space research, in star dynamics and
planet studies [21]; the particular measurement of the 13C/12C ratio, which we consider
in this work, has additional interests in carbon capture and storage monitoring [22] and
in volcanic gas processes studies [23]. According to the type of application, the desirable
target for accuracy and precision in such measurements could be different. For example, in
very demanding biomedical applications (i.e., breath test for disease diagnosis or metabolic
status monitoring), the accuracy and precision level for the R13C/12C isotopic ratio could be
lower than 0.5% [24,25]

Broadband spectroscopic techniques that use optical frequency combs (OFC) as an
interaction laser source have become very popular for multiplexed detection of molecular
species. Among all molecular parameters measurable with such techniques, the accu-
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rate determination of the isotopic composition of a gas sample is surely one of the most
challenging applications.

OFC-based spectroscopic techniques with dual comb [26], Fourier transform [27] and spa-
tially dispersive [28–31] detection schemes, sometimes combined with Fabry–Perot enhanced
spectroscopy [29–32], are widely used for trace gas detection [19,30,31,33–37]. However, the
most accurate results regarding fractional isotopic ratio measurements were obtained by
direct frequency comb dispersive spectroscopy (DFCDS) [25,38]. Bailey and coworkers [38]
used a MIR-FC-based cross-dispersed spectrometer to measure a fractional isotopic abun-
dance of nitrous oxide (N2O) with a precision of 6.7 × 10−6 in 1 s of acquisition time. Such
measurements can be used to determine sources, skins and mechanisms of formation of this
potent greenhouse gas and ozone-depleting agent, helping to improve current mitigation
strategies. Similarly, accurate optical number density of 12C and 13C single substituted
isotopic variants of C16O2 gas with a precision of, respectively, 0.03% and 1.24%, were
measured by using DFCDS in the near-IR [25]. These kinds of measurements open the
way for environmental monitoring and biomedical sciences applications of this OFC-based
technology. DFCDS exploits the broadband coverage and spectroscopic resolution and
irradiance of the laser source to allow simultaneous detection of almost all isotopic com-
ponents of the targeted gas with short acquisition times and with a compact technology.
The accuracy of the resulting fractional isotopic ratio measurements are comparable to
single-frequency-laser-based spectrometers [7,8,18,39–42] and to the mass spectrometry
performance currently used for these kinds of measurements. Such accuracy is ensured
by a not-trivial calibration of the spectral instrumental response of the DFCDS apparatus
in order to identify the contribution of each interacting frequency of the comb with the
sample gas. In this article, we report the capabilities of a slightly modified DFCDS ap-
proach, called direct comb Vernier spectroscopy (DCVS) [29,35], to perform fractional ratio
isotopic measurements in 12C16O2 and 13C16O2 components of a CO2 gas sample around
5005 cm−1.

Our DCVS combines efficient comb filtering by using interferometric Fabry–Perot
(FP) techniques in an adequate Vernier configuration with the spectral resolution of the
FP-transmitted comb by using a high-resolution dispersive spectrometer. In addition, our
spectrometer well isolates each of the sample-interacting teeth of the OFC from the others,
and their spectral contribution can be extracted by using a simpler instrumental response
approach, opening the way to very accurate lineshape studies. As a drawback, the detected
OFC portions are quite limited compared to DFCDS, reducing the possibilities to reach a
larger number of isotopologues of the gas in a single acquisition. Nevertheless, the reported
fractional 13C/12C at 3% of precision is a proof of the principle of the capabilities of this
technique for these kinds of measurements.

2. Materials and Methods

The DCVS apparatus used for the present measurements is described in detail else-
where [29,35]. Basically, an OFC is spectrally filtered by means of a Fabry–Perot (FP) cavity
acting as an interaction cell containing the absorbing gas. The Vernier ratio (V) between
the FP and the OFC (i.e., the ratio between the FP’s free spectral range ΔFSR and the OFC’s
repetition rate, fr) is established to be enough to resolve the FP-transmitted OFC modes
with a high-resolution dispersion spectrometer (SOPRA, resolution 2 GHz @ 2 μm). Indeed,
after FP-filtering, spectral fractions of the OFC of about 5 cm−1 are dispersed at the output
of the SOPRA instrument and detected with an InGaAs linear array detector. Different
from the experimental setup described in [29,35], the OFC is a thulium-doped fiber-based
mode-locked laser from IMRA America, Inc. It has a spectral coverage of about 40 nm
to around 1970 nm with a repetition rate of about 400 MHz, with a maximum averaged
power of about 4 W after the final amplification stage. The OFC is a self-referenced sys-
tem, employing the first amplification stage (about 1 W of avg. power) to generate OFC
emission around 1 μm through to the non-linear optical processes in optical fibers. The
carrier-offset-frequency parameter of the OFC, fo, is consequently detected by beating the
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teeth frequencies of the duplicated fraction of the fundamental comb emission with those
of the 1 μm harmonic, and controlled by means of the phase-lock-loop (PLL) against the
stable RF clock. The repetition frequency, fr, is controlled by detecting the beat of the comb
modes with a fast InSb photodetector and by mixing it with RF synthesized frequency ( fRF)
to obtain the RF note at 150 MHz locked with a second PLL circuit. The reference clock for
both fr and fo locks is a 10 MHz quartz-Rb-GPS system with a relative frequency stability
of 6 × 10−13 in 1 s and an accuracy of 10−12, at worst. Hence, the frequency of the OFC
modes is directly traceable to the primary frequency standard with these precision and
accuracy figures when locked.

The FP is a linear cavity with silver-coated mirrors. The finesse is about F = 200 @ 2 μm
with a transmission coefficient around 0.2%. The cavity length is variable and coarsely
controllable by means of step-motors mounted in the kinematic mount of one of the
two cavity mirrors. It’s value is established by the chosen Vernier ratio V and by the
requirement to be long enough to obtain an efficient enhancement of the absorption path.
For the present measurements, where a simultaneous detection of the comb modes resonant
with transitions of different isotopologues of the targeted molecule is needed, V should be
fixed to a value which gives a ΔFSR as close as possible to a multiple of the isotope shift
between the probed molecular transitions. Transitions of the 12C and 13C isotopes of the
carbon dioxide molecule around 5005 cm−1 are used to test the spectroscopic performances
of the technique. In particular, the (2001–0000) R(18) of 13C16O2 @ 5004.84 cm−1 and
the (2001–0000) P(45) of 12C16O2 @ 5005.27 cm−1 ro-vibrational transitions are selected
in order to match the condition of simultaneous recording of both absorptions in the
detected range of 5 cm−1 of the cavity-transmitted and dispersed fraction of the interacting
OFC for our spectrometer . The frequency shift between these two transitions is around
ΔνIS = 12,863.55 MHz. A ΔFSR of the order of half of ΔνIS allows one to obtain an enhanced
absorption path of about 2 m (i.e., LFP = 2.4 cm), while keeping the FP mode separation
more than three times larger than the SOPRA spectral resolution. In addition, a non-
integer V ratio is chosen to obtain rarefied resonance between OFC and FP while keeping
the condition that the two FP transmissions are in resonance with the two selected CO2
transitions. Indeed, choosing V = 15.5 (i.e., 31 comb modes each 2 FP modes) tailors this
condition, further helping in better FP-filtering of the OFC and a better resolved image
of the transmitted modes by the SOPRA diffraction spectrometer. In Figure 1 is shown a
scheme of the measurements: in one case the comb/FP configuration shown is resonant
with the center of 13C16O2 transition. In such a case as shown in Figure 1a, both transitions
are simultaneously probed by different comb teeth, while in Figure 1b, only the 12C16O2
transition shows an heavily saturated absorption.

The DCVS is performed under the condition of perfect resonance between the FP and
the transmitted OFC modes for each value of their optical frequency. Consequently, the
FP length is actively locked to set it on resonance with the maximum transmission of the
Vernier resonant modes. To this aim, one of the FP mirrors is mounted in a PZT to obtain
fine control of the cavity length by detecting a small part of the FP-transmitted light in a
InGaAS detector. A 3 kHz modulation is applied to the PZT, and the first derivative of the
FP output detected light is obtained by means of locking detection and used as an error
signal to control the cavity length to the maximum transmission condition.
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Figure 1. The two roto-vibrational transitions are probed around the two comb/FP configurations
shown in figure, where the FP transmission as a function of frequency is shown in two cases. In
case (a), one comb tooth and one FP mode are resonant with the 13C16O2 transition, while in case
(b), they are resonant with the 12C16O2 transition. Far from resonances, the FP mode is an Airy
function; around a resonance frequency, the mode is modified by the resonant refractive index of
the FP medium. Here, the simulation is made by taking Voigt profiles for the two investigated
transitions (Hitran parameters), and with fr = 400 MHz, ΔFSR = 6.2 GHz (i.e., 2ΔFSR/ fr = 31), and a
FP finesse F = 200. In each inset immediately above the FP transmission, each FP mode is zoomed
(broken axis plot). We observe that one FP mode every two transmits a comb tooth, and that between
adjacent zoomed FP modes, there are 15 comb modes not transmitted and not shown in the inset. We
observe that in the (a) case, both transitions are simultaneously probed by different comb teeth, the
13C16O2 transition giving an effect not visible in the graph. The (b) case shows a heavily saturated
12C16O2 transition.

The majority of the FP-transmitted light is sent to the SOPRA input slit, and the
diffracted light at the output slit, for a given position of the diffraction grating, is detected
by a liquid N2-cooled InGaAs array detector (PyloN-IR:1024, Princeton Instr.). The arrange-
ment of the optical components before and after SOPRA is devised to obtain the largest
spectral fraction in a single array’s image, while keeping the maximum SOPRA resolution.
In Figure 2d, an example of such an image is shown for fr = 398.99 MHz. For each im-
age, 13 transmitted modes are detected, which is a spectral portion of the OFC of about
5 cm−1 taking into account the 31 comb modes for each transmitted interval. The vertically
integrated intensity profile of the dispersed image (Figure 2e) is used to calculate the trans-
mitted contribution of each detected mode. As thoroughly described in [29], a knowledge
of the FP-SOPRA system resolution function, i.e., its response to a monochromatic input,
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is necessary in order to obtain successively the OFC modes transmissions. In this paper,
in order to work with an analytical resolution function, we adopt a kind of continuous
wavelets [43] approximation variant of the approach followed in [29]: we fit a single mode
diode laser response by a superposition of Gaussian functions, treating their centers and
widths as free parameters. In practice, a superposition made of seven of such wavelets
is sufficient to reproduce the experimental diode laser response within the measurement
noise. Once the resolution is determined in this way, the data analysis proceeds as in [29]:
the resolution function, which is now an analytical function, is replicated on the set of
N = 13 transmitted OFC modes, giving a total fitting function for the integrated image
with free parameters given by the position of one of the peaks, the peak’s separation, and
by the N peaks intensities, which we write as IM( fr, P, T), where the arguments fr, and
the pressure P and temperature T of the gas sample identify the experimental conditions,
and where the subscript M identifies each one of the N recorded FP modes per image.
Figure 2e shows an example of the fit.

The absorption spectrum of the tested molecular transitions is determined by recording
the set of array images for a scan of the OFC frequencies around each transition frequency.
The synthesized scan of fr is accomplished with a change of the fRF frequency in the fr-lock
chain. Custom software was used to obtain an automated acquisition of such spectral
images as a function of fr. In Figure 2b, the behaviors of the detected images as a function
of the Δ fr for the FP-transmitted orders involved in the determination of the spectra of
the 12CO2 and 13CO2 transitions are shown. For the given grating position, we label the
relevant FP orders as the M = 0 order, resonant with the (2001-0000) R(18) of 13C16O2
transition, the M = +2 order, resonant with the (2001-0000) P(45) of 12C16O2 transition, and
the M = −2 and M = +4 orders, used to calculate the transmittance spectra not-resonant
with the CO2 transitions. In addition, the scan behaviors for the M = −12 order, partially
resonant with the (2001–0000) R(14) transition of 13C16O2, as well as those of the not CO2
resonant M = −14 and M = −10 modes, are shown. Figure 2c shows details of the
scan of these modes as a function of the transmitted comb mode frequency, while the
corresponding integrated intensities IM are shown in Figure 2a.

The ratio between the integrated intensity for the molecule absorbed modes (M = 0
and +2) with the averaged intensity of the not-absorbed modes (M = −2 and +4) is used to
calculate the transmittance spectrum of the 13CO2 and 12CO2 transitions, respectively, as
shown in Figure 3 and in the inside graph of Figure 2a:

T (s)
M (Δν, P, T) = 2

IM( fr, P, T)
I−2( fr, P, T) + I+4( fr, P, T)

(M = 0, 2) (1)

On the right hand-side of Equation (1) we leave as arguments the parameters fr, P
and T that set the experimental conditions of the acquisition, while for the task of the
successive analysis procedure where optical frequencies are required to be compared with
other results, the optical detuning Δν is used instead of fr. Δν is calculated as the optical
detuning of the M mode with respect to the frequency of the M = 0 mode at the center of
the fr scan:

Δν = NM fr − N0 frc (M = 0, 2) (2)

with the frc repetition rate frequency at the center of the scan and with N2 = N0 + 31. N0
is calculated from the integer ratio between the reported frequency [44] of the 13C16O2
transition and frc .
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Figure 2. Spectra of the OFC modes filtered by the FP as a function of the OFC’s Δ fr = fr − frc , with frc repetition rate
frequency at the center of the scan. The spectra are the result of the analysis of the recorded images of the SOPRA-dispersed
fraction of the FP-filtered OFC vs fr. Three of these modes are resonant with the (2001-0000) R(14) of 13C16O2 @ 5002.21 cm−1,
(2001-0000) R(18) of 13C16O2 @ 5004.84 cm−1, and (2001-0000) P(45) of 12C16O2 @ 5005.27 cm−1 ro-vibrational transitions;
the other modes are not absorbed by the CO2 molecule. The modes are identified by the FP order scale of panel (c): the
−12, 0 and +2 orders are the modes absorbed by 13C16O2 and 12C16O2 transitions, respectively; the −14, −10, −2 and
+4 orders are the not-absorbed ones. (a) Integrated transmission spectrum. (b) Spectral behavior of the array images for each
mode. (c) Spectral behavior of the SOPRA-resolution wavelet for each mode. (d) Detector array image of the portion of the
FP-transmitted OFC modes for a given fr. (e) Vertically integrated intensity of the transmitted modes of image in panel (d)
and the fit to a function resulting form the addition of 13 SOPRA-resolution functions; the intensity of the fitted resolution
provides the transmission spectra values for each fr of panel (a). The inside graph of panel (a) shows the transmittance
spectrum of the R(14) transition of the 13C16O2 from the M = −12 mode normalized by the average intensity of the −14
and −10 modes.

Due to the limited continuous scan of the fr in the OFC lock condition, the high
frequency wings of the P(45) transition of 12C16O2 and of the R(14) transition of 13C16O2 are
not recorded. Such a limitation should be overcome by using a better combination of the
frequency parameters of OFC and FP. Uncertainties of the measured spectral parameters
for such transitions are expected to be affected by this issue, as discussed in the following.
The situation is critical for the R(14) transition of 13C16O2 because it is recorded by less
than one half, as shown in the inside graph of Figure 2a. Consequently, it is not considered
in the present isotopic ratio measurements.
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Figure 3. FP transmittance of the absorbed comb modes resonant with the(2001-0000) R(18) of 13C16O2

(left side graphs) and (2001-0000) P(45) of 12C16O2 (right side graphs) transitions and the fit to the
T (Δν, P, T) (Equation (4)) of all recorded spectra by using the global fit procedure. P = 55.0 mbar and
T = 296 K for the CO2 gas sample for all acquisitions. The reduced χ2 of the global fit is also shown.

3. Results

Three DCVS spectra of the (2001–0000) P(45) of 12C16O2 and (2001–0000) R(18) of
13C16O2 transitions are recorded with CO2 gas at a pressure of P = 55 mbar and at room
temperature (T = 296 K). The total transmittance of the two absorbed modes for each
recording is given by the following:

T (s)(Δν, P, T) = T (s)
M=0(Δν, P, T) + T (s)

M=+2(Δν, P, T) (3)

with T (s)
M calculated as described above (Equation (1)).

In order to determine isotope dependent relevant spectroscopic parameters between
transitions, namely, frequency shift ΔνIS = νo(12C)− νo(13C) and natural isotopic concen-
tration ratio R13C/12C = a

13C/a
12C with aIS isotopic abundance of the IS isotope in the gas

sample, the T (s) data are fitted to a function that describes the absorption modified FP Airy
transmission at maximal optical resonance [29,35,45]:

T (Δν, P, T) = K ∑
M=0,+2

TM(Δν, P, T) + (A + BΔν) (4)

where a linear spectral background, with A and B as the frequency independent and
slope parameters, respectively, and a scale factor K are considered to take into account
possible not-compensated instrumental effects, due to the transmittance normalization. In
Equation (4), TM is given by the following:

TM(Δν, P, T) =
Tmax(αM)

1 + F(αM) sin2
(

π
ΔFSR

(ΔνΔnM + Δlock)
)

Tmax(αM) =
T2

me−αM L

(1 − Rme−αM L)
2 (5)

F(αM) = 4Rm
e−αM L

(1 − Rme−αM L)2
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where Tm and Rm are the transmission and reflectivity coefficients of the FP mirrors, and
L = c/2ΔFSR is the cavity length. The argument of sin2 in the Airy function is the FP
round trip phase shift, which is written as the sum of the empty cavity contribute, which
is πΔlock/ΔFSR for the locked cavity, and πΔνΔnM/ΔFSR, representing the contribution
due to the gas dispersion for the M mode. ΔnM and αM are the dispersion and absorption
coefficients, respectively, induced on the M-mode by resonant absorption transitions
of the gas sample, which are calculated as a function of the laser detuning Δν and the
thermodynamic conditions, P and T, from the real and imaginary part of FP’s refraction
index variation: (n − 1)M = ΔnM + iαM/2kM, with kM being the wave vector module of
the absorbed M comb mode. Because ΔνIS between the transitions is very large when
compared to their linewidth in our thermodynamic conditions, any spectral interference
effects between the two CO2 transitions can be safely neglected. Consequently, (n − 1)M
contributions for the M = 0 and M = 2 modes can be considered to be only induced
separately by the 13CO2 and 12CO2 transitions, respectively, simplifying the analysis. If we
label as t = a and t = b these 13CO2 and 12CO2 transitions, and considering a Voigt profile
for the CO2 absorptions, we have the following:

ΔnM + i
αM
2k

= − cN aIS St

2π3/2kMΔνD
t

∫ ∞

−∞
du

e−u2

Δν−Δνo
t

ΔνD
t

− u + i Γt/2
ΔνD

t

(6)

with the correspondence M = 0, 2 ⇔ t = a, b. In Equation (6), c is the light speed, N is the
numeric density of the gas at the given thermodynamic conditions, aIS is the abundance of
the isotopologue IS in the gas mixture, St is the linestrength of the transition t per molecule
[St = SHI/aIS, with SHI the linestrength value of the HITRAN database [44]. In this way,
the isotopic abundances and their ratios can be measured independently of the transition’s
levels], ΔνD

t is the FWHM Doppler linewidth of the transition t of the isotopologue IS at
T, Δνo

t is the transition frequency detuning, Γt =
δΓt
δP P is the FWHM collisional linewidth

contribution at P and T and u represents the Doppler shift of each molecular class velocity.
The least-squared fit procedure of T (Equation (4)) to T (s) determines the best val-

ues of the molecular parameters, Δνo
t , St, aIS, ΔνD

t and Γt for both transitions as well
as of the instrumental-related parameters ΔFSR, F, Δlock, K, A, and B. As in previous
measurements [29,35,45], two different fit strategies are performed. In the first approach,
the final values of the relevant parameters are calculated from the weighted average of
those values resulting from the fits of each individual scan at pressure P. In the other ap-
proach, all acquired spectra are considered in a single global fit, where some fit parameters
(i.e., molecular-related parameters, ΔFSR, and F) are considered shared between all the
scans, while Δlock, K, A, and B are local parameters, considered to be different for each
scan. In addition, parameters that can be evaluated independently, such as ΔFSR, St, and
ΔνD

t for both transitions are kept fixed during the fit procedure. The result of this global
fit is graphically shown in Figure 3. A summary of the νo

t , aIS and δΓt/δP parameters for
both transitions and the determined values ΔνIS and R13C/12C from them are reported in
Table 1. Their differences against the values reported in the HITRAN database [44] are
also tabulated.
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Table 1. ΔνIS and R13C/12C determinations from the measured spectral parameters of the (2001-0000)
R(18) of 13C16O2 and (2001-0000) P(45) of 12C16O2 transitions from DCVS measurements @ 5005
cm−1 and comparison with HITRAN database values [44]. Absolute frequencies are calculated by
νo

t = N0frc + fo + Δνo
t with N0 order number of the OFC tooth transmitted by the M=0 FP mode

and resonant with the 13C16O2 transition and frc and fo repetition rate frequency at the center of the
scan and offset frequency of the OFC, respectively. (Errors reported in parentheses). Δ(DCVS−HI)
are the differences between HITRAN database values and the present measured values for each
tabulated parameter. The HITRAN database values are νo = 150041403.1 (2) MHz, a

13C = 0.01106 (1),
δΓ/δP = 5.92 (5) MHz/mbar for the (2001-0000) R(18) transition of 13C16O2 and νo = 150,054,266.5 (2)
MHz, a

12C = 0.9842 (9), δΓ/δP = 4.56 (4) MHz/mbar for the (2001-0000) P(45) transition of 12C16O2.
The frequency shift between them is ΔνIS = 12,863.5 (3) and the natural isotopic concentration ratio
R13C/12C = 0.01123 (2). Errors of this differences take into account the error of the HITRAN values,
which are added in quadrature to the measured ones.

Parameter Global Fit Δ(DCVS−H I) Weighted-Average Δ(DCVS−H I)
of Individual Fits

ΔνIS [MHz] 12,868.8 (6.4) 5.3 (6.4) 12,860.8 (6.0) −2.7 (6.0)
R13C/12C 0.0116(4) 0.0004 (4) 0.0116 (4) 0.0004 (4)

Transition a (2001–0000) R(18) 13C16O2

νo [MHz] 150,041,400.3 (6.0) −2.6 (6.0) 150,041,404.3 (5.6) 1.4 (5.6)
a

13C 0.0109 (3) −0.0002(3) 0.0107 (2) −0.0004(2)
δΓ/δP [MHz/mbar] 5.3 (3) −0.6 (3) 4.5 (3) −1.4 (3)

Transition b (2001–0000) P(45) 12C16O2

νo [MHz] 150,054,269.2 (2.0) 2.7 (2.0) 150,054,265.2 (2.1) −1.3 (2.1)
a

12C 0.94 (2) −0.04(2) 0.92 (3) −0.06 (3)
δΓ/δP [MHz/mbar] 4.0 (1) −0.6 (1) 3.8 (2) −0.8 (2)

4. Discussion

Abundances of 12C16O2 and 13C16O2 are measured with a precision of 2.1% and 2.7%,
respectively, in agreement with the HITRAN values. Consequently, a fractional isotope
ratio R13C/12C = 0.0116 (4) is determined, as expected for a CO2 gas sample with the
current natural isotopic content [44]. The present measurements can be considered a proof
of principle of the DCVS applied to fractional isotopic ratio determinations, even if the
experiment was performed at only one pressure, which was selected for giving the best
precision performance for both isotopes in a single OFC scan. The final uncertainty is
due to several issues: S/N ratio of each transmittance spectrum, limited scan of the full
spectral profile of the transitions, and saturated absorption effects. The last two issues
are particularly present in the 12C16O2 transition, which shows a quasi total saturation
of the absorption, and the high frequency side is unrecorded. The final precision of a

12C

determination is strongly limited by these experimental issues, which must be avoided
to obtain the determinations for this isotope that are comparable to those achieved in
other DFCDS [25]. Measurements at lower pressures could avoid saturation effects for this
transition, paying for a decrease in the S/N ratio of the 13C16O2 transition by considering
that the gas sample and absorption path are shared for both transitions. We are confident
that measurements with gas sample pressure between 10 and 55 mbar could lead to a
result that is compatible with the present uncertainties of the a13C

. In addition, detection
of the complete transition profiles would allow a significant improvement of the spectral
parameters determination, including a

12C, even at the gas pressure of the experiment. A
more accurate choice of the frequency parameters of the OFC and FP could allow to center
both transitions in the present maximum continuous scan of the OFC frequency for a
single acquisition. Alternatively, consecutive OFC-shifted scans could be combined to
increase the scan range. Through global fits, spectra recorded at different gas pressures, and
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involving other transitions of the sample gas, could be considered all together, increasing
the final precision. Finally, combining detection and scan schemes as those described
in [30,31] with the high Vernier filtering of our DCVS spectrometer, would allow faster
broadband acquisitions.

Besides the fractional isotopic ratio, other spectral parameters of the targeted tran-
sitions are determined in our measurements. We find the transition frequencies to be in
agreement with the HITRAN values, considering one standard deviation uncertainty. Their
absolute value is reported with a precision of 1×10−8 and 4×10−8 for the 12C16O2 and
13C16O2 transitions, respectively. Instead, a small disagreement with the HITRAN values
of the collisional broadening coefficients should be noted. Nevertheless, we believe that for
our single pressure measurement, such discrepancies could be expected for a parameter
that is just measuring a pressure-induced effect.

The present results show the capabilities of DCVS for precise measurements of the
fractional isotopic ratios in a sample gas, with potential applicability in the detection of
rare isotopologues [46], where absorption background from the others must be avoided. In
principle, our technique could be applied to different kinds of OFC (ICL and QCL combs)
in order to realize a compact setup toward the mid-infrared region.
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Abstract: We report the development of a laser gas analyzer that measures gas concentrations at a
data rate of 100 Hz. This fast data rate helps eddy covariance calculations for gas fluxes in turbulent
high wind speed environments. The laser gas analyzer is based on derivative laser absorption
spectroscopy and set for measurements of water vapor (H2O, at wavelength ~1392 nm) and carbon
dioxide (CO2, at ~2004 nm). This instrument, in combination with an ultrasonic anemometer, has
been tested experimentally in both marine and terrestrial environments. First, we compared the
accuracy of results between the laser gas analyzer and a high-quality commercial instrument with
a max data rate of 20 Hz. We then analyzed and compared the correlation of H2O flux results at
data rates of 100 Hz and 20 Hz in both high and low wind speeds to verify the contribution of high
frequency components. The measurement results show that the contribution of 100 Hz data rate to
flux calculations is about 11% compared to that measured with 20 Hz data rate, in an environment
with wind speed of ~10 m/s. Therefore, it shows that the laser gas analyzer with high detection
frequency is more suitable for measurements in high wind speed environments.

Keywords: laser gas analyzer; flux measurement; eddy covariance method; derivative absorption
spectroscopy; gas sensors

1. Introduction

The exchange of energy and mass between the ocean and atmosphere has significant
impacts on the global environment, climate, and ecological balance. Flux measurements of
heat, water, carbon dioxide, and methane, as well as other trace gases have been widely
used to estimate the exchange of energy and mass [1–5]. With decades of technological
development, the eddy covariance method has become a preferred method for direct flux
estimations in turbulent motions without parametric assumptions, and is widely used in
ecological flux observations [6].

Generally, the physical principle for the eddy covariance method is to measure the
quantity of molecules moving upward or downward over time, and the speed in which
they travel. Mathematically it can be represented as a covariance between measurements
of vertical velocity of the upward or downward movements, and the concentration of
the entity of interest [7]. The basic equipment for a flux measurement system mainly
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includes a three-dimensional ultrasonic anemometer and a gas analyzer. In the last decade,
substantial progress has been made in the development of spectroscopic trace gas sensing
technologies. This includes non-dispersive infrared spectroscopy (NDIR), tunable diode
laser absorption spectroscopy (TDLAS), quantum cascade laser absorption spectroscopy
(QCL-TDLAS), cavity ring-down spectroscopy (CRDS), and photoacoustic spectroscopy
(PAS). Spectroscopic methods have advantages of high selectivity, high sensitivity, long-
term stability, and have been applied for eddy covariance measurements. For example,
Fortuniak et al. measured the greenhouse gases (CO2, CH4, H2O) at the wetlands of Biebrza
National Park in Poland by using a sonic anemometer and gas analyzers (LI-COR LI-7500-
H2O/CO2 and LI-7700-CH4) operating with 10 Hz frequency [8]. Kormann et al. developed
a novel tunable diode laser absorption spectrometer for trace gas flux measurements based
on micrometeorological techniques where the spectrometer was used to measure CH4
and N2O fluxes from rice paddies and tropical ecosystems [9]. Christian et al. tested a
performance of a quantum cascade laser (QCL)-based N2O flux measurements against gas
chromatography (GC) [10]. Crosson developed an analyzer based on cavity ring-down
spectroscopy to measure the concentrations of CO2, H2O and CH4 [11]. He et al. developed
a unique open-path CRDS technique for atmospheric sensing [12]; and Gong et al. recently
developed a high-sensitivity resonant photoacoustic sensor for remote CH4 gas detection
at ppb-levels [13,14].

Turbulent changes happen very quickly, and the respective changes are very small in
concentration, density, or temperature. It is therefore necessary to use an instrument with
high precision and fast data rate of measurements, especially in high wind environments.
Nevertheless, data rates of flux measurements reported in literature are typically around
20 Hz or slower. The 20 Hz frequency detection may cause data loss and inaccuracy for an-
alyzing the gas exchange and flux. For trace gases measurements, tunable laser absorption
spectroscopy was developed decades ago as an ideal analysis and measurement technology,
which has the advantages of high resolution, high selectivity, and high sensitivity [15,16]. It
is widely used in the fields of greenhouse gas detection, toxic and hazardous gas detection
in chemical parks, respiratory diagnosis, aero-engine combustion flow field diagnosis,
deep-sea dissolved gas, and isotope detection [17–24].

In this work, we have developed a simple and compact laser gas analyzer with a data
rate of 100 Hz, based on laser absorption spectroscopy and derivative absorption spec-
troscopy. The analyzer is designed by using two diode DFB lasers operating at wavelengths
of ~2004 nm for CO2 and ~1392 nm for H2O measurements. Meanwhile, we have designed
a multi-pass cell with a 20 m optical path length for CO2 absorption measurements and a
single-path cell of 15 cm optical path length for H2O absorption measurements, as well as a
miniaturized TDLAS electronics system. By developing a fast data processing of derivative
absorption spectroscopy, we were able to achieve gas concentration measurements at a
100 Hz data rate. The system was tested in high and low wind speed environments by field
measurements on an offshore platform in the Yellow Sea near the Yan-tai city in Shandong
province and on the Jue-hua Island near Huludao city in Liaoning province. We compare
the accuracy of results between our laser gas analyzer and a commercial instrument LI-COR
LI-7500. Finally, we analyzed and compared the impact of data rates between 100 Hz and
20 Hz in high and low wind speeds to verify the contribution of high frequency detection.

2. Materials and Methods

2.1. Transmission-Intensity-Normalized Second-Derivative Spectroscopy

A direct tunable diode laser absorption spectroscopy (dTDLAS) is a reliable means for
trace gas detections as it is relatively simple in construction, easy to handle, and reliable to
use [25]. The technology is based on an attenuation of laser radiation due to absorption as
descript by the Lambert–Beer’s law, which can be written as:

I(ν) = I0(ν) · exp[−ε(ν) · L · C], (1)
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where I0(ν) is the incident intensity of the laser radiation of frequency ν. After passing
through an absorbing medium, where optical path length is L and gas concentration is
C, the transmitted intensity I(ν) is detected. The concentration-normalized absorption
coefficient ε(ν) can be described by Equation (2):

ε(ν) = S(T) · P · φ(P, T, ν), (2)

where P is the total pressure, S(T) is the temperature-dependent line strength, φ(P, T, ν) is
the line shape function which is pressure and temperature dependent [26,27].

However, the detection limit of dTDLAS is affected by noise contributions in the
measurement signal. The data analysis during concentration inversion also involves
numerical division, logarithmic calculations, and possible nonlinear least-squares fitting.
This type of calculation-intensive analysis is a challenge for the simple microcontrollers
typically used in such measurement instruments, and slows the data acquisition rate. To
improve on this, a derivative spectroscopy technique [28,29] can be applied. By processing
spectral signal with second-order differential, the derivative spectral signal is obtained, and
correlated with gas concentration. The transmission-intensity-normalized first and second
derivatives of measurement signals can be written by Equations (3) and (4), respectively.

dI
dν

/I =
dI0

dν
/I0 − L · C · dε

dν
, (3)

d2 I
dν2 /I =

d2 I0

dν2 /I0 +

(
L · C · dε

dν

)2
− 2 · L · C · dε

dν
× dI0

dν
/I0 − L · C · d2ε

dν2 , (4)

When a linearly ramp is used as drive current to a diode laser, the first term of
Equation (4) is zero in an ideal case when changes of laser intensity are proportional to
changes in its drive current. The residual deviation from zero is not dependent on the gas
absorption and can be treated as an offset background. The values of the second and third
term are zero at the center frequency of an absorption line, where the curvature slope (i.e.,
first derivative) is zero. The fourth term (second derivative) reaches a maximum value at
the line center. Therefore, the transmission-intensity-normalized second derivative spectra
have a linear relationship with the concentration of the absorbing medium.

2.2. Method of Flux Measurements

The eddy covariance (EC) method has been widely used for direct measurements of
surface atmosphere exchange. It uses the covariance between vertical velocity wi in wind
speed and fast variations of Ci in trace concentration. The EC flux F can be calculated from
a recorded time series of N measurements as:

F = C′ · w′ =
1
N

N

∑
i=1

[(Ci − C) · (wi − w)] =
1
N

N

∑
i=1

C′
i · w′

i, (5)

where C′ and w′ are the instantaneous deviations from their corresponding mean values
C and w, respectively. For this work, an ultrasonic anemometer (GILL-HS100) was used
to determine vertical wind speeds. The instantaneous gas concentrations of the species of
interest (i.e., H2O vapor and CO2 gas) were measured with our newly developed laser gas
analyzer at a fast data rate of 100 Hz. As eddies occur on a wide range of timescales, it
is necessary to use sufficiently long averaging time for calculating mean values. For this
study, a time interval of about 5 min was chosen for calculating the average value when
operating at a data rate of 100 Hz (resulting in a total of 30,000 data points). Alternatively,
the effective data sampling can be slowed to a lower rate (e.g., 20 Hz), or the averaging
time base can be extended.
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2.3. Selection of Spectral Absorption Lines

To achieve reliable measurements of trace gas concentrations, a spectral simulation
is performed to determine whether the selected lines have sufficient strengths for mea-
surements and are well isolated from the absorptions by other gas species without any
serious interference. H2O and CO2 have several strong absorption bands in the infrared
spectral range between 1.0 μm and 2.5 μm, as shown in Figure 1 [30]. For example, the
line strengths of CO2 near 2.0 μm wavelength region are much stronger than in 1.6 μm
region. So in this study, we used a ~2.0 μm diode laser for more sensitive detections.
Figure 1c,d show the simulation of spectral absorption around 4991 cm−1 and 7181 cm−1,
based on the HITRAN2016 database [31] for 2% H2O and 400 ppmv CO2 in air under
nominal conditions (P = 1 atm, T = 296 K, path length L = 15 cm for H2O or 20 m for
CO2, respectively). The results indicate that the target lines for H2O and CO2 detection are
appropriate with minimum spectral inference. So the diode lasers of 1.392 μm wavelength
(NEL, NLK1E5GAAA) and 2.004 μm wavelength (NEL, KELD1G5BAAA) are used in
this work.

 
Figure 1. (a,b) Spectral line strengths; (c,d) simulation of spectral absorption with 2% H2O and
400 ppmv CO2 in air at a temperature of 296 K and pressure of 1 atm, in the near infrared wavelength
regions (c) 1.392 μm, path length 15 cm, and (d) 2.004 μm, path length 20 m, respectively.

2.4. Experimental Setup

A schematic of the laser gas analyzer and experimental setup developed for flux
measurement is shown in Figure 2, comprised of three units: a laser gas analyzer, an
ultrasonic anemometer for three-dimensional wind speeds, power supply, and data acqui-
sition. Among them, our developed laser gas analyzer consists of a miniaturized TDLAS
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measuring system and two gas absorption cells. The two diode lasers are driven by cur-
rent controllers and temperature controllers with precision setting voltages, generated by
digital-to-analog converters (DAC, Analog Devices AD5682, 14 bits) in combination with
a microcontroller (ST, STM32H743VIT6). The wavelengths of diode lasers are ramped at
a rate of 2 kHz via their operation currents. The fiber-coupled laser output is collimated
and focused to either a single-pass absorption cell (15 cm optical path length) for H2O mea-
surements, or a multi-pass absorption cell (Herriott style, 50 passes, total 20 m optical path
length, 51-mm dimeter mirrors with 99.99% highly-reflective dielectric coatings around
2.0 μm) for CO2 measurements. The laser radiation is detected by a wavelength-extended
(up-to 2.6 μm) InGaAs photodiode (GPD Optoelectronics), and then amplified (Analog
Devices AD8065) and recorded by an analog-to-digital converter (ADC, 16 bits, on the
STM32H743 microcontroller). The final results of gas concentrations and wind speeds are
sent to a laptop computer by an Ethernet port and saved to a memory card. A GPS receiver
is used to provide time information for synchronizing the data between the ultrasonic
anemometer and the laser gas analyzer.

Figure 2. Schematic of the laser gas analyzer and experimental setup for flux measurements. (a) the
three major components of the system; (b–d) details of the miniaturized TDLAS system.

3. Results and Discussion

3.1. Signal Processing

To quickly process the measurement data for this project, we applied the Savitzky–
Golay filter method [32] for signal smoothing and differentiation. This digital filtering
technique fits successive sub-sets of adjacent data points with a low-degree polynomial by
the method of linear least squares. As a result of this moving-window data smoothing pro-
cess, it increased the precision of the data without distorting the signal tendency. Another
important aspect of this Savitzky–Golay filtering technique is that it also obtains derivative
information of the signal profile based on the fitted polynomials. For spectroscopy applica-
tions, the Savitzky–Golay filtering technique can help to reduce signal noise and identify
structure components in complex spectra [33,34]. It enables us to achieve fast numerical
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data analysis of recorded measurement transmission absorption spectra for determining
gas concentrations in gas sensing applications.

Figure 3a shows one example of a CO2 measurement spectrum and the associated 1st
and 2nd derivatives obtained via a Savitzky–Golay filtering. The transmission spectrum
was acquired for samples of ~500 ppmv CO2 by the ADC with 450 data points, and
averaged 16 times in successive laser current scans. Simulations of the absorbance and
2nd differentiation spectrum at 1 ppmv CO2 concentration are displayed in Figure 3b. The
16 bits ADC for recording the photodetector signal has sufficient resolution (i.e., 1/65,535)
to cover concentrations from ~2000 ppmv down to sub ppmv. Our noise-limited detection
sensitivity corresponds to an absorbance level of ~1.5 × 10−4.

Figure 3. (a) A measurement example of tunable diode laser transmission spectrum of CO2 absorption, and the subsequent
numerical analysis of its transmission-intensity-normalized 1st and 2nd differentiations by Savitzky–Golay filtering;
(b) simulations of absorbance and 2nd differentiation at 1 ppmv CO2 concentration.

3.2. Gas Analyzer Performance

To evaluate the performance of numerical analysis of derivative absorption spec-
troscopy, we prepared a series of reference gas mixtures of CO2 and H2O with different
concentrations and made measurements at atmospheric pressure. The subsequent second
derivative absorption signals were calculated by using the Savitzy–Golay filter method,
as shown in Figure 4a for CO2 and Figure 4c for H2O. As expected, a linear correlation
between the signal peak magnitude of the second derivative spectra and the CO2 and H2O
concentrations were confirmed. The results presented in Figure 4b,d show a good linear
dependence (adj. R2 = 0.995 for CO2 and adj. R2 = 0.999 for H2O), and demonstrate that
the algorithm is valid for trace gas measurements. The slope of the fitted straight-line
also serves as a conversion coefficient between the experimental measurements and the
resulting gas concentrations.

The detection limit of the developed laser gas analyzer is evaluated by using Allan
variance plots [35]. Figure 5 shows the results of Allan deviations for CO2 and H2O
concentration measurements with a sample containing 500 ppmv CO2 and 2% H2O, plotted
in a log–log scale. The measurement noise at 100 Hz data rate (i.e., 0.01 s averaging time)
is about 0.40 ppmv for CO2, and 8.17 ppmv for H2O, respectively. As the averaging
time increases, the minimum reaches about 0.026 ppmv for CO2 at 6 s integration time,
and 3.12 ppmv for H2O at 0.13 s integration time. Table 1 summarizes the performance
comparison between the laser gas analyzer we developed, and the commercial instrument
LI-7500-CO2/H2O based on non-dispersive infrared technology [36]. The TDLAS gas
analyzer we developed performs slightly better for H2O than the LI-7500 instrument, but
was slightly worse for CO2. The major advancement of our device is its fast maximum
measurement data rate of 100 Hz, corresponding to a time resolution of 10 ms, which
would enable observation of fast turbulent motions for eddy covariance.
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Figure 4. Numerically processed second derivative spectra of measurements at different gas concen-
trations of (a) CO2 and (c) H2O. The corresponding straight-line fits of the spectral peak magnitudes
to the gas concentrations are displayed in (b,d).

 
Figure 5. Allan deviation analyses of CO2 and H2O detection limits as a function of averaging time.
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Table 1. Performance comparison between our laser gas analyzer and a commercial instrument.

Our TDLAS Analyzer LI-7500 Analyzer

Method Laser absorption spectroscopy Non-dispersive infrared spectroscopy

Detection limit, H2O 3.25 ppmv at 10 Hz
8.17 ppmv at 100 Hz

4.70 ppmv at 10 Hz
6.70 ppmv at 20 Hz

Detection limit, CO2
0.13 ppmv at 10 Hz

0.40 ppmv at 100 Hz
0.11 ppmv at 10 Hz
0.16 ppmv at 20 Hz

Maximum data rate 100 Hz 20 Hz

3.3. Experimental Field Measurements

In order to test the performance of the developed gas analyzer for H2O and CO2
fluxes measurements under low and high wind speed environments, we conducted the
field measurements at two distinctive sites, as depicted in Figure 6. Figure 6a shows the
installation of our integrated instruments and an ultrasonic anemometer on an offshore
platform in the Yellow Sea of Yan-tai city in Shandong province (Site-A) with high-wind-
speed marine environment. Figure 6b shows the installation on the Jue-hua Island of
Huludao city in Liaoning province (Site-B) with low-wind-speed terrestrial environment.
The commercial LI-7500-CO2/H2O instrument is also installed nearby to calibrate and
compare the accuracy of measurements.

 

Figure 6. Photographs of the installation for field measurements at two sites of different environmen-
tal conditions. (a) Site-A of marine environment. (b) Site-B of terrestrial environment.

The results of comparison measurements for an hour in the marine environment
(Figure 6a) with wind speed of about 13 m/s are displayed in Figure 7a,b, which show
CO2 and H2O concentrations determined by our laser gas analyzer and the commercial
LI-7500 analyzer. Our H2O sensing unit was installed close to the LI-7500, while the
CO2 sensing unit was slightly further away. The H2O concentration measurements show
good agreement between the two instruments. The difference of CO2 concentration trend
between our laser gas analyzer and the LI-7500 analyzer was partly due to its installation
location, which is slightly further away, therefore had different wind conditions. Another
contributing factor might be the mounting and housing of the multi-pass sensing unit,
which we will investigate in future studies. Furthermore, we measured CO2 absorption in
the wavelength region of its ~2.0 μm absorption band, while the LI-7500 analyzer operated
around the ~4.2 μm stronger absorption band, resulting in a higher sensitivity with shorter
optical path length. The detected concentration of CO2 for both analyzers in the marine
environment ranges from 380 ppmv to 410 ppmv, and the detected concentration of H2O
ranges for 22 mmol/mol to 25 mmol/mol.
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Figure 7. Comparison measurements between the laser gas analyzer and an LI-7500-CO2/H2O for
an hour. (a) CO2 and (b) H2O measurements. The data rate of the TDLAS was at 100 Hz (with only
one-fifth of the data points plotted in the graphs), whereas the LI-7500 was at its max 20 Hz.

For the investigation of the frequency characteristics of the measurements and the
time response of the instruments, we applied the frequency power density method to
analyze the recorded time series of the concentration data [37]. Figure 8a,b show the
comparison of power density spectra for CO2 and H2O concentrations between the laser
gas analyzer and LI-7500 analyzer via a fast Fourier transform method. The slope of spectra
(ploted in log–log scales) is approximate to −5/3 of the Kolmogorov theory in the inertial
subrange [38], indicating that the laser gas analyzer is capable of measuring turbulence
fluxes of CO2 and H2O via EC method.

Figure 8. Power density analysis of concentration measurements between laser gas analyzer and
LI-7500 analyzer for (a) CO2 and (b) H2O concentration measurements.

3.4. Comparison of Flux Measurements under Low and High Wind Speeds

Measurements of wind speed form an integral part in the determination of flux of gas
emissions and movements. Three-dimensional wind speeds are measured via an ultrasonic
anemometer. However, the mounting of the anemometer may not be exactly vertical or
horizontal to the ground. A coordinate rotation is needed to transform the measurement
values of the anemometer to the three velocity components u, ν, w in respect to the ground,
where w is the vertical wind velocity and is expected to have a mean value of zero. The
components u and ν are the two wind velocities in the horizontal plane. The horizontal
component ν is also aligned during the coordinate rotation to have a mean value of zero.
Therefore, the component u represents the speed along horizontal wind direction. The
results of wind speeds after rotating and H2O concentrations are plotted in Figure 9. The
maximum horizontal wind speed in the marine environment of Site-A is about 13 m/s,
whereas the maximum vertical wind speed is about 4 m/s in the terrestrial environment
of Site-B.
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Figure 9. Measurement data of H2O concentrations and three-dimensional wind velocities (u, v for
the two horizontal components, w for vertical). (a) Data of Site-A. (b) Data of Site-B.

Fast measurements can capture more details of rapid small-scale turbulence in air
movements, especially in a high wind speed environment. Subsequently, this is expected
to be an advantage for flux determination. We numerically analyzed the impact of data
sampling rate by block averaging every 5 data samples of the original 100 Hz data set to
obtain a 20 Hz data set. This 20 Hz data set loses frequency contributions above 20 Hz.
Both data sets are computed for flux using a 5 min time base (see Equation (5)). The results
of H2O fluxes are shown in Figure 10, for both high and low wind speeds.

 
Figure 10. Comparison of H2O fluxes between 20 Hz and 100 Hz. (a) The comparison of H2O fluxes
between 20 Hz and 100 Hz in 10 m/s wind speed environment. (b) The correlation analysis of H2O
fluxes between 20 Hz and 100 Hz in 10 m/s wind speed environment. (c) The comparison of H2O
fluxes between 20 Hz and 100 Hz in 4 m/s wind speed environment. (d) The correlation analysis of
H2O fluxes between 20 Hz and 100 Hz in 4 m/s wind speed environment.

As described in Figure 10a,b, the H2O fluxes computed for data rates of 20 Hz and
100 Hz can differ by up to 16% (adjustable R2 = 0.84) in the 10 m/s wind speed environment.
As a comparison, the difference of H2O fluxes is about 5% (adjustable R2 = 0.95) in the
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4 m/s wind speed environment, shown in Figure 10c,d. The difference suggests that the
contribution of 100 Hz flux measurements increases by about 11%, as wind speed changes
from 4 m/s to 10 m/s. The data points spread out further away from the straight-line in
Figure 10b than in Figure 10d.

4. Conclusions

In this paper, a laser gas analyzer based on a second derivative laser absorption
spectroscopy method has been developed to achieve a 100 Hz fast data rate, which is faster
than that of a well-established 20 Hz commercial instrument. In combination with an
ultrasonic anemometer, we applied the new laser gas analyzer for measurements of gas
fluxes by using the eddy covariance method. Two DFB lasers operating at ~2.004 μm for
CO2 and ~1.392 μm for H2O were used as optical sources. We built a multi-pass absorption
cell of 20 m optical path length for CO2 measurements, and a single-pass absorption cell of
15 cm optical path length for H2O detection. A miniaturized TDLAS electronics system was
designed for the operation and analysis of the gas concentration measurements. The gas
analyzer achieves a detection limit of 8.17 ppmv for H2O and 0.40 ppmv for CO2 at 0.01 s
integration time. Meanwhile, we made field measurements by installing the integrated
instruments in two different environments to verify the influence of different wind speeds
on flux measurements against a commercial instrument LI-7500. In general, the 100-Hz gas
analyzer we developed has a wide prospect for flux measurement applications, especially
when rapid turbulence is involved.
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Abstract: An imaging Fourier-transform spectrometer in the mid-infrared (1850–6667 cm−1) has
been used to acquire transmittance spectra at a resolution of 1 cm−1 of three atmospheric pollutants
with known column densities (Q): methane (258 ppm·m), nitrous oxide (107.5 ppm·m) and propane
(215 ppm·m). Values of Q and T have been retrieved by fitting them with theoretical spectra generated
with parameters from the HITRAN database, based on a radiometric model that takes into account
gas absorption and emission, and the instrument lineshape function. A principal component analysis
(PCA) of experimental data has found that two principal components are enough to reconstruct
gas spectra with high fidelity. PCA-processed spectra have better signal-to-noise ratio without loss
of spatial resolution, improving the uniformity of retrieval. PCA has been used also to speed up
retrieval, by pre-calculating simulated spectra for a range of expected Q and T values, applying PCA
to them and then comparing the principal components of experimental spectra with those of the
simulated ones to find the gas Q and T values. A reduction in calculation time by a factor larger than
one thousand is achieved with improved accuracy. Retrieval can be further simplified by obtaining T
and Q as quadratic functions of the two first principal components.

Keywords: infrared imaging; multispectral and hyperspectral imaging; air pollution monitoring;
remote sensing and sensors; spectroscopy; fourier transform; image processing

1. Introduction

Public concern about the adverse health effects of air pollution has increased consid-
erably in recent years. This growing concern is being progressively translated into more
restrictive legislation [1]: new emission limit values (ELVs) are set for previously unregu-
lated pollutants, and more stringent levels are established for those already regulated. There
is thus an increasing need to develop reliable methods for the measurement of atmospheric
gases at immission levels. An example of this trend is the IMPRESS 2 project, funded by the
research program EMPIR (European Metrology Programme for Innovation and Research)
of the European Association of National Metrology Institutes (EURAMET), with the aim
of improving measurement of pollutant gases at several levels: to develop new reference
measurement methods for gases not yet regulated, to improve hyperspectral techniques,
to determine uncertainty and traceability of mass emission measurements, etc. [2].

Ideally, a measurement method for air pollutants should be both versatile and accurate.
Since all pollutant gases show characteristic absorption–emission bands in the infrared
(IR) spectral region, IR optical techniques are such a versatile method with the additional
advantage of providing remote and non-intrusive measurements. There are many tech-
niques for IR optical gas sensing (see [3] for a comprehensive review) but high resolution
spectroscopy is the most wide ranging in its applications, being able to detect several gases
at the same time, and has the potential for high accuracy, since the dependence of line
intensities on temperature and concentration is very well known.

Due to these features, Fourier transform spectrometry has been used for a long time
to measure emissions from smokestack effluents and other industrial sources [4–6], but in
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recent years, imaging spectrometers have conferred additional power to this technique [7]:
it has become possible to map column densities Q (concentration·path product) of pollu-
tants and plume temperatures T [8] over a large area, or to track gas flows and estimate
effluent mass flow rates [9]. Cooler sources, such as automobile exhaust emissions, have
also been measured in absorption mode [10], as well as ambient-temperature greenhouse
emissions [11].

These studies apply techniques originally developed for non-imaging absorption
spectroscopy to each pixel of the acquired datacube. It is possible, however, to take
advantage of the large amount of data provided by imaging instruments to improve the
sensitivity and signal to noise ratio. The objective of this paper is to study the absorption
spectroscopy of pollutant gases in the atmosphere in the context of hyperspectral imaging,
taking advantage of those possibilities. In particular, the well-known statistical technique
of principal component analysis (PCA) is applied to gas spectra in the datacube, first
to filter out noise and then to fasten retrieval of T and Q values. A simple radiative
model applicable to field measurements is defined, although in this work it has been used
only for laboratory measurements with a gas cell in order to evaluate its accuracy for the
determination of gas concentrations.

Three gases have been studied: methane (CH4), nitrous oxide (N2O) and propane
(C3H8). The first two are greenhouse gases and the third is a hydrocarbon that frequently
appears jointly with methane and whose spectral features are in the same spectral region.
For each of them, a mixture of known concentration has been prepared, and measured with
a hyperspectral imager that operates in the mid-infrared band. Values of T and Q have been
retrieved by fitting experimental spectra with simulated ones, and have been compared
with the nominal values to assess the accuracy of the method. It has been demonstrated that
processing with PCA increases signal to noise ratio which, in turn, improves the accuracy
of retrieval, without losing spatial resolution or increasing acquisition time.

The basics of our approach are described in Section 2. After briefly explaining the
radiative model in Section 2.1, the retrieval procedure is outlined in Section 2.2 and detailed
in Section 2.3. The experimental setup and the measurements performed are described in
Section 3. Principal component analysis is exposed and applied to noise filtering of spectra
in Section 4; then it is applied, in Section 5, to reduce the dimensionality of spectra, thus
making possible a faster retrieval of column density Q and temperature T. Retrieval is
further simplified in Section 5.3 by defining polynomial functions that provide Q and T
directly as functions of the principal components of the spectra. Finally, conclusions are
summarized in Section 6.

2. Radiative Model and Retrieval Method

Nearly all gas molecules have characteristic absorption/emission spectra in the in-
frared (IR) spectral region, due to transitions between ro-vibrational levels. For a specific
line at wavenumber ν with absorptivity a, gas transmittance is given by the Lambert–
Beer law:

τg(ν, Cg, Tg) = e−a(ν,Tg)Cg Lg ≡ e−a(ν,Tg)Qg (1)

where Lg is the gas optical path, Cg is the concentration, Qg = CgLg is the column density,
and the dependence of a on wavenumber and temperature has been shown explicitly.
If there is more than one absorbing species, τ(ν) is just a product of terms, as in Equation (1),
one for each species; if the concentration is not homogeneous, the product aCL is replaced
by an integral. Since absorptivities are well-known parameters that can be extracted from
spectroscopic databases such as HITRAN [12], a transmittance measurement over a spectral
range provides, in principle, an accurate way to identify gases in a sample and to determine
their concentrations.

This is the basis of IR absorption spectroscopy, a classical method of analytical chem-
istry. In its most straightforward laboratory implementation, a gas cell in a spectropho-
tometer is filled with the sample to be measured, and then with a reference gas without
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absorption lines in the spectral region of interest (typically N2). Transmittance is obtained
as the ratio of the two spectra.

However, the full potential of absorption spectroscopy is displayed in remote mea-
surements. In a typical field measurement with an imaging spectrometer, a gas cloud is
observed against a background, and the instrument provides a measurement of the spectral
radiance incoming to each pixel. In order to relate this radiance with the gas parameters, a
radiative model of the measurement configuration is needed (Figure 1).

ℒ1߬݃߬ܽ2ܾܽ߬ߝ(ܾܶ)ܤ 

ℒܤ ܶ݃ · (1 −  ߬݃)߬ܽ2 

ℒ݅݊ IFTS 

atm 2 atm 1 

gas 

Background 
 (ܾܶ, ,݃ܶ) (ܾߝ  (݃ߝ

Figure 1. Schematics of the radiative model.

2.1. Radiative Model

The following simplifying assumptions will be made:

1. The gas is in local thermal equilibrium, so that Boltzmann distribution holds and
absorptance α equals emittance ε (Kirchhoff’s Law).

2. The effects of absorption and scattering by particulate matter are negligible.
3. For each pixel, the gas is modeled by a single temperature, and a single value of

concentration for each species (these values are considered as line-of-sight averages);
therefore, the gas cloud can be characterized by a single transmittance τg and emit-
tance εg = αg = 1 − τg at each pixel.

4. The background emissivity εb is large, so that the reflection of ambient radiation in
the background is negligible.

5. The emission of the atmosphere is negligible (i.e., near transparent spectral region,
and/or ambient temperature Ta much lower than those of gas cloud and background).

With these approximations, the radiance measured by the radiometer can be ex-
pressed as:

Lm = LB(Tb)·εb·τa1 τgτa2 + LB(Tg)·
(
1 − τg

)
τa2 (2)

where τg, τa1 and τa2 are, respectively, the transmittances of the gas cloud and the first and
second atmospheric paths (atm 1 and atm 2 in Figure 1), LB stands for Planck’s blackbody
radiance, and Tb and Tg are, respectively, the temperatures of background and gas cloud.

To obtain a transmittance measurement, a reference spectrum must be measured
without gas:

Lr = LB(Tb)·εb·τa1 τg0 τa2 (3)

where τg0 stands for the transmittance of the region of atmosphere that was previously
occupied by gas cloud; it will be assumed that τg0 ≈ 1.
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A nominal transmittance is obtained as the ratio:

τnom ≡ Lm

Lr
= τg +

LB(Tg)

LB(Tb)
·
(
1−τg

)
· 1
εbτa1

≡ τg + τ′ (4)

The positive term τ′ is negligible if εbLB(Tb) >> LB(Tg), i.e., when the background is
much hotter than the gas; otherwise, the equation can be solved for τg if Tg, Tb and εb are
known (it will be generally assumed that in the spectral region considered, τa1 ≈ 1).

2.2. Temperature and Column Density Retrieval

Our aim is to obtain the values of gas concentration Cg from experimental measure-
ments of Lr(ν) and Lm(ν) but, since only the product CL appears in the equations (cf.
Equation (1)), the result can only be the column density Qg ≡ CgLg rather than the concen-
tration Cg. The amount of gas will be measured, as usual by spectroscopic remote sensing
methods, in units of ppm·m (parts per million per meter).

Since absorptivity a(ν, Tg) is a known parameter, the most straightforward method
to recover Qg for each gas is to solve Equation (4) for τg and then use Lambert–Beer law
(1) to obtain Qg. However, in many practical cases the gas cloud temperature Tg will
be unknown, and therefore should also be retrieved simultaneously with Qg from the
experimental measurements.

Thus, measurements of Lr(ν) and Lm(ν) over a spectral range rather than at a single
ν will be necessary to provide a set of equations, but even so it is not possible to solve
Equations (4) and (1) simultaneously for Tg and Qg, because both parameters are coupled
in the Lambert–Beer expression of transmittance (1), where the absorptivity a depends
on Tg in a nontrivial way. Instead, they will be determined by a fitting process: we
will calculate theoretical spectra for Lr(ν) and Lm(ν), divide them to obtain a theoretical
nominal transmittance τth

nom(ν) and assign to each pixel the column density and temperature
values which provide the best fit to the experimental spectra τnom(ν).

In summary, the final results of our method are a “column density image” and a
“temperature image” with values of, respectively, Qg and Tg at each point in the field of
view, obtained by iteratively fitting the experimental nominal transmittance spectra with
theoretical spectra generated according to the radiative model of Figure 1, through the
Equations (1)–(4).

2.3. Theoretical Spectra and Fitting Procedure

The spectral positions and intensities of the emission/absorption lines have been
obtained from the HITRAN database [12]. For methane and nitrous oxide, the HAPI [13]
Python-based interface to HITRAN has been used to download the respective absorption
coefficients. However, in this free-access database, there is no detailed information about
propane. Absorption coefficients for it have been obtained from the absorption cross
sections at an atmospheric pressure of 1 atm and three temperatures (278.15 K, 298.15 K
and 323.15 K) available on the webpage of HITRAN online [14]. With this information, it is
possible to calculate the absorption coefficients by multiplying the cross-section data by
the number of molecules per volume unit at ambient conditions.

Theoretical spectra have been generated by summing up the standard linehapes of
single absorption lines (“line-by-line method”). The dependence of a on temperature, due
to variation of absorption cross sections with T, has been fitted by seventh-order polynomial
functions with a spectral resolution of 0.01 cm−1 [10]. With this parametrization it is easy to
construct theoretical transmittance spectra τth

g (ν) for arbitrary values of Tg and Qg, using
Equation (1) and, in turn, theoretical τth

nom(ν) spectra with (2)–(4).
In order to compare these spectra to the measured ones, the effect of finite instrument

resolution must be accounted for. In our case, a triangular apodization was used, so that
the instrumental lineshape function (ILS) is a squared sinc function [15].

However, when calculating the theoretical transmittance spectrum, it is not correct
to simply convolve the ideal spectrum with the ILS. The reason is that the experimental
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nominal transmittance spectrum τnom(ν) is not measured directly, but rather as a ratio
(Equation (4)) of two radiance spectra measured by our instrument, Lm and Lr. Therefore,
the correct theoretical spectrum τth

nom(ν) must be calculated as a ratio of widened radiances:

τth
nom(ν) =

∫
[LB(ν′, Tb) · εb · τa1 (ν

′) · τg(ν′) · τa2 (ν
′) + LB(ν′, Tg) · (1 − τg(ν′)) · τa2 (ν

′)] · ILS(ν − ν′)dν′∫
LB(ν′, Tb) · εb · τa1 (ν

′) · τa2 (ν
′) · ILS(ν − ν′)dν′

(5)

where τg(ν) and τa1(ν), τa2(ν) stand for the ideal transmittance spectra of the gas cloud
and first and second atmospheric paths, respectively, as provided by HITRAN. They are
functions (not explicitly displayed) of the temperatures (Tg, Ta) and column densities of
the gas cloud (Qg) and the atmospheric gases. In this work, it has been assumed that
τa1 ≈ τa2 ≈ 1, which is a very good approximation for the measurement configuration and
the spectral regions involved.

At each pixel, the fitting procedure is as follows (a single gas will be assumed; for
each additional gas the procedure is the same but there is an additional unknown value of
column density to be determined). We start by assuming a value for the couple (Qg, Tg).
The theoretical transmittance spectrum τth

nom(ν) is calculated with Equations (1) and (5)
at the points of the wavenumber axis of the experimental spectra. The differences with
τnom(ν) for each wavenumber are added up in quadrature to get the sum of squared errors
(SSE). The Nelder–Mead minimization algorithm, as implemented in MATLAB software, is
used then to find the value of (Qg, Tg) for the next iteration, until convergence is reached.
This iterative process is repeated for each pixel to obtain the images of column density
and temperature.

3. Experimental Measurements

The experimental setup reproduces the scheme of Figure 1, but with the gas to be
measured confined to a gas cell in order to know precisely the optical path (see Figure 2).
The three main elements are: a blackbody radiator as a temperature controlled back-
ground, a gas cell for the pollutant to be characterized and the imaging Fourier transform
spectrometer (IFTS) that captures both spectral and spatial information of the scene.

Figure 2. (Left) Overall view of the experimental setup. (Right) A close-up view of the gas cell
without the gas supply tubes.

Specifically, an extended area (15 × 15 cm) blackbody radiator from Santa Barbara
Infrared, Inc., with nominal emissivity of 0.9 was placed as uniform background, and a
43 cm long gas cell made of stainless steel with two 38 mm diameter sapphire optical
windows was used to enclose the gas under test. This cell has two valves separated by a
distance of 20 cm for gas input and output.

The experimental spectra have been acquired with a Telops FIRST-MW Hypercam
IFTS [16,17] placed at a distance of two meters from the blackbody radiator, with the 43 cm
metallic gas cell in-between. In this instrument, the incoming radiance is modulated by
a Michelson interferometer, and then is detected by an InSb 320 × 256 focal plane array
(IFOV = 0.35 mrad), sensitive in the mid-infrared (1850 to 6667 cm−1). Interferograms are
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acquired for each pixel, which, after processing, can provide spectra with a maximum
resolution of 0.25 cm−1.

In order to reduce acquisition time to ≈ 1 min, in this work the spectral resolution of the
measurements was set at 1 cm−1 and a spatial sub-windowing of 256 × 160 pixels was used.
Integration time was 10 μs. Four interferograms were acquired for each measurement, and
the dataset was pre-processed by calculating its median and then Fourier-transformed to ob-
tain the radiance spectra. Processing of the interferograms includes triangular apodization,
zero-padding to obtain experimental spectra with same wavenumbers as the theoretical
ones, as well as off-axis correction [18]. All the processing steps have been described in [10].

Radiance spectra were obtained for both reference (with gas cell filled with N2) and
pollutant gas and divided according to Equation (4) to get a nominal transmittance spectrum.

Measurements have been carried out with the gas at ambient temperature and the
blackbody background at 350 ◦C, for methane (CH4), nitrous oxide (N2O) and propane
(C3H8) at the concentrations and in the spectral regions detailed in Table 1. The bottles
were prepared by the Spanish Metrology Institute (CEM, Centro Español de Metrología),
ensuring high accuracy in the concentration values.

Table 1. Air pollutants under test.

Pollutant
Gas

Concentration
(ppm)

Column Density
(ppm·m)

Bandwidth
(cm−1)

CH4 600 258 2700–3200

N2O 250 107.5 2100–2300

C3H8 500 215 2700–3200

4. Noise Filtering by Principal Component Analysis

Experimental radiance spectra for the three gases studied are shown in the left-hand
graphs of Figure 3. These spectra, divided by the reference spectrum obtained with the
gas cell full of N2, give the transmittance spectra of the right-hand side. The best fitting
by theoretical spectra (achieved with the iterative algorithm as explained in Section 2.3) is
also shown.

It is well known that when two noisy spectra are divided, the signal to noise ratio
(SNR) decreases greatly. Therefore, it would be very convenient to reduce the noise level of
radiance spectra before calculating transmittance. This can be performed by acquiring more
interferograms, at the cost of increasing measuring time, or by averaging over neighboring
pixels, thus decreasing spatial resolution.

There is, however, a better solution provided by principal components analysis
(PCA) [19]. This is a well-known statistical technique used to reduce the dimension-
ality of sets of multivariate data. If we have n measurements, each of m variables, the data
can be interpreted as a cloud of n points in a m-dimensional variable space. PCA generates a
new orthogonal basis in this space, optimally adapted to the data in the sense that (a) its
origin coincides with the center of mass of the points and (b) the new (sometimes called
“main”) axes are oriented so that the projections of data on them are uncorrelated (i.e., in the
new axes, the covariance matrix of the data is diagonal). The unit vectors corresponding
to these axes are the eigenvectors of the covariance matrix, and PCA provides them in
decreasing order of the associated eigenvalue. This means that the first principal direction
is that along which the variance of the data is a maximum; the second principal component
is, among the subset of vectors perpendicular to the first, the one whose direction contains
the largest variance, and so on. The coordinates of a point in the spectral space with
respect to the new basis are called principal components (PCs) or sometimes scores, and are
obtained by subtracting the coordinates of the center of mass and then projecting on the
basis of eigenvectors.
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Figure 3. Experimental spectra of air pollutants: radiance (left) and nominal transmittance, with best
fit (right).

Since most of the variance of the data is found in the first principal components,
a good approximation to the original data set can be made by considering only a small
number of principal components, say p. This is equivalent to projecting the data set in the
p-dimensional sub-space built from the first p main axes, and achieves a reduction in the
dimensionality of the data set from m to p.

In our case, the original data are the spectra (each one with m wavenumbers, m ∼ 15.000
for 1 cm−1 resolution) from a region of n pixels corresponding to the gas cell. Since the
spectra depend on two variables, T and Q, we can conjecture that the data should have an
intrinsic dimensionality close to two. They should all, therefore, lie very close to a surface
in the variable space, although this surface will not be a plane, since transmittance is not
linear with Q or T. However, if the range of variation of T and Q in the data is relatively
small, the corresponding surface region will be approximately flat, so that two principal
components should be enough to describe with good approximation all the variability of
the original data (p = 2). When T and Q have a wider variation, it will be necessary to
take p > 2, but in any case, the principal components of large order will contain mainly
noise. In summary, selecting the subspace spanned by the first major components not only
dramatically reduces data volume, but also results in efficient noise filtering [20,21].

To apply PCA to our experimental data, a preliminary scene classification is performed
by a standard k-means algorithm [22,23] to select the region of the image that corresponds
to the gas in the cell. After applying PCA to the radiance spectra in that region, it is found
that eigenvalues decrease sharply (Figure 4), so that for all the gases studied the first two
account for more than 99.95% of the trace of the covariance matrix (i.e., the total variance of
the data). This confirms our conjecture and suggests that a good spectrum reconstruction
should be obtained with only two principal components. Indeed, Figure 5 (left-hand side)
shows that the reconstructed radiance spectra reproduce with high fidelity the original
ones (shown in Figure 3), but with noise filtered out; as expected, the effect is stronger in
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transmittance (Figure 5, right-hand side). The results of iterative fitting of these spectra are
shown also in the right-hand side of Figure 5.

Figure 4. Values of the first 5 eigenvalues for the covariance matrix of the radiance spectra of the
three gases studied.

Figure 5. PCA–processed experimental spectra of air pollutants: radiance (left) and nominal trans-
mittance, with best fit (right).

By fitting spectra over the whole field of view of the instrument, a map of retrieved
Q is created. Figure 6 compares the C3H8 maps obtained from unprocessed spectra (left)
and PCA-filtered spectra (right). As expected, only the round cell window regions have
meaningful values, and they are quite similar in both cases, although the PCA-processed
map is more uniform.
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Figure 6. Maps of Q values retrieved by iterative fitting from τnom, unprocessed (left) and PCA-
filtered (right). The scale is in ppm·m; the size of the field of view is 5.5 cm × 5.5 cm. Retrieved
values of Q only have physical meaning in the central round region that corresponds to the gas cell
window; it is clear that PCA filtering improves uniformity in that region.

Retrieved Q values are summarized in Table 2, both for PCA-filtered (Figure 5) and
unfiltered spectra (Figure 3). Values are the mean ± the standard deviation in a square
of 7 × 7 pixels at the center of the gas cell. Signal to noise ratios measured in dB are also
tabulated. PCA increases SNR in all cases, and the effect is larger the noisier is the original
spectrum: the dB value is multiplied by 3.2 for CH4, by 2.1 for C3H8, and by 1.1 for N2O.
It must be pointed out that this improvement does not come at the expense of spatial
resolution (which is not degraded) or acquisition time (which is not increased), since no
spatial or time averaging is involved.

Comparison of the retrieved Q values with the nominal ones gives relative errors
of −2.6% for CH4, +4.8% for N2O and −9.2% for C3H8 for non-PCA-processed spectra
and similar values for the PCA-processed, except for a slightly better value for C3H8
(relative error −7.1%). These results, however, do not mean that PCA does not improve the
measurement of Q. Since they have been obtained by spatially averaging over a uniform
region, the most relevant parameter here is standard deviation, which is much smaller
for PCA-filtered spectra. The conclusion to be extracted is that the main effect of PCA
processing has been to improve the precision of retrieval rather than its accuracy.

Regarding the retrieved temperatures, for a room Tg ≈ 302 K, results for CH4, N2O
and C3H8 were, respectively, 310.6 ± 25.6 K, 305.0 ± 2.2 K and 312.6 ± 16.7 K for non-PCA-
processed spectra, and 306.7 ± 2.4 K, 305.4 ± 1.4 K and 312.5 ± 8.7 K for the PCA-processed.
These values show a similar behavior to those of Q: PCA processing has only improved
slightly the value of T for CH4 but has achieved an important reduction in standard
deviations, i.e., gives better results regarding uniformity.

Table 2. Column density values retrieved and signal to noise ratio for air pollutants in a 7 × 7 square
at the center of the gas cell. Values obtained by iterative search using as-measured experimental
spectra and PCA-processed experimental spectra.

Gas
Nominal

Q
(ppm·m)

Retrieved Q
w/o PCA
(ppm·m)

Retrieved Q
with PCA
(ppm·m)

SNR
w/o PCA

(dB)

SNR
with PCA

(dB)

CH4 258 251.2 ± 33.7 250.0 ± 9.8 5.5 ± 0.8 17.7 ± 0.1

N2O 107.5 112.7 ± 1.6 112.3 ± 1.4 24.2 ± 0.8 26.1 ± 3.3

C3H8 215 195.2 ± 8.6 199.7 ± 3.8 12.6 ± 0.5 26.1 ± 1.1
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5. Dimensionality Reduction by Principal Component Analysis

Up to now, PCA has been applied to a datacube of experimental nominal transmittance
spectra and has been used only to filter out noise in those spectra by reconstructing them
with a small number p of PCs (in the cases studied here, p = 2). Qg and Tg have been
retrieved by iterative fitting of the filtered spectra.

However, since filtered spectra are characterized by only p ∼ 2 PCs, it seems that it is
very inefficient to perform fitting in the full spectral space (where our objects are vectors
of m ∼ 15.000 components) instead of the subspace spanned by the relevant eigenvectors
(where our objects are vectors of p components; we call this space “PC space”).

The reason for this procedure is that simulation of spectra is based on the physics of
absorption/emission and generates them line by line. So the spectra on which the iterative
algorithm operates belong to the spectral space and have m components. If we want to
operate in the PC space, they could be projected onto the p first eigenvectors obtained
with PCA; then, the error between experiment and simulation could be calculated for the
PCs. However, the bulk of the computation time is spent on the line-by-line simulation of
the spectra and, once they are calculated, calculation of error is relatively straightforward.
Thus, there is no appreciable efficiency gain in projecting the spectra on eigenvectors during
iterative fitting and calculate errors in the PC space.

5.1. Retrieval by Search on Pre-Calculated Datacube

The previous observation underlines that the bottleneck of the retrieval process is
the iterative generation of simulated spectra during fitting. Thus, a great improvement in
efficiency could, in principle, be achieved by avoiding that process. This can be achieved if
spectra are pre-calculated, as follows:

1. For a specific scene, a matrix of (Tg, Qg) values can be defined, such that the ranges
of Tg and Qg cover the expected values in the scene. Nominal transmittance spectra
τnom(ν, Qg, Tg) can be calculated for all the (Tg, Q) values of the matrix (for a given
background temperature Tb). A simulated spectra datacube is thus obtained.

2. A experimental spectrum can now be compared to all the spectra of this datacube; the
(Tg, Qg) couple retrieved is the one that gives the smaller error (this can be measured
as the sum of squared errors, SSE, or as the absolute error).

To test this procedure, simulated spectra datacubes with a spectral resolution of
1 cm−1 and Tb = 350 ◦C were calculated for each of the three pollutant gases studied. Gas
temperatures varied between 0 ◦C ≤ Tg < 69 ◦C with a step ΔTg = 1 ◦C, and the range
of column densities was 70 ppm·m, centered for each gas at its expected column density,
with ΔQg = 1 ppm·m.

Results are shown in Table 3, under the heading SSD (simulated spectra datacube).
Comparison with nominal values gives relative errors of −7.8% for CH4, +5.1% for N2O
and −7.4% for C3H8, similar to those of the iterative fitting method except for a larger
value in CH4. Standard deviations are of the same order of those obtained previously with
PCA-processed spectra.

Table 3. Column density retrieved for air pollutants in a 7 × 7 square at the center of the gas cell.
Values obtained by search in simulated spectra datacube (SSD) and in simulated PC datacube (SPCD).

Gas
Nominal

Q
(ppm·m)

Retrieved Q
SSD

(ppm·m)

Retrieved Q
SPCD

(ppm·m)

CH4 258 237.9 ± 11.7 253.2 ± 7.6

N2O 107.5 113 ± 1.4 110.4± 3.4

C3H8 215 199.1 ± 3.3 218.1± 7.4
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Generation of each simulated spectra datacube took 23.2 s of CPU time in an Intel i7
processor based computer at 3.2 GHz, with six cores and 64 GB of RAM. Then, the realiza-
tion of a column density map over a region of 70 × 70 pixels took 5630 s of CPU time. This
result was unexpected, since it is longer than the 1460 s of CPU time for the same task if
completed by pixel-by-pixel iterative fitting.

The explanation is that in order to find the (Tg, Qg) couple at each pixel an exhaustive
search was used, i.e., the SSE was calculated between the experimental spectrum and
all the spectra in the simulated datacube. This is a very inefficient strategy, and time
can be reduced at least by an order of magnitude if a gradient search algorithm is used.
Clearly, time will also be shorter if the simulated spectra datacube is made smaller, either
by increasing the steps (ΔTg, ΔQg) or by reducing the range of (Tg, Qg). No attempt of
improvement along these lines has been made, however, since the approach based in PCA
described in the following section is much more powerful.

5.2. Simulated PC Datacube

The retrieval strategy just described above compares experimental spectra as measured
(i.e., in the spectral space) with the simulated ones. However, it can be enhanced by the
use of principal components to make it faster.

If a PCA is performed on the simulated spectra datacube, its z dimension can be
drastically reduced. The datacube thus obtained will be called the simulated PC datacube.
Now, the number p of PCs needed may be larger than 2, since spectra in the simulated
datacube have a larger variability than those of gas cell, because of the much wider interval
of temperatures and column densities involved. However, the absence of noise reduces
the variance of the simulated spectra, and, in our case, p = 2 is still enough to account for
more than 99.95% of the total variance.

Now, to retrieve the values of Tg and Qg for a pixel, the experimental spectrum is
projected onto the first p eigenvectors of the simulated spectra datacube, in order to obtain
its PCs (scores), and these p numbers are compared by a simple exhaustive search with
those in the simulated PC datacube to find the (Tg, Qg) couple with optimal agreement. It is
important, however, not to make the direct comparison of the scores, but rather to multiply
them by the magnitude of the corresponding eigenvector so as to to calculate correctly the
distance between the experimental and the simulated spectra in the PC space.

Retrieval of Q and T is dramatically faster with this procedure. Generation of the
simulated PC datacube from the simulated spectra datacube took 2.3 s of CPU. Then,
creation of a map of Q over the same 70 × 70 region as above took only 1.0 s of CPU.

Results are shown in Table 3, under the heading SPCD (simulated PC datacube).
Relative errors as compared to nominal values are now much smaller than previously:
−1.9% for CH4, +2.7% for N2O and 1.4% for C3H8. Standard deviations are of the same
order, being somewhat smaller for CH4 and larger for C3H8.

Retrieved temperatures are also more accurate, and nearly identical for the three gases:
305.1 ± 2.7 K for CH4, 305.7 ± 1.5 K for N2O and 304.7 ± 5.1 K for C3H8.

A point worth noting is that, since this approach is based on a PCA performed on
simulated spectra rather than on experimental ones, it can be applied as well to non-
imaging spectrometers.

5.3. Retrieval of Q and T by Polynomial Fitting of Principal Components

One appealing aspect of the approach developed here is that the temperature and
column density of the pollutant gas can be retrieved even without the ability to perform
the complex process of spectrum simulation explained in Section 2.3. Rather, for a specific
measurement conditions, with known Tb and expected ranges of Tg and Qg, the user can
be provided with the mean spectrum and the first p eigenvectors of the relevant simulated
spectra datacube. Then, the components on the PC base of the experimental spectra can be
written by subtracting the mean spectrum and projecting onto the eigenvectors.
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In the previous section, Tg and Qg for a pixel were obtained by an exhaustive
search in the simulated PC datacube, to find the best agreement with those components.
However, this can be further simplified for the user if explicit functions can be found,
Tg = Tg(PC1, . . . PCp) and Q = Q(PC1, . . . PCp), that fit the dependence of Tg and Qg from
the PCs, as defined in the simulated PC datacube.

This has been perfomed for the three gases under study in this work, using the
function package polyfitn available for use in MATLAB. It has been found that second-
degree polynomial functions can provide values for Tg and Qg as functions of (PC1, PC2),
with very small errors. As an example (Figure 7), the error of the Qg values furnished
by the polynomial function is smaller than ±0.7 ppm·m for CH4, ±1.7 ppm·m for N2O,
and ±5.5 ppm·m for C3H8 for most of the (T, Q) values of the pre-calculated datacube.

Figure 7. Absolute errors in the Q values obtained as second-degree polynomial functions of Tg

(horizontal axis) and Qg (vertical axis) for each of the gases studied. Errors are very small except for
the cases when (T, Q) values are either very large or very small (for CH4 and N2O) and only for the
very small values of Q (for C3H8).

6. Summary and Conclusions

The only way to improve signal-to-noise ratio (SNR) in a specific measurement condi-
tion with a non-imaging spectrometer was to average many spectra. In imaging spectrome-
ters, averaging can be made over neighbouring pixels. In both cases, SNR improvement
comes at a cost: time averaging degrades time resolution, and spatial averaging degrades
spatial resolution.

Imaging spectroscopy, however, makes possible a better strategy: to apply principal
component analysis to the datacube of experimental radiance spectra, and then reconstruct
the spectra using only a reduced number of principal components. The reconstructed
spectra have noise filtered out without losing spatial resolution.

In this work, this strategy has been applied to optimize measurements of column
density (Q, concentration·path product) and temperature (T) of pollutant gases, specifically,
methane, nitrous oxide, and propane.

A radiometric model that takes into account radiation emission and absorption, as well
as instrumental lineshape, has been defined and applied to generate line-by-line theoretical
spectra using the spectroscopic parameters of the HITRAN database. These spectra are
compared to experimental spectra measured for the pollutant gases in order to retrieve
their Q and T values. With an extended blackbody as background, two radiance spectra are
acquired for each pixel: one with the gas cell full of pollutant at the prescribed concentration,
the other with nitrogen as a reference, non-absorbing gas.

After PCA-processing, the increase in SNR, measured in dB, has been ×1.1 for N2O,
×2.1 for C3H8, and ×3.2 for CH4. These PCA-processed spectra have been used to obtain
the nominal transmittance spectra whose comparison to theoretical spectra provides the
retrieved Q and T values.

The more straightforward way to make that comparison is to generate theoretical
spectra, and to compare them iteratively, wavenumber by wavenumber, to the experimental
ones until the sum of squared errors is minimized. It has been found that the retrieved
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values of Q had a typical error of ∼ 7% both for unprocessed and PCA-processed spectra,
although the latter provided better uniformity, with smaller standard deviations.

The strategy just described is, however, very slow and computing-intensive. PCA
can be used also to speed up this process if the theoretical nominal transmittance spectra
are pre-calculated for a range of T and Q appropriate to the expected values of the gas,
and then PCA is applied to this simulated spectra datacube. Then, the comparison between
experimental and theoretical spectra can be made in the PC space, whose dimension is dras-
tically smaller than that of the spectra (in our case, two PCs versus ∼ 15.000 wavenumbers).
Thus, a very significant reduction in calculation time (a factor larger than one thousand) is
achieved. Accuracy of the retrieved Q and T values is also substantially improved: typical
errors in retrieved Q values have been found to be ∼2%.

This procedure can be further simplified when the measurement conditions are repeti-
tive, with known background temperature and gas T and Q within specific ranges. The user
can be supplied with the results of the PCA applied to the relevant simulated datacube
(mean spectrum and first eigenvectors), and can use them to obtain the first PCs of the
experimental spectra. Then, if the ranges of T and Q are not too wide (e.g., 70 ◦C and
70 ppm·m in this work), explicit polynomic functions can be fitted to the simulated PC dat-
acube that directly provides Q and T as functions of the first two PCs of the spectra. In this
approach, the user only needs to measure the experimental nominal transmittance spectra,
with no need to calculate simulated spectra or perform iterative fittings, and without
significant loss of accuracy in the results.
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Abstract: We propose a new concept of photoacoustic gas sensing based on capacitive transduction
which allows full integration while conserving the required characteristics of the sensor. For the
sensor’s performance optimization, trial and error method is not feasible due to economic and time
constrains. Therefore, we focus on a theoretical optimization of the sensor reinforced by compu-
tational methods implemented in a Python programming environment. We present an analytic
model to optimize the geometry of a cantilever used as a capacitive transducer in photoacoustic
spectroscopy. We describe all the physical parameters which have to be considered for this optimiza-
tion (photoacoustic force, damping, mechanical susceptibility, capacitive transduction, etc.). These
parameters are characterized by opposite trends. They are studied and compared to obtain geometric
values for which the signal output and signal-to-noise ratio are maximized.

Keywords: MEMS; gas sensor; photoacoustics; cantilever; capacitive detection; analytic model

1. Introduction

The market for gas sensors was estimated to be 2.23 billion USD in 2020 and is expected
to reach 4.49 billion USD in 2028 [1]. The growing interest in gas sensors is driven by various
field of applications, e.g., medicine [2], air quality [3], food processing [4], or security and
defense [5], that address legislative (e.g., EU’s air quality directives), National Ambient
Air Quality Standards) and/or individual needs. Sensors commonly used in the market,
according to the highest percentage contribution into the gas sensor market income, are
electrochemical, semiconductor, and infrared sensors [1]. Electrochemical sensor principles
are based on creation of an electrical signal after reaction with a target gas. Semiconductor
sensors are made of heated metal oxides which in the presence of the gas change their
resistivity. Infrared gas sensors are based on electromagnetic signal conversion into electrical
signal [6]. Characteristics of these sensors are presented in Table 1 [7].

Gas sensors for real-life applications [7], e.g., air quality, toxic gasses, medicine, food
processing, are required to be selective (perfectly distinguish one species among others),
sensitive (able to detect few particles per million in volume (ppmv)), reliable (stable, suffer
from small drift), and compact. Infrared gas sensors, like the ones based on tunable diode
laser spectroscopy (TDLS), can perfectly discriminate the spectral signature of a gas species
among others, thus providing an excellent selectivity, combined with a high sensitivity
(sub-ppb detection) [8] (Table 1). The main drawbacks of infrared detection are: lack
of absorption line in infrared spectrum for some gasses, poor selectivity for gasses with
absorption line at the same wavelength, and lack of compactness.

Photoacoustic spectroscopy, an evolution of TDLS, permits reducing the size of the
gas sensor while maintaining equivalent performances. In TDLS the detected signal is
proportional to the length of the optical path while in photoacoustic spectroscopy, it is
related to the laser emitted power, which allows keeping a high sensitivity even in a
compact gas cells.
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Table 1. Characteristics for various types of gas sensors based on [7].

Parameters Electrochemical Semiconductor Infrared

sensitivity g e e
stability b g g
selectivity g p e
compactnesss p e b
cost e g p
application air purity [9] Industrial applications

and civil use [10]
(a) Remote air quality monitoring; (b) Gas leak detec-
tion systems; (c) High-end market applications. [10]

e—excellent, g—good, p—poor, b—bad.

In photoacoustic spectroscopy, a modulated laser emitting at a wavelength corre-
sponding to the absorption line of a targeted gas species is focused into a gas chamber.
The measurement is performed by detecting the acoustic pressure generated by the lo-
cal warming induced by molecular relaxation following optical absorption. The local
temperature rise is a result of non-radiative vibrational–translational (V-T) relaxation pro-
cesses occurring between excited molecules. At atmospheric pressure, the laser emission
linewidth (∼MHz) is much smaller than the gas linewidth (∼GHz), which gives a perfect
selectivity to this method.

The acoustic wave can be measured using a microphone [11] or a mechanical resonator
such as a tuning fork [12]. The use of a mechanical resonator with high quality factor
(around 10,000 for a quartz tuning fork (QTF)) improves the signal-to-noise (SNR) ratio
and avoids the use of a resonant acoustic chamber.

Commercial QTF allows reaching very good sensing performances in Quartz En-
hanced Photoacoustic Spectroscopy (QEPAS) [13] even if they were developed for the
electronics market, and not for sensing purposes. As a consequence, the QTF is not opti-
mized for photoacoustic spectroscopy and its potential integration in a compact system is
limited compared to other mechanical resonators based on silicon materials. Silicon would
offer several advantages such as its technological maturity, its design flexibility and its
lower production costs. However, its best advantage lies in the feasibility of integration
in complex CMOS electronics [14,15]. Recent progress in laser sources integration on sili-
con [16] makes it possible to consider fully integrated compact sensors. For these reasons,
silicon-based micro-resonator seems to be the best choice for the future development of
very compact gas sensors integrated on the same chip with electronics, a laser, and a
mechanical resonator.

We study here the realization of a silicon-based micro resonator sensor, a cantilever,
dedicated to photoacoustic sensing. This sensor, specifically designed for acoustic sensing
purposes, would be an efficient transducer for sound wave detection.

The most common transduction methods in silicon-based micro-electromechanical
systems (MEMS) are based on capacitive, piezoresistive, and piezoelectric effects. The ca-
pacitive transduction mechanism constitutes a more convenient method than piezoelec-
tric [17] or piezoresistive [18] detection. It avoids any material deposition or implantation
on the mechanical resonator, which may reduce the quality factor and make the fabrication
process more complex. Capacitive detection employed in MEMS technology allows reach-
ing high sensitivity. For example, the capacitive accuracy for accelerometers or position
sensors is about a few ppm of their nominal capacitance [19], leading to a sub-femto-farrad
resolution [20]. To improve a capacitive signal, it is advantageous to increase the capacitor
surface which leads to a rise in viscous damping and abbreviates the devices performances.
Undoubtedly, for parameters characterized by opposite trends, an optimization based on a
theoretical model would be the first step towards sensor performance improvement.

The working principle of a gas sensor based on photoacoustic spectroscopy using a
cantilever as a capacitive transducer is schematically presented in Figure 1. The acoustic
pressure generated by laser light absorption applies a force on the cantilever and sets it in

150



Sensors 2021, 21, 1489

motion. To maximize the displacement, the acoustic wave is generated at the resonance
frequency of the cantilever via laser wavelength modulation. The silicon cantilever is
electrically insulated from the back silicon, forming a capacitor. One of the electrodes
of the capacitor is the cantilever itself. The displacements of the cantilever cause the
capacitance variations. Depending on the excitation frequency, the capacitance variations
can be converted into a current or a voltage signal.

Performing solely a trial and error method for the sensor’s performance optimization is
not feasible due to economic and time constraints. Therefore, a computational method is the
most reasonable choice. The sensing scheme imposes multi-physics problems in different
domains and can be divided in four parts: (1) acoustic force, (2) damping mechanisms, (3)
mechanical displacement, and (4) output signal. Many of these problems are not directly
coupled and others are characterized by opposite trends in terms of geometry optimization.
The main novelty in our approach is a simultaneous multi-physics optimization. This
optimization aims to determine the geometrical parameters of the cantilever (length L,
width b, thickness h, gap d (Figure 1)) and its resonance frequency, which would maximize
the output electrical signal and the signal-to-noise ratio. For this, the cantilever has to
be sized to maximize its displacement under acoustic wave exposition while exhibiting a
strong capacitance variation.
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Figure 1. Sensing scheme of a silicon cantilever-based sensor for photoacoustic gas detection with
capacitive transduction mechanisms.

The paper is divided as follows:

(1) The acoustic force part describes the generation of the photoacoustic wave and its
interaction with the cantilever. As in TDLS, the acoustic wave is obtained by wave-
length modulation technique at the pulsation ω [21]. The photoacoustic effect is
related to heat production rate, depending on the non-radiative relaxation time of
the target gas. The non-radiative relaxation strongly relies on the molecular species,
the gas concentration, temperature, pressure, and the gas mixture. To obtain realistic
values, our numerical estimation is performed on one specific gas: CH4 diluted in
N2. However, the model is compatible with any gas mixture once the relaxation time
is known.

(2) The damping mechanism part describes the following mechanisms of losses: viscous,
thermoelastic, support, and acoustic damping.

(3) The mechanical part describes how the cantilever is set in motion by the acoustic wave,
taking into account its susceptibility. The displacement amplitude of the cantilever is
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described by W(x, ω) presented in Figure 1. Further terms describing the cantilever
displacement refer to the fundamental vibration mode presented in Figure 1.

(4) The output signal part represents the energy conversion from mechanical motion to
an electrical signal. It gives the relation between the cantilever deflection W(x, ω) and
the electrical signal output Vout(ω).

(5) The SNR part illustrates the thermal noise Wnoise(x, ω).

2. Acoustic Force

The purpose of this section is to study the cantilever dimensions (length L, width b,
thickness h) and its resonance frequency in order to maximize the acoustic force. This part
evaluates the photoacoustic pressure generation and the photoacoustic force applied to the
cantilever. The source of the photoacoustic wave generation lies in periodic gas absorp-
tion induced by a modulated laser beam. This method is called wavelength modulation
spectroscopy [21]. We consider a Gaussian laser beam propagating along the x-axis at an
altitude z = zL and centered with respect to y-axis at y = yL (Figure 2).

The distribution of the light intensity I(x, y, z) is related to the laser power PL:

I(x, y, z) = PLg(x, y, z) (1)

g(x, y, z) =
2

πwL(x)2 exp
(
−2

(z − zL)
2 + (y − yL)

2

wL(x)2

)

where g(x, y, z) is a normalized Gaussian profile and wL(x) = wL(xL)

√(
1 + (x−xL)2

x2
R

)
is

the laser radius which depends on the Rayleigh length xR = πwL(xL)
λL

, with λL the laser
emission wavelength.

xy

z

zL

wL(x)

wL(x) xR

xL

zL

yL

z

Figure 2. Gaussian beam profile and its position on the axis in relation to the cantilever microbeam.
wL(xL) = 100 μm, λL = 1.65 μm, xL = 0.725L, yL = 0, zL = 150 mm.

The theoretical model used to describe the pressure and force of the acoustic wave
generated by molecular absorption is based on the model developed by Petra et al. [22].
However, our model takes into account the variation of the laser beam radius wL(x) along
the optical axis (x-axis) and the effects of the gas relaxation time constant. The assumptions
used in the model are:

1. The wavelength modulation is performed without modulation of the laser power.
2. Sommerfeld radiation conditions: no reflection from any walls of a gas cell and

photoacoustic energy fading at infinity.
3. The photoacoustic pressure is unaltered by the presence of the cantilever.
4. The laser beam radius is smaller than the distance between the cantilever and the

optical axis.
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To fulfill the third assumption, the acoustic wave wavelength λa must be at least one
order of magnitude larger than the thickness and width of the cantilever: λa ∼ 3.5 cm at
ν = 10 kHz (λa =

cs
ν , where cs is the speed of sound).

The absorption of the modulated light causes periodic heat changes and subsequently
an acoustic wave. The heat production rate is given by:

H(x, y, z, t) =
Cf (ω)g(x, y, z)√

1 + (ωτ)2
ei(ωt−arctan (ωτ)) (2)

where ω is the laser modulation frequency, τ is the target gas relaxation time Cf (ω) is the
effective absorption coefficient. The absorption and transmission line shapes can be ideally
described with a Lorentzian line shape function. The laser emission wavelength scan
the absorption line and is modulated around the central wavelength λc. The modulated
wavelength can be expressed as: λ(t) = λc + λampsin(ωt), where λamp is the modulation
amplitude. When the laser wavelength is modulated the power remains constant and
equal to PL, we can write Cf (ω) = 0.50α(ω)PL, where α(ω) is the absorption coefficient
of the gas. The 0.5 factor is obtained by expansion of the absorption function in Fourier
series. We consider only the first Fourier component (a1 = 0.5) for the 1 f detection method.
The second Fourier components would result in a coefficient of 0.35 (a2 = 0.35) [22].

The photoacoustic wave generation is related to the heat production due to the light
absorption. The expression of photoacoustic pressure P(x, y, z) is given by the wave
equation:

∂2P(x, y, z, t)
∂t2 − c2

s ΔP(x, y, z, t) = (γ − 1)
∂H(x, y, z, t)

∂t
(3)

where cs = 347.276 m/s is the sound velocity in air and γ =
Cp
Cv

the adiabatic gas coefficient
or heat capacity ratio equal to the fraction ratio between heat capacities at constant pressure
and volume.

Equation (3) is an inhomogeneous equation with time. By substituting P(x, y, z, t) =
p(x, y, z)eiωt and H(x, y, z, t) = h(x, y, z)eiωt and imposing Sommerfeld radiation boundary
conditions, Petra et al. [22] showed that the pressure equation takes the following form:

p(x, y, z) = − πA
2c2

s k2
s
(Y0(ksr) + i J0(ksr))

∫ +∞

0
uJ0(u) exp

( −2u2

k2
s wL(x)2

)
du (4)

where J0, Y0 are the zero-order Bessel functions of the first and the second kind, respec-
tively. A = −(γ− 1)ωH(x, y, z) 2

πwL(x)2 represents the amplitude of photoacoustic pressure,

ks = ω/cs is the wave number, and r =
√
(z − zL)2 + (y − yL)2 is the distance between

the laser beam and the cantilever.
The photoacoustic force FPA applied on the cantilever is defined as the difference of

pressure between the top and bottom surfaces of the cantilever.

FPA =

L∫
0

b/2∫
−b/2

(p(x, y, z)− p(x, y, z − h))φn(x) dx dy (5)

φn(x) describes the one-dimension shape of the cantilever mechanical mode n. It gives the
cantilever deflection and can be found analytically by solving an eigenvalue problem of the
Euler–Bernoulli equation. The mode shape for a clamped-free cantilever is given by [23]:

φn(x) = cosh
(

αn
x
L

)
− cos

(
αn

x
L

)
− sinh (αn)− sin (αn)

cosh (αn) + cos (αn)

(
sinh

(
αn

x
L

)
− sin

(
αn

x
L

))
(6)

The acoustic force acting on the cantilever is frequency-modulated at the wavelength
modulation frequency of the laser source. For a first harmonic detection (1f detection) it
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is adjusted to the cantilever mode frequency. In our model the cantilever vibrates at its
fundamental mode-first harmonic n = 1 which corresponds to a mode constant α1 = 1.875.

Results and Discussion

The parameters used in the simulation are detailed in Table 2. We chose a laser
emitting at 1.65 μm to target a strong methane CH4 absorption line. Based on our numerical
simulation presented in Appendix A.1, Figure A1 illustrates how xL and yL coordinates
maximize the acoustic force, while zL = 250 μm conserves the assumption that laser light
does not interfere with the cantilever.

Table 2. Parameters used to describe the laser source and the acoustic wave.

Parameter Description Value

λL laser wavelength 1.65 μm
wL(xL) laser waist (experimental value) 100 μm
xL, yL, zL laser beam waist radius position 0.725 L, 0, 250 mm
PL laser power 50 mW
Cgas CH4 concentration in N2 1%
α absorption coefficient CH4 0.38 m−1

τ target gas relaxation time CH4 11.5 μs [24]
cs speed of sound Air 347.276 m/s
γ heat ratio capacity Air 1.4

Due to the thermal relaxation time, the modulation frequency strongly affects the
heat production rate (Equation (2)) and subsequently the acoustic force. Indeed, to allow
the molecules to thermalize efficiently, the laser modulation needs to be lower than the
molecules relaxation time.

Each molecule exhibits a different relaxation time. To maximize the photoacoustic
force, the optimisation needs to be made with respect to one type of gas. We chose CH4
diluted in nitrogen N2 for which the relaxation time is equal to 11.5 μs [24]. However,
the relaxation time between the molecules might differ by several orders of magnitude.

Figure 3 presents the acoustic pressure and force for CH4 diluted in N2, 1% and 0.5%,
respectively. Only the acoustic force depends on cantilever geometry. To maintain a fixed
frequency, the cantilever length is adjusted with the following equation:

fn =
ωn

2π
=

α2
n

2π
√

12
h
L2

√
E
ρb

(7)

where fn is the resonance frequency of a clamped-free cantilever, ρb = 2330 kg/m3 is the
silicon density and E = 130 GPa is Young’s modulus for silicon in [100] direction [25].

The values of the acoustic force and pressure clearly depend on the modulation
frequency as it is presented in Figure 3. For each concentration, they increase with the
frequency until reaching a maximum around 20 kHz for the acoustic pressure and around
11 kHz for the acoustic force. This maximum is related to CH4 relaxation time value.
The maximum shift to lower frequency between the acoustic pressure and the acoustic
force is due to the cantilever length which appears only in the acoustic force, Equation (5).
According to Equation (7), the length of the cantilever is longer for lower frequencies.
Therefore, the surface exposed to the acoustic pressure is larger, which subsequently
increases the acoustic force at low frequencies.

The maximum value of the acoustic force is at 11 kHz. To maximize the force applied
on the cantilever, this frequency is used in the following numerical simulations of the
cantilever geometry (width b, thickness h, and length L). However, the model is adaptable
to any frequency with respect to the assumptions.
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Figure 3. Acoustic force and acoustic pressure dependency on the modulation frequency for diluted
CH4 at 1% and 0.5% in nitrogen. Cantilever width b = 25 μm and thickness h = 100 μm.

Figure 4 represents the total photoacoustic force applied on cantilever for different
cantilever geometries. It shows two general trends. Firstly, the photoacoustic force increases
with the width b and the thickness h. Indeed, the surface enlargement increases the energy
collection from the acoustic wave. Secondly, the thickness increment increases the pressure
difference between the top and bottom sides of the cantilever, which enhances the acoustic
force. For a fixed cantilever frequency, the increase of the thickness causes the length
increment and enlarges the total surface (Equation (7)). The results presented in Figure 4
would change while using different gases, different volume mixing ratios, or different
frequencies (Figure 3). Nevertheless, the general trend would remain constant.

surface

Figure 4. Acoustic force for 1% of CH4 in N2 as a function of width b and thickness h of the cantilever.
For different thickness, the length is adjusted to maintain constant frequency: 11 kHz. This frequency
was chosen to maximize acoustic force. The area with the weakest acoustic force corresponds to
cantilevers with the smallest surface.
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The results presented in the following sections are further taken into the calculation to
get the optimized geometry of the cantilever with regard to electrical signals and signal-to-
noise ratio.

3. Damping Mechanism—Quality Factor

The quality factor Q is a dimensionless number which describes the energy losses in
the system. It can be expressed as the ratio between the energy stored in a cycle of vibration
Estored and the energy dissipated in a cycle of vibration Edissipated

Q = 2π
Estored

Edissipated
(8)

There are two main mechanisms where the cantilever can lose energy: through in-
ternal energy dissipation, like thermoelastic losses, and external dissipation, like viscous
damping, support losses or acoustic losses. The total quality factor consists of quality
factors originating from different losses and can be calculated using the following equation:

1
Qtotal

=
1

Qviscous
+

1
Qthermo

+
1

Qsupport
+

1
Qacoustic

(9)

3.1. Thermoelastic Losses

Thermoelastic damping (TED) is a loss mechanism due to the irreversible heat flow in
vibrating structures. A temperature gradient occurs between regions under tension (where
the temperature drops) and regions under compression (where the temperature rises).

We use an analytical model proposed by Lifshitz [26,27], where the thermoelastic
quality factor is given by:

Qthermo =
Cp

Eα2
TT

(
6
ξ2 − 6

ξ3

(
sinh(ξ) + sin(ξ)
cosh(ξ) + cos(ξ)

))−1

(10)

ω, Cp, αT , T, E are the pulsation, specific heat capacity, linear thermal expansion coef-

ficient, temperature, Silicon Young’s modulus, respectively. ξ = h
√

ωρbCp
2K represents a

dimensionless number where K is the thermal conductivity. The values of all these pa-
rameters can be found in Table 3. The maximum of thermoelastic damping [26] occurs for
ξ = 2.225. This value corresponds to a transition frequency ft =

π
2

K
ρbCph2 . For a cantilever

frequency fn lower than the transition frequency ft ( fn < ft), the beam is permanently in
thermal equilibrium. In this case the vibration is called isothermal. On the other hand,
when fn > ft the cantilever frequency is higher than the transition frequency, the beam
does not have enough time to thermally equilibrate and this vibration is called adiabatic.
In both cases, the energy dissipation is low. However, the Qthermo quality factor is higher in
isothermal than in adiabatic regime [28]. In case of constant-frequency regime, one needs
to calculate the thickness that gives the maximal damping. Based on the ft expression,
the isothermal zone corresponds to the thin cantilever thickness and the adiabatic zone
to the large thickness. For fn = 11 kHz, the maximal thermoelastic damping, i.e., the
lowest Qthermo = 12, 500, corresponds to a cantilever with thickness h = 90 μm. Therefore,
for frequency of 11 kHz, thermoelastic damping is not a limiting factor.

156



Sensors 2021, 21, 1489

Table 3. Parameters used to describe the damping mechanism.

Parameter Description Value

ρb mechanical resonator density Si 2330 kg/m3

ρ f fluid density Air 1.177 kg/m3

μ f fluid dynamic viscosity Air 1.85 × 10−5 kg/m/s
d air gap 10 μm
Pa pressure 101,325 Pa
T temperature 300 K
E Young’s modulus Si<100>130 GPa
ν Poisson’s ratio Si<100> 0.28
αT thermal expansion coefficient Si 2.6 × 10−6 1/K
Cp specific heat at constant pressure Si 700 J/(kgK)
K thermal conductivity Si 90 W/m/K

3.2. Acoustic Losses

Acoustic losses refer to losses caused by a vibrating structure being a source of acoustic
wave radiation. A good approximation of these losses can be expressed with an analytical
model for cantilever with elliptical cross-section [29–31]. In this approach the quality factor
related to acoustic losses is given by the following equation:

Qacoustic =
256
π

ρb
ρ f

1
(ksb)3

h
∫ L

0 φ2
n(x) dx∫ π

ϕ=0 sin3 ϕ
∣∣∣∫ L

0 φn(x) exp(−iksxcos(ϕ)) dx
∣∣∣2 dϕ

(11)

where ρ f is a fluid density, ks = ω/cs the acoustic wave number and cs is the speed of
sound. Numerical calculations using Equation (11) show that the losses due to acoustic
radiation become important when the cantilever length is comparable to the acoustic
wavelength λa. It is less significant at low frequencies. Moreover, acoustic losses increase
quickly as the width increases and the thickness decreases (for constant-frequency regime).
For instance, for b = 5000 μm and h = 1 μm Qacoustic � 605.

3.3. Support Losses

The cantilever presented in Figure 1 is held by a support. During the cantilever
movement a part of the energy is dissipated into the support. This dissipation is described
by the support quality factor. An analytical solution for support losses in case of a clamped-
free cantilever was proposed by Hao [32] and takes the following form:

Qsupport =

(
0.24(1 − ν)

(1 + ν)Ψ

)
1

( αn
π χn)2

(
L
h

)3
(12)

where ν, αn, χn is the Poisson’s ratio, a mode constant, and a mode shape factor, respectively.
For the clamped-free cantilever fundamental mode n = 1 and α1 = 1.875, the mode shape
factor χ1 = sin(α1)−sinh(α1)

cos(α1)+cosh(α1)
and Ψ = 0.336. It can be seen from Equation (12) that the energy

dissipation from the support is inversely proportional to (L/h)3. If we look at a fixed
frequency, without considering the length of the cantilever, then the quality factor of the
support is Qsupport ∝ 1√

ω3
nh3

.

3.4. Viscous Damping

Viscous damping originates from the fluid resistance. It is considered to be the most
significant damping mechanism in MEMS operating in ambient conditions.
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During the beam movement in fluid, an additional force related to the medium
appears. The quality factor due to viscous damping can be analytically expressed using a
normalized time-independent function called hydrodynamic function Γhydro:

Qviscous =

4ρbh
πρ f b + ΓR

hydro(ω)

ΓI
hydro(ω)

(13)

where ρb, ρ f , ΓR
hydro, ΓI

hydro are the density of the beam, the density of the fluid, and the real
and imaginary parts of the hydrodynamic function, respectively. The total hydrodynamic
function originates from the linearized Navier–Stokes equation. Thus, it can be represented
as a linear combination of hydrodynamic functions originating from each sidewall of the
beam cross-section [33]. Pictorially, it is presented in Figure 5, while mathematically it is
expressed as:

Γhydro =
1
2

Γtb +
1
2

Γtb + Γsq +
1
2

Γlr +
1
2

Γlr (14)

where Γtb, Γsq, Γlr are hydrodynamic functions originating from the top and bottom side of
the cantilever, squeeze film, and the left and right side of the cantilever, respectively.

d

h

b

z

y

x

yz

Figure 5. Scheme of streamlines acting on the cross-section sidewalls of the cantilever oscillating in
its first mode of vibration with corresponding hydrodynamic functions. Γtb is used to describe the
forces applied at the top and the bottom of the cantilever, Γlr relates to the left and right sides of the
cantilever, while Γsq is a hydrodynamic force originating from squeeze film effect.

3.4.1. Viscous Damping on the Top and the Bottom

Γtb describes the viscous damping on the front and the back of the cantilever.
Sader [34] used the exact analytic solution for a circular-cross section cantilever. Then

he used a multiplicative correction function Ωsader in order to provide a more precise
result in case of infinitely thin rectangular beams. Correction function Ωsader depends
on the Reynolds number and therefore on the width and frequency of the cantilever.
The expression of Γtb is given in Equation (15) and the Ωsader expression in [34].

Γtb(ω) =

(
1 +

4iK1(−i
√

iRe)√
iReK0(−i

√
iRe)

)
Ωsader(ω) (15)

K0, K1 are modified Bessel functions of the second kind, Re =
ρ f ωb2

4μ f
is the Reynolds

number, ρ f is the density of the fluid, and μ f is the dynamic viscosity.

3.4.2. Viscous Damping on the Left and on the Right

The theoretical approach of Γlr can be found in [33] and takes the following form:

Γlr(ω) =
2
√

2h
πb

√
Re

(1 + i) (16)
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As explained in [35], this expression neglects edge and thickness effects, but remains a
sufficient approximation in our configuration since it has been tested and compared to
experimental results in [33].

3.4.3. Viscous Damping Due to the Squeeze Film Effect

On the cantilever sidewall, where the gas is trapped between substrate and cantilever,
there exists an additional counter reactive force originating from squeeze film action.
A mathematical description of squeeze film was given by Bao et al. [36]:

Γsq(ω) =
−4Pa

πdbρ f ω2 ( fe(σ)− i fd(σ)) (17)

where Pa, d are the surrounding pressure and air gap shown in Figure 5, σ is a squeeze
number [36] given by the following equation:

σ =
12μ f ωL2

Pad2 (18)

and fe(σ) and fd(σ) are functions introduced by Langlois [37] with the following form:⎛⎜⎝ fe(σ) = 1 −
√

2
σ

sinh(
√

σ
2 )+sin(

√
σ
2 )

cosh(
√

σ
2 )+cos(

√
σ
2 )

fd(σ) =
√

2
σ

sinh(
√

σ
2 )−sin(

√
σ
2 )

cosh(
√

σ
2 )−cos(

√
σ
2 )

⎞⎟⎠ (19)

3.5. Results and Discussion

Despite the lack of a general trend for the quality factor optimization in terms of all
losses, it is possible to find the optimal value of the quality factor in terms of geometry
for a given frequency. This optimum is presented in Figure 6. It takes into account all
damping mechanisms presented in the previous subsections. The values of parameters
used in this numerical simulation are presented in Table 3. Simulations have been realized
at 11 kHz where the acoustic force is maximal, and for comparison at 60 kHz. An optimum
has been found for laser modulation frequency at 11 kHz. For other physical mechanisms
like damping mechanism, other optimums in modulation frequency can be expected.
Simulation at higher frequency illustrates the evolution of these physical parameters with
the frequency. As it will be seen in Section 6, although the different frequency dependency
of physical mechanisms, the optimum frequency for the gas sensor is the same as the
one for the acoustic force, here 11 kHz. A complete frequency study is presented in
Appendix A.4. For the present simulations, a gap value of d = 10 μm has been chosen as a
good compromise between fabrication constraint and sensor performances. The extensive
study of the gap is presented in Section 7. Simulations show that the maximum value is
slightly larger at high frequencies, and the most significant effect is the shift of the optimum
to the lowest thickness when the frequency increases. As we will detail below, this effect is
due to the losses of the mechanical supports.

In the figure, we identified the areas which correspond to the main limiting mecha-
nisms. As it was shown Qsupport ∝ 1√

ω3
nh3

, therefore the limitation for the quality factor with

high thickness originates from the damping of the support. The term in ω3 in this equation
explains the shift of the optimum to the lowest thickness, when the frequency increases.

The effect of the squeeze film damping appears for the largest width when the gas is
trapped under the cantilever. For the smallest width, where the inertial forces are smaller
than the viscous forces, the total quality factor is limited by the viscous damping. This area
corresponds to the lowest Reynolds number.

In this model, neither thermoelastic nor acoustic damping are limiting factors. For all
geometries and frequencies, the two associated quality factors are at least one order of
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magnitude higher than the other damping mechanisms. For more detail on the individual
limits of each quality factor, the reader can refer to Appendix A.2, Figures A2 and A3.

support

viscous

support

viscous

squeeze film

squeeze film

a) b)

Figure 6. Total quality factor as a function of width and thickness for a cantilever of fundamental resonance frequencies
equal to 11 kHz (a) and 60 kHz (b), for a gap between support and cantilever equal to d = 10 μm.

4. Displacement

The deflection Wn(x, ω) at the position x of the n-th mode of the beam under a
photoacoustic driving force FPA(ω) is given by:

Wn(x, ω) = χn(ω)FPA(ω)φn(x) = wn(ω)φn(x) (20)

where χn(ω), FPA(ω), φn(x), wn(ω) are the mechanical susceptibility, photoacoustic
driving force, mode shape function normalized with max(φm(x)) = 1, and the maximal
displacement, respectively. For the fundamental mode wn(ω) denotes the displacement
amplitude at the extremity of the beam. The susceptibility represents the frequency-
dependent response of the cantilever under an external force and can be expressed as:

χn(ω) =
1

mn(ω2
n − ω2) + i(ωnωmn

Qtotal
)

where Qtotal , mn are the total mechanical quality factor and the effective mass, respectively.
The effective mass represents the part of structure actually involved in the movement.

The structure is subjected to two opposite forces: the photoacoustic force FPA which
is periodic and drives the beam into motion and the resistance caused by damping of the
structure. The damping is given by the total quality factor Qtotal . Both forces are presented
in previous sections. The effective mass is described by:

mn = ρbhb
∫ L

0
φ2

n(x) dx (21)

It is related to the resistance of the resonator for motion changes. Consequently, it decreases
the susceptibility and amplitude displacement of the resonator.

Results and Discussion

Figure 7 has been calculated with the mathematical expression of the previous section
(Equation (4)). In this section, some approximations will be proposed to explain the shape
of the graph.
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The mechanical displacement wn(ωn) presented in Figure 7 is the product between
the photoacoustic force and the mechanical susceptibility χn. At the resonance frequency
2π fn = ωn, the susceptibility can be approximated as χn = Q/(mnω2

n) and the displace-
ment as wn(ωn) = Qtotal FPA/(ω2

nmn).
For the fundamental mode of the cantilever, we can write the acoustic force as

FPA � 0.39bLΔp(b, h), where Δp(b, h) is the pressure difference between the top and
the back of the cantilever. The function Δp(b, h) increases with the thickness h and in this
approximation remains quite constant for various widths b. The effective mass of the can-
tilever fundamental mode is mn � 0.25ρbhbL (i.e., 25% of the total mass). The displacement
can then be approximated by:

wn(ωn) =
Qtotal FPA

ω2
nmn

� 1.56
Qtotal

ω2
n

Δp(b, h)
ρbh

(22)

The simulations show that the fraction Δp(b,h)
ρbh remains quite constant for different

widths and is inversely proportional to the cantilever thickness: Δp(b,h)
ρbh ∝ 1

h . Due to its
homogeneity, this term is called “acceleration” in Figure 7. It is reducing the maximal
displacement when the thickness increases. This region corresponds to weak acoustic force
or/and heavy effective masses. Counterintuitively, the simplified Equation (22) shows
that increasing the cantilever surface to collect more photoacoustic energy increases the
effective mass, resulting in constant mechanical displacement. Indeed, a simplification by
the surface bL appears between the term of the acoustic force and the effective mass.

acceleration

viscous

viscous

acceleration

squeeze film

squeeze film

a) b)

Figure 7. Total displacement versus width and thickness for a cantilever with fundamental resonance frequency equal to
11 kHz (a) and 60 kHz (b) for a gap between support and cantilever equal to d = 10 μm.

The other limitations come from the viscous damping introduced by the Qtotal term,
and are similar to those shown in the Figure 6.

Figure 7 shows a large difference in displacement amplitude between a modulation
frequency of 11 kHz and 60 kHz. Despite the improvement of quality factor with increasing
frequency, the acoustic force significantly drops at high frequency (Figure 3) and the
susceptibility, as it is inversely proportional to ω2

n. The results then show that photoacoustic
force and susceptibility gain more importance with the change of frequency.
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5. Electrical Part

This section focuses on maximizing the conversion between mechanical deflection
and electrical signal.

The nominal capacitance C0 = Lbε0εr/d is the capacitance value without any dis-
placement, where εr, ε0 are the relative permittivity of the media (equal to unity in air) and
vacuum, respectively. For the different geometries considered, C0 may take values between
10−4 and 100 pF. The expression of nominal capacitance indicates that the change of the
distance between two electrodes will cause a capacitance variation.

The dynamic capacitance caused by deflection of the cantilever is given by [38]:

C(t) =
∫ L

0

bε0εr

d + Wn(x, ω)
dx exp(iωt) (23)

The model applies a method called DC bias sensing [39] (Chapter 5). Figure 8 presents
the sensing scheme. In an electromechanical system, a polarization voltage Vdc on the
electrodes is required to generate an electrical signal related to the mechanical behavior of
the moving electrode.

C0

Vout

R f

Vdc

Cp

Figure 8. Sensor conditioning circuit, where: C0, Cp, R f , Vdc, Vout are the capacitance of the cantilever,
parasitic capacitance, resistance, polarization voltage, and output voltage, respectively.

The application of the force generated by the photoacoustic effect sets the movable
electrode in motion. This movement causes the changes of the capacitance from the
maximal value Cmax to the minimal Cmin. Cmax and Cmin correspond to the minimal and
maximal distances between the cantilever and support, respectively.

The capacitance variation can take place at a constant charge or a constant voltage [40].
If the time constant R f C0 >> 1/ωn, the electric charge stored in the capacitor remains
constant. R f � 100 GΩ − 10 TΩ is the value of the resistor placed between the cantilever
and the polarization voltage Vdc. In the constant charge regime, the voltage of the measured
signal is given by Vout(t) = C0Vdc/C(t) while its amplitude is given by:

Vout = Vdc

∫ L

0

Wn(x, ω)

Ld
dx (24)

Results and Discussion

Figure 9 presents the results obtained for a bias Vdc = 1 V. The maximum values follow
the tendencies given by the displacement. The values change with the gap d and frequency
fn. Indeed, according to Equation (22), Equation (24) can be simplified as follows:

Vout � 0.39Vdc
wn(ω)

d
(25)

Decreasing the gap d between the two electrodes should lead to an output signal amplitude
increase. However, simultaneously it increases the squeeze film damping and reduces
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the cantilever displacement. The optimization of this parameter will be discussed in the
last section.

Equation (25) indicates that the signal output does not depend on the area of the
capacitor as it would be expected based on Equation (23). The output signal amplitude is
given for an open circuit, without any read-out circuit which can modify the signal. In a
complete system, the signal is attenuated by a parasitic capacitance Cp, which is the sum
of the parasitic capacitance of the resonator itself and the one which comes from read-out
circuit. The output signal attenuation can be estimated with the ratio C0/(C0 + Cp) [41].

acceleration

viscous

acceleration

viscous

squeeze film

squeeze film

a) b)

Figure 9. Amplitude of the output voltage versus width and thickness for a cantilever of fundamental resonance frequency
equal to 11 kHz (a) and 60 kHz (b) for a gap between the support and the cantilever equal to d = 10 μm. The polarization
voltage is Vdc = 1 V.

6. Thermal Noise

The sensor performance is limited by the unavoidable noise caused by the thermal
fluctuations (Brownian movement) which set the resonator in motion. Therefore, it must
be considered to construct a high-performance sensor. The maximum displacement of
the cantilever caused by the Brownian noise wnoise(ωn) [42] is given by the fluctuation-
dissipation theorem:

wnoise(ωn) =

√
4kbTΔ f Q

ω3
nmn

=
√

4kbTΔ f
√

wn

ωnFPA
(26)

where kb, T, and Δ f are the Boltzmann constant, cantilever temperature, and detection
bandwidth, respectively. The plot for thermal noise as a function of cantilever geometry is
presented in the Appendix A.3, Figure A4.

The signal-to-noise ratio at the resonance pulsation ωn is given by:

SNR =
wn(ωn)

wnoise(ωn)
=

√
wnωnFPA
4kbTΔ f

(27)

Discussion about Signal-to-Noise Ratio

The optimum for the SNR presented in Figure 10 does not match with the highest
output signal amplitude presented in Figure 9. The highest output signal corresponds
to the highest mechanical displacement wn (Equation (25)). The Brownian noise can
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be considered as a force acting on the cantilever. The optimal way to improve SNR is
maximization of the photoacoustic force which comes down to increasing the surface area
for photoacoustic pressure collection. Therefore, the optimum SNR is shifted to greater
widths and thicknesses, where the acoustic force is greater (Figure 4), and the collected
energy increases. As in the previous section, the increase of the surface collecting the
photoacoustic energy will be limited to the larger widths by the squeeze film damping,
and by the acceleration term for the larger thicknesses.

a) b)

collected

energy

collected

energy

Figure 10. Signal-to noise ratio for a cantilever of fundamental resonance frequency equal to 11 kHz (a) and 60 kHz (b),
a gap between support and cantilever equal to d = 10 μm.

The second significant parameter in Equation (27) is the pulsation ωn. Unlike the
previous result, ωn reduces the difference between low and high frequencies. This is due
to the fact that SNR is inversely proportional to the square root of frequency SNR ∝ 1√

ωn
,

while the amplitude of displacement wn(ωn) is inversely proportional to the frequency
square power wn(ωn) ∝ 1

ω2
n

. For instance, the ratio between maximal value of SNR at 11

kHz and 60 kHz max(SNR(11kHz))
max(SNR(60kHz)) �

1
22

max(wn(11kHz))
max(wn(60kHz)) is around 22 times lower than the ratio

of displacement. This indicates that for SNR the frequency term is less significant than in
terms of displacement (voltage output).

7. Study of the Gap Effect

This section focuses on the effect of the distance between electrodes d (Figure 1) on the
general sensor performance for a constant resonance frequency of 11 kHz. The analytic so-
lutions previously presented (Equation (27)) were implemented in a Python programming
environment to estimate an optimal value of signal-to-noise ratio for each value of the gap
d. Subsequently, for each optimal SNR value, we get the geometrical parameters of the
cantilever (width, length, thickness, Figure 11a) and their corresponding output voltages
(Figure 11b).

When d increases, the signal-to-noise ratio increases as the displacement increases
due to the decrease of squeeze film damping. At the same time, the signal output voltage
decreases due to the increase of the distance between electrodes. This improvement on
the SNR can also be explained by the optimized width, which increases with the gap
d and which allows more energy collection. This increase in width is made possible
by the decrease in the squeeze film damping for large gap d. Above d � 200 μm the
acoustic damping becomes dominant and some saturation appears on the width curve.
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The variations on the thickness curve are less important than on the width. The length
curve follows the thickness rise to satisfy the constant frequency condition. As for the
curve of the width, we can identify on the curves for length and thickness two different
regimes that are probably due to the transition where acoustic damping becomes more
important than squeeze film damping.

By taking into account the fabrication process issues, a cantilever with a gap d = 10 μm
can be realized on a silicon-on-oxide (SOI) wafer. In this case, the SNR ratio will reach 150
and the amplitude of the output signal should reach 0.9 μV. Depending on the possibilities
of the fabrication process, size of the final design, and required performance of the device
(SNR), Figure 11 can be used as a reference to create a cantilever for optimal photoacoustic
gas detection with capacitive transduction mechanisms.

a) b)

Figure 11. (a) Geometrical values giving the highest signal-to-noise ratio as a function of the gap d between support and
cantilever. (b) Highest signal-to-noise ratio and its corresponding output amplitude signal as a function of the gap d between
support and cantilever. For these simulations, the cantilever fundamental resonance frequency is equal to 11 kHz.

8. Conclusions

The presented sensor combines multiple physical phenomena and, therefore, its
optimization is not straightforward. In this paper, we discussed multiple parameters which
affect the sensor performances and we analyzed their contributions. Our model takes
into account some optimization for (1) the acoustic force; (2) the system damping; (3) the
mechanical displacement under photoacoustic force considering damping mechanism;
(4) the electrical signal under capacitive transduction mechanism, and (5) the signal-to-
noise ratio. This model provides a method to retrieve the optimized cantilever geometry
depending on the required size of the sensor and other restrictions which might be imposed
by the fabrication process or the operating conditions of the sensor.

(1) Our model includes the gas relaxation time. We proposed a cantilever geometry
optimized for photoacoustic gas sensor with a capacitive transduction mechanism in the
context of CH4 absorption with a concentration of 1%. For the same temperature and
pressure conditions, only the amplitude of the photoacoustic force will change with the
concentration. For this reason, the geometric parameters of the cantilever will remain the
same for all the concentrations. For different gasses, only the optimal laser modulation
frequency and the absolute acoustic pressure will change; the trends presented in other
sections will remain the same. Based on our model, the cantilever optimal geometry can be
recalculated for any other gas by taking into account the relaxation time and absorption
coefficient. However, the optimal sensor should be created for one specific gas.

(2) The study of the different damping mechanisms show that viscous damping,
and particularly squeeze film effect, is fundamental. The impact of squeeze film effect is
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visible in Figure 11 for d values up to 200 μm. For d above this value, the acoustic damping
becomes the limiting damping mechanism.

(3)–(5) To improve the SNR, one can increase the gap d and/or the surface collecting
the photoacoustic energy. However, increasing the gap d between the two electrodes will
decrease the output signal amplitude. Depending on the read-out circuit and the parasitic
capacitance it is possible to obtain a high SNR while maintaining a sufficient output signal.
For example, with a gap of d = 10 μm which can be realized on a silicon-on-oxide (SOI)
wafer, the signal-to-noise ratio will reach 150 and the amplitude of the output signal will
be around 0.9 μV. For different values of the gap, one can use Figure 11.

Finally, despite a complex multiphysical problem, we have proposed a complete
analytic model able to find the optimum geometric parameters of a cantilever for pho-
toacoustic sensing with capacitive transduction. Beyond the simple optimization, this
study is intended to provide all the tools allowing understanding of all the mechanisms
of this complex problem. The variety of these physical mechanisms, often incompatible
with each other during a finite element simulation, gives all its strength to our analytical
approach to the problem. This paper demonstrates that a simple cantilever with capacitive
transduction mechanism will not reach the same performance in terms of limit of detection
as the best QEPAS technique or best standard photoacoustic technique using a microphone.
However, besides being the optimization tool, this work is intended to be an educational
tool allowing a mechanical resonator to be developed with more complex geometry and
other transduction mechanisms. This study paves the way to develop new mechanical
resonators for compact, integrated, and sensitive gas sensors.
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The following abbreviations are used in this manuscript:

MEMS micro-electromechanical systems
PA photoacoustic
QEPAS quartz enhanced photoacoustic spectroscopy
QTF quartz tuning fork
SNR signal-to-noise ratio
SOI silicon-on-oxide
TDLS tunable diode laser spectroscopy
V-T vibrational–translational
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Appendix A

Appendix A.1. Optimal Beam Position
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Figure A1. Amplitude of the photoacoustic force applied on a cantilever as a function of the laser beam position for two
configurations: red—laser beam along the x-axis; blue—laser beam along the y-axis. Where fn = 11 kHz, b = 50 μm,
h = 100 μm, and L = 3.5 mm, respectively are the resonance frequency, the width, the thickness, and the length of the
cantilever.

Appendix A.2. Quality Factor

Figure A2. Quality factors for viscous damping with squeeze film (top-left panel), support damping (top-right panel),
acoustic damping (bottom left panel), and thermoelastic damping (bottom-right panel) as a function of width and thickness
of a cantilever. Cantilever’s fundamental resonance frequency: 11 kHz, gap between support and cantilever: d = 10 μm.
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Figure A3. Quality factors for squeeze film (top-left panel), viscous damping originating from the top and bottom side
of a cantilever (top-right panel), viscous damping originating from left and right side of a cantilever (bottom left panel)
and Reynolds number (bottom-right panel) as a function of width and thickness of a cantilever. Cantilever’s fundamental
resonance frequency: 11 kHz, gap between support and cantilever: d = 10 μm.

Appendix A.3. Thermal Noise

a) b)

Figure A4. Thermal noise as a function of width and thickness of a cantilever. Cantilever’s fundamental resonance
frequency: 11 kHz (a) and 60 kHz (b), gap between support and cantilever: d = 10 μm.
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Appendix A.4. Frequency Study

Figure A5. Frequency study for two geometries of cantilever with a distance between the electrodes d = 10 μm: geometry
optimized for SNR (b = 180 μm, h = 2 mm) and geometry optimized for Vout (b = 25 μm, h = 300 μm).
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Abstract: In order to assess the limits and applicability of Pitot tubes for the measurement of
flow velocity in narrow ducts, e.g., biomass burning plants, an optical, dual function device was
implemented. This sensor, based on spectroscopic techniques, targets a trace gas, injected inside
the stack either in bursts, or continuously, so performing transit time or dilution measurements.
A comparison of the two optical techniques with respect to Pitot readings was carried out in different
flow conditions (speed, temperature, gas composition). The results of the two optical measurements
are in agreement with each other and fit quite well the theoretical simulation of the flow field, while the
results of the Pitot measurements show a remarkable dependence on position and inclination of the
Pitot tube with respect to the duct axis. The implications for the metrology of small combustors’
emissions are outlined.

Keywords: laser flow meter; Pitot tube; flow speed; time of flight; dilution method; flow simulation;
flow turbulence; gas sensing applications

1. Introduction

Flow measurement in stacks is of fundamental importance in the assessment of pollutant
emissions, because when combined with the measurement of the concentrations, it provides the
mass flux of any emitted pollutant. Inside stacks flow is not laminar in most cases and the length of
straight and unobstructed pipe sections, available for measurements, is often not enough to allow
the full development of a regular velocity profile. Consequently, velocity and flow measurements
are often affected by large uncertainty. Small ducts (inner diameter ≤ 50 cm) are more influenced
than larger ones by perturbations, even due to the presence of sensors. Ducts can include curves,
scrubbers, swirlers, extraction ports, probes and other devices, which can perturb the movement of
the exhaust gases. Another issue is related to the presence of pollutants in the gas stream that can
produce fouling or corrosion of the measuring devices. For example, particulate matter, often present
in high concentration in many plant exhausts, such as biomass boilers, can obstruct the orifices for
measuring the differential pressure or clog the moving parts of an anemometer. A recent review
paper [1] addresses the origin of random and systematic errors for in-stack velocity measurements
using Pitot tubes, how these problems are treated in the pertaining international standards and what
effect they may have on the uncertainty of the measurements of pollutant emissions. From this survey,
it emerges that, in the presence of cyclonic flows, the use of S-type Pitot tubes can result in errors of up
to 12%, due to non-axial flows. A similar error can be produced by the misalignment of the Pitot tube
during the measuring procedures. The errors associated with velocity measurements, using S-type

Sensors 2020, 20, 7349; doi:10.3390/s20247349 www.mdpi.com/journal/sensors171



Sensors 2020, 20, 7349

Pitot tubes in cyclonic flows, have been investigated in detail also in [2] by means of computational
fluid dynamic (CFD) modelling. Different pipe configurations, producing different flow patterns have
been studied and the associated errors have been analyzed. In particular, the authors pointed out that,
in presence of an asymmetric velocity profile, typically with swirling flows, the maximum velocity in a
cross-section of stack describes a spiral along the duct. In this case, the results of the measurements
depend on the location of the measuring point, whose best position is unpredictable. Another source
of error, associated with the use of S-type Pitot tubes and examined in [2], is due to the inclined gas
velocity vectors in presence of non-axial velocity components: the contribution of this error, estimated
under the specific conditions simulated in [2], is up to 2.5%. Measurements were carried out in a wind
tunnel, in different experimental conditions and geometries in [3], yielding similar results.

Several techniques are available for measuring in-stack velocity and flow rate: most of them are
described in two international technical standards: EN ISO 16911-1:2013 [4] and EN ISO 16911-2:2013,
the former focuses on manual and the latter on automatic methods. The most commonly used
approaches make use of Pitot tubes or vane anemometers to determine the flow velocity either on a
single fixed point or on a grid of points on a measuring plane. The other methods described in [4]
include a tracer gas dilution technique and a calculation procedure, based on the energy consumption
of the combustion plants. Both of them provide directly the gas flow rate and indirectly the average
velocity in the stack. The tracer dilution technique follows a very basic approach, because it determines
the flow rate using just two physical quantities: the mass flow rate of the injected tracer and the
concentration of this tracer in the gas stream. The energy consumption approach relays on the
possibility to measure the flow rate and composition of the fuel and the oxygen content in the fumes,
continuously and very accurately. The Transit Time (TT) tracer gas method is another possible
approach, briefly described in EN ISO 16911-1. This method allows determining the average velocity
of the flowing gas within a portion of a duct having a constant cross-section. Many different solutions
may be adopted to put this method into practice, which make use of a tracer gas which follows
the gas flow and which can be measured with a sufficiently high time rate. For this technique to
be adopted, some constraints should be fulfilled. It should be possible to inject a tracer inside the
stack, as homogeneously (with respect to the transverse section of the duct) as possible. The tracer
should not be naturally present in the atmosphere, should not interfere with the normal operation
of the plant, should be neither poisonous or toxic, nor environmentally detrimental. It should not
be a byproduct of the plant itself. For an accurate measurement the maximum response time of
the detection technique must be ∼10 ÷ 100 ms, to be negligible compared to the rise time of the
concentration of the tracer, which is in general ∼second. Short half-life radioactive tracers are often
considered the most suitable, because they can be detected through the duct walls without the need for
probes, ports or windows, but the use of these tracers is often restricted by national legislation.
A detection technique that measures the average concentration of the tracer on a cross-section
is to be preferred to a point measurement, because it reduces the effects of an improper mixing.
Optical and laser techniques exist since long for the measurement of gas flows: Laser Two Focus [5],
Doppler effect [6], Particle Imaging Velocimetry [7]. Laser Two Focus investigates very small regions
(0.25 mm × 0.25 mm × 0.25 mm) at time, so requiring some time, and moving optics, to obtain a raster
image. Laser Doppler Velocimetry provides information along a direction at an angle with the stack
axis. In order to keep this angle as small as possible, inclined beams are required. In ref. [6] a setup with
two measurement channels is shown. Particle Imaging Velocimetry requires the injection in the stack
of particles with suitable dimensions, a pulsed, high power laser source, and a fast, high-resolution
camera. Finally, a careful calibration procedure must be carried out. TT and Dilution techniques
are much simpler, requiring low power laser sources and standard detectors, with straightforward
analysis procedures. Spectroscopy is particularly suitable for the TT tracer gas method. In this case,
the tracer should feature optical absorptions in wavelength regions where user-friendly laser sources
are available, and these absorptions should be sufficiently strong to reduce the tracer concentration to
very low levels (≤1‰).
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In the framework of the EMPIR Project IMPRESS II, a laser-based device, presented in this article,
has been developed, which allows us to perform both dilution and TT measurements of the in-stack
velocity. The two methods have been tested and cross-validated in a stack simulator, having a small
section, under strongly cyclonic flow conditions. The flow pattern inside the test rig has been simulated
through CFD modeling, using Ansys® Academic Fluent, Release 15.0, ANSYS, Inc., Canonsburg, PA,
USA in order to get a better understanding of the experimental conditions. In parallel, fixed point
measures, using an S-type Pitot tube, have been carried out and compared under conditions which
are particularly critical for using a Pitot tube, in order to evaluate the possible bias between this
conventional method and the other two optical techniques.

2. Optical Detection

In order to adopt any optical technique, we had to choose the tracer molecule. Following the
constrains described above, we selected acetylene (C2H2). It has a strong absorption band around
1520 nm, which is one of the regions of optical telecommunications, and both laser sources and optical
devices are available off-the-shelf. It is not toxic, and there is no risk of explosion at concentrations
below 1‰(Low Explosion Level for acetylene is 2.5% [8]).

A possible drawback is that it can be produced during incomplete combustion of methane [9].
However, most of our measurements were carried out when heating the air inside the stack by means
of electrically driven resistors, so the risk of interferences was avoided. In a real case, other fuels than
methane could be used and, even in the case of incomplete combustion of methane, the injection of an
extra amount of acetylene can be easily detected. In order to verify which concentration should be
used in the measurements, to have a sufficient Signal-to-Noise Ratio, we examined the behavior of the
absorptions in the temperature range of 285–385 K.

Molecular absorptions are described by the Beer-Lambert law:

Iout = Iin · e−αL, (1)

where Iout and Iin are the powers of the light beam after and before crossing the sample, respectively;
L is the length of the sample, and

α = S · g(ν) · n, (2)

where S (cm/molecule) is the absorption strength, g(ν) (cm) the shape of the absorption
(area normalized to 1), and n (molecule/cm3) the density of the absorbing species. One of the
consequences of this behavior is that the absorbance of a transition depends on temperature, as both
linestrength S and lineshape g(ν) are sensitive to temperature. Figure 1 shows the comparison of
the transmissions, in a narrow wavelength range, at 285 and 385 K, at P = 1 Bar, L = 0.6 m, of a
simulated exhaust mixture including H2O 10%, CO2 10%, O2 4% (green line), and the same mixture
with addiction of C2H2 1‰ (blue) [10].

It is evident that linestrengths decrease with increasing temperature. The best choice with respect
to interference from other molecules is the line close to 1.521 μm, even if it is not the most intense one.
Its strength decreases by about 38% at 385 K (with respect to 285 K), nevertheless, the green line in
Figure 1 is very close to transmission 1 (i.e., unperturbed transmission) at both temperature conditions.
Finally, a concentration around 1‰ is sufficient to produce absorptions of a few %, easily detectable by
any optical technique. Actually, we easily worked at levels about one order of magnitude less than
this. Due to all these features, and because suitable laser sources are commercially available at this
wavelength, the transition at 1.521 μm should be selected in real operation conditions. As a matter
of fact, in many of the present measurements we used hot air, or room temperature air, rather than
exhaust gases, so the concentrations of water and carbon dioxide were the atmospheric values. For this
reason in our tests we used either the absorption at 1.521 μm, or the more intense one at 1.520 μm.
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Figure 1. Comparison of the transmission spectra of an exhaust including H2O 10%, CO2 10%, O2 4%
(green line), and the same mixture with addiction of C2H2 1‰ (blue) at P = 1 Bar, L = 0.6 m, T = 285 K
(left) and T = 385 K (right).

As for the detection technique to be used, our choice was between Direct Absorption (DA) and
Wavelength Modulation Spectroscopy (WMS) [11], depending on the kind of flow measurement. In DA
the power of a light beam, transmitted across a sample, is converted by a detector into a voltage or
current. When sweeping the laser wavelength, the absorption profile is retrieved. The analysis of this
profile yields the absolute value of the concentration, provided that pressure, temperature, pathlength
and molecular linestrength are known. In WMS, a modulation is applied to the laser wavelength
at a period τm much lower than the sweep time τs (typically τm ≤ 10−3 · τs). The detector signal is
demodulated at a multiple of the modulation frequency. The most used choice in commercial devices
is a demodulation at twice the modulation frequency. In this case, the signal is approximately the
second derivative of the absorption profile, and the central peak is proportional to the density of
absorbing molecules. WMS exhibits a better signal-to-noise with respect to DA [12]. In a previous
paper [13] we demonstrated the calibration problems of WMS when the composition of the sample
varies, in particular because of large percentages of carbon dioxide and water, problems which do
not occur with DA [14]. As a matter of fact, the two different optical flow measurements (TT and
dilution) feature different calibration issues: TT is related to the time evolution of the concentration of
the injected tracer and not to the absolute value of the mixing ratio. On the contrary, dilution requires
an accurate measurement of the tracer mixing ratio. For these reasons we chose DA for dilution,
and WMS for TT measurements.

3. Materials and Methods

3.1. Layout of the Test Rig

The measurements were carried out at the Innovhub premises in San Donato Milanese (MI),
Italy. The testing facility, used to validate the proposed technique, is a small-scale stack simulator,
consisting of a flue generator and a vertical duct, where two measuring planes are available. A detailed
description of the plant is shown in Figure 2. Real exhaust gases can be produced using one of
the boilers connected to the plant; in particular, a 300 kW gas boiler, a 150 kW fuel oil boiler and
a 100 kW biomass boiler are available. Otherwise, simulated exhausts can be produced using a
fan, an electric heating unit and a steam generator; the flue gases produced this way can be more
easily modulated since each of the parameters (namely flow rate, temperature and moisture content)
can be set within a relatively large range. On the contrary, when a boiler is used, the composition,
temperature and flow rate of the exhausts are mostly fixed, depending of the power and feed of the
boiler, just minor adjustments can be produced by acting on the boiler’s settings. Both the real exhausts
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and the simulated fumes are conveyed through horizontal ducts to the same vertical stack, having a
constant circular section of 300 mm of internal diameter (ID) and being 12 m high totally. The stack
is a double wall stainless steel duct with a 25 mm thick thermal insulation. The gas is conveyed into
the stack through a 45◦ inclined insertion duct; a coaxial section, consisting of a 250 mm inner duct,
allows straightening the velocity field. Downstream, a screw-shaped mixing section is placed, in order
to force the stream coming from the boilers to mix with the one coming from the fan, when both are
necessary at the same time. The first measuring plane is located about 3 diameters downstream of this
section. The second one is placed 3.54 m higher (i.e., 12 ID downstream). Both measurement points are
equipped with two opposite flanged ports, housing the optical windows. About 5 m higher the fumes
are released in the atmosphere. Additional ports for inserting probes used for the analysis of the gas
composition and for the measurement of point velocity are located close to the two main measuring
planes. The Pitot tubes used in the present work were placed 0.3 m above the upper measuring point.
The injection point of the tracer was placed as far as possible from the measuring planes, so that the
better possible mixing could be obtained. A small perforated pipe, inserted into the main duct close to
the flue generator, was used to distribute the tracer in the mainstream. A gas bottle, containing the
pure tracer, was connected to the injection point through a flexible PTFE tube; a pressure regulator
was used to set the pressure of the tracer at the injection point. A quick connection hose was used
to manually connect/disconnect the tracer carrying tube with the injection pipe at the beginning of
each TT test. On the other hand, a calibrated mass-flow meter was used to feed a known amount of
tracer during the dilution tests. The tracer is mixed with the fumes in the straight horizontal duct
(about 10 m long), a further and more intense mixing is produced in the mixing section of the stack,
previously described.

Figure 2. General layout of the stack simulation facility used in this study.

3.2. Optical Platform

The optical platform, based on the first version described in [11], was developed in order to
adapt it to provide both DA and WMS signals for two measurement points inside the stack and for a
reference arm.

3.2.1. Optics

The optical scheme is described in Figure 3. The laser source is a DFB fiber laser with an emission
wavelength at 1521 nm (Eblana Photonics EP1521-0-DM-B01-FA, butterfly package, pigtail output).
Immediately out of the laser, a beam splitter (Thorlabs TW1550R1A2) takes 1% of the beam to a
fiber-coupled reference cell (Wavelength References C2H2-12-H(5.5)-50-FCAPC, 50 Torr, 5.5 cm optical
path) and home-made BK7 etalon, length 30.75 mm, Free Spectral Range 3.25 GHz, to obtain a relative
frequency scale. The remaining 99% is 50:50 split (Thorlabs TW1550R5A2) into two beams, which are
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sent to the measurement points. As shown in Figure 4 Center, the launcher is very close (2 cm) to
the detector. The beam crosses the stack and is reflected by a plane mirror, directly onto the detector.
As the stack diameter is 30 cm, and inside the stack the distance between the two beams is less than
2 cm, we can affirm with a good approximation that we are probing the tracer concentration along a
diameter of the stack. It’s worth noting that both optical measurement channels are necessary for the
TT measurement only, as dilution is measured in steady-state conditions, and one channel only could
be used. Yet, once the experimental apparatus is completely installed, the presence of two optical lines
makes it possible to have a redundancy in the dilution measurements.

Figure 3. Block diagram of the optics. M: flat Mirror. The angle between the two couples of beams
inside the stack is exaggerated for the sake of clarity.

3.2.2. Mechanics

Mechanics is divided into three parts. The first is an aluminum breadboard that hosts the
electronics, the laser and the reference optics (Figure 4 Left). The breadboard is framed into a structure
that fits a plastic suitcase for easy transportation. The other two parts of the mechanics are mounted
onto the stack. The launching/receiving optics can be seen in Figure 4 Center. The laser beam is shot
across the stack, onto a mirror (Figure 4 Right), which directly reflects the beam onto the detector,
for a total of two passes inside the stack. The mechanical stability of the system relies on the flanges
protruding out the stack. All the optical ports are sealed by 1” anti-reflection coated BK7 windows
(Thorlabs WG11050-C).

Figure 4. (left): main plate of the mechanics, together with the waveform generator and the laptop;
(center): launching optics, driven by the yellow optic fiber, and detector; (right): steering mirror,
which reflects the laser beam onto the detector.
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3.2.3. Electronics

A block diagram of the electronics is shown in Figure 5. The laser is current-supplied and
temperature stabilized by a commercial driver (ppqSense QubeCL). A National Instruments crate
(cRIO 9067) hosts: two 4-channels, 20 MSamples/s acquisition rate each, 14 bits vertical resolution ADC
plug-in’s (NI-9775); a programmable, 4-channels digital I/O plug-in (NI-9402); and a 4-channels PT100
reader (NI-9217) for housekeeping. An important feature of this crate is its FPGA, Xilinx Zynq-7000,
with 85.000 logic cells and 106.400 flip-flops. A Tektronix double output Arbitrary Function Generator
3022 provided: the trigger (1 kHz) for the QubeCL to start the sawtooth ramp to sweep the laser
frequency across an absorption profile, the TTL output signal for the digital I/O plug-in which starts
the acquisition on the rising edge of the TTL, and the high frequency (1 MHz) sinusoid used for WMS.
The latter signal was converted by the QubeCL into current, and added, together with the ramp, to the
bias current of the laser. We used three detectors, Hamamatsu InGaAs mod. G12180-210A, 1 mm
diameter, 2-stage Peltier cooling, 40 MHz cutoff frequency, two for the detection points and the third
for the reference arm. Each detector is equipped with two outputs, low pass (<100 kHz) and high pass
(>500 kHz) filtered. The outputs of the detectors are acquired by six channels of the NI-9775 modules.
The low pass signals are used for DA and the high pass signals are used for WMS.

Figure 5. Block diagram of the electronics.

3.2.4. Software

Once set the function generator and the laser driver, the procedure of synchronization, acquisition
and storage is carried out by the FPGA of the NI cRIO. We wrote a dedicated LabVIEW program for
data acquisition and for the implementation of a digital lock-in amplifier, according to well-known
principles and routines [15–17]. The lock-in can operate in single and dual-phase mode. The modulated
signals are acquired by the 20 MS/s ADCs for a time corresponding to an integer multiple N of the
modulation period. The higher N, the higher the integration time. The actual value of N is chosen
taking into account the rise/fall time of the concentration peak. The deconvolution procedure is
carried out by the FPGA: the signals are multiplied by a reference sinusoid and then integrated during
the N periods. In single-phase mode, the phase of the reference signal can be adjusted, in order to
maximize the output. In dual phase-mode, a quadrature detection can be performed, multiplying the
acquired signals by two reference signals, 90◦ out of phase with respect to each other, and then taking
the module and the sign.

The software allows all these choices, and stores data in the USB memory stick connected to
the cRIO.
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3.3. Optical Methods

3.3.1. Direct Absorption and Dilution Method

The dilution measurements consist of a repeated laser wavelength scan (without the sinusoidal
modulation) across the selected C2H2 absorption line. Each scan is acquired as a set of 20,000 points
for each channel, in 1 ms. A binning over 100 points reduces the points per ramp to 200. Binning,
and average of the scans, are performed by the FPGA, producing a spectrum every 28 ms. These spectra
are saved in the computer. The final waveform is fitted by using the theoretical Voigt absorption
profile. According to the procedure described in [18], the mixing ratio can be inferred by the fitting
parameters, provided that temperature, pressure, molecular linestrength and path-length are known.
Pressure and temperature are measured by sensors included in the Pitot probe (accuracy 0.05% and
0.3%, respectively), the linestrength is reported in HITRAN molecular database [10] with accuracy 1%
and the pathlength was measured to be 580 ± 1.5 mm.

In order to verify the quality of our data, and to decide the best integration time for our
measurements, we performed the Allan-Werle Variance [19,20] on mixing ratio measurements. Figure 6
shows the results obtained for two different speeds of the fan (expressed as % of the maximum speed).
The best integration time results to be 8 s, corresponding to an Allan-Werle Variance σAWV of 1.5 ppm at
30% and 0.9 at 75%. The slight difference can be due to the different measurement conditions. It is worth
noting that this is the Allan-Werle test of the whole system, formed by the fan, the mass-flow meter
and our optical apparatus. Dilution measurements are stationary, so, according to the Allan–Werle
analysis, we can further average over 285 scans, for 8 s total measurement time. Figure 7 shows the
averaged absorption profile, with the fit curve and the residual.
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Figure 6. Allan-Werle test of the system at two different fan speeds, with respect to maximum.

The calculation of the flow speed is performed by measuring the steady-state concentration of
the tracer, when the amount of injected tracer per unit time and the transverse section of the duct are
known, according to the formula:

V =
T

CS
(3)

where V is the velocity (m/s), T is the flow (m3/s) of the injected tracer, C is the mixing ratio measured
downstream, and S (m2) is the transverse area of the duct.
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Figure 7. Plot of a direct absorption acquisition and its analysis.

3.3.2. Wavelength Modulation Spectroscopy and TT Method

To perform Second Derivative WMS, the fast modulation (1 MHz) is added to the laser sweep
(1 kHz) and the acquired signal is deconvolved at 2 MHz. An example of WMS signals from the
reference cell and from one measuring point along the stack is shown in Figure 8, where the different
shapes of the two waveforms are due to the different pressures inside the cell and the stack. The peak
values of the profiles in Figure 8 are proportional to the concentration. In the TT method, the time
profile of the peak heights is acquired at two different measuring points (reference is only used to check
that the laser wavelength is not drifting), when a concentration burst of the tracer is inserted inside
the stack. In order to have the maximum acquisition rate, the laser wavelength sweep is stopped and
the laser is set at the peak of the absorption. In principle, it would be possible to implement an active
stabilization routine, based on an odd derivative (demodulation at an odd multiple of the modulation
frequency). As a matter of fact, due to the stability of the laser driver, active stabilization was not
necessary, and emission stability was maintained for a time larger than the 10 s of the measurement
duration. With this procedure, the acquisition rate is 1 kHz, sufficient to follow the time profile of
C2H2 inside the stack.

To obtain the concentration burst, the tracer gas line was closed and opened with a delay as short
as possible. An example of the TT measurements, at two different points of the stack, at three different
flow speeds, is reported in Figure 9. The velocity can be obtained by calculating the time delay between
two corresponding timestamps of the red and blue curves of Figure 9. The selection of the timestamps
is not a minor issue and it will be analyzed in the next section. The geometrical distance between the
two measuring planes (3.54 m) divided by the delay yields the average gas velocity.

Figure 8. Wavelength Modulation Spectroscopy (WMS) signals from the reference cell (blue) and one
of the measurement points along the stack (red).
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Figure 9. Set of Transit Time (TT) measurements at three different flow speeds, at the lower (blue) and
upper (red) measurement points.

3.4. CFD Modeling

CFD calculations were used to simulate the flow field inside the stack, comparing the model
with the experimental results, and driving further measurements. The commercial software Ansys®

Academic Fluent, Release 15.0 has been used for this calculation. It solves conservation equations for
mass and momentum, according to an Eulerian approach, while an additional equation for energy
conservation is solved to account for heat transfer processes. For flows involving species mixing or
reactions, a species conservation equation is solved for each one and additional transport equations
are also solved when the flow is turbulent.

In this model, the turbulent viscosity μt, assumed as isotropic, is computed by combining the
turbulent kinetic energy k and its dissipation rate ε as follows:

μt = ρCμ
k2

ε
, (4)

where ρ is the density and Cμ is a constant.
A tetrahedral unstructured grid, consisting of 2.6 M cells, has been set up; the standard kε model of

turbulence has been adopted; the time-dependent simulations have been carried out using a fixed time
step of 0.05 s. The composition, velocity and temperature of the gas stream have been set at the inlet,
as boundary conditions for the numerical solver of the model equations. A homogeneous distribution
of the tracer has been assumed on the inlet section at time zero conditions. Then, the average
concentrations of the tracer on two straight lines corresponding, in the model grid, to the laser
beam path lines in the real plant, have been computed for each time step, by averaging the tracer
concentration calculated in each cell laying on these lines. These average concentrations are directly
comparable with the detected signals.

3.4.1. Simulation of the Tracer Concentration Profile

By using CFD simulation, the time profiles of the concentration of the tracer were calculated at
any point along the stack, in order to make a comparison with experimental data and to select the best
method to calculate the gas velocity during TT measurements. The simulated concentration profile
varies along the vertical axis, as a consequence of the progressive mixing of the tracer. This makes
the curves, at the two measuring planes, not perfectly overlapping and a specific criterion has to
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be defined in order to select the two reference timestamps (one for each curve) to be compared to
measure the time delay for velocity calculation. Different choices, for these points, produce slightly
different outcomes in terms of velocities, which means that this choice is an essential aspect of the
method. The expected profiles of the concentration of the tracer, along the vertical axis of the stack,
as calculated through CFD simulations, are reported in Figure 10, for an average gas velocity of 6 m/s
and a temperature of 105 ◦C, as well as the corresponding bi-dimensional distributions, on a vertical
plane, at 0.75, 1.25 and 1.75 s, as explained in the caption.
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Figure 10. Computational fluid dynamic (CFD) tracer concentration profile along the stack axis
(average velocity 6 m/s, T = 105 ◦C). Time origin is the transit time of the tracer at the upper junction
(grey in the figures). (a) 0.75 s; (b) 1.25 s; (c) 1.75 s.

It can be observed that the increase/decay curve spans for a long distance along the vertical axis;
from this point of view, these conditions are quite different from an ideal plug flow. The shape of
the curve actually changes along the axis: its slope decreases and the peak broadens, as expected.
In Figure 11 experimental and model results are compared: the signals of TT measurements collected at
the lower and upper measuring planes are plotted together with the results of CFD simulation (circles)
at the same test conditions. The broadening effect is produced by the combination of the bulk velocity
of the flow and the diffusion velocity of the tracer molecules. The second peak in the simulation shows
a larger broadening effect compared to the experimental results. It can be assumed that the adopted
model of turbulence overestimated the turbulent diffusivity of the system. More advanced modeling,
for instance including Large Eddy Simulation (LES) could have produced a better matching, but a
fully detailed simulation is outside the scope of this work.

Molecular and turbulent diffusion produces an apparent velocity, which gives incorrect results if
the reference timestamps of each curve are not selected properly. As far as an isotropic diffusivity is
assumed, each molecule diffuses randomly in any direction: molecules mainly diffusing in the flow
direction move faster than average fluid-dynamic velocity, while molecules diffusing mainly against
the flow direction move slower than average fluid-dynamic velocity. Consequently, these points are not
suitable for measuring the bulk velocity of the flow. The centroid of the tracer spike should be identified
in order to get a correct result from the TT technique; EN ISO 16911-1 states that the best choice is the
median of the concentration distribution. A specific analysis has been carried out to compare different
possible criteria. The simulated concentration distributions can be used to compare the results one can
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expect by applying different approaches of calculation on the same data. In Figure 12 the average gas
velocity was estimated from three different sets of points, on the simulated curves: the peak of the
curve, the median, and the mid-point between the maximum slope at both sides of the peak (the inset
shows the location of these points). These calculations have been repeated for several axial distances,
in order to evaluate the effect of the separation between the two measuring points. The best matching
with the known average actual velocity is produced using the peaks. The velocities calculated based
on the median are equally in good agreement with the expected result, except for very short distances
when velocities would be overestimated. The sloping approach produces more erratic results, probably
due to the fluctuations produced by the numerical derivation of the curves. It is noteworthy, anyway,
that the three points, selected on each curve, are quite close to each other, because of the symmetry of
these curves, while many different results may be expected in more asymmetric conditions.

Figure 11. Comparison between simulation and experimental data for concentration profiles at the
average velocity 6 m/s, T = 105 ◦C).

Figure 12. Calculated velocities using different points on the simulated tracer concentration curves at
different times (average velocity 6 m/s, T = 105 ◦C).

3.4.2. Simulation of Velocity Field Inside the Stack

A simulation of the velocity field inside the stack was carried out in order to understand how
critical is the positioning of the Pitot tube, due to the fact that the flow field inside the stack does
not feature a cylindrical symmetry, but a complex behavior, as reported in literature [3,21]. Figure 13
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shows the calculated components of the gas velocity along the stack. The velocity vectors on the
horizontal section where the Pitot probe was installed are shown in detail in Figure 14: the flow
field is strongly asymmetric and the vectors are inclined in a quite complex configuration. As a
consequence, the location of the Pitot probe can critically affect the velocity measurements and
deserves further investigation.

a ba

c d

Figure 13. Simulated velocity field inside the stack simulator in all its components: (a) total, (b) axial,
(c) radial and (d) tangential velocity. Units are m/s.

Figure 14. Simulation of the flow field along a horizontal section of the duct, corresponding to the Pitot
port position. Units are m/s.
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4. Measurements and Results

The experimental tests were carried out under different conditions of gas velocity, temperature
and composition, in order to check the response of the three techniques and the effect of each parameter.

4.1. Pitot Probe Test

We do not describe the working principle of Pitot tubes, it is enough to say that an S-type
Pitot, connected to a micromanometric device, specifically designed for in-stack velocity and flow
rate measurements was used in the first series of intercomparison tests. This device is designed
to be integral with the probe and has an integrated inclinometer. The Pitot tube was placed 0.3 m
downstream the upper measuring plane and velocity measurements were carried at a fixed point
on the central axis of the stack, in accordance with EN 15259 for ducts having an internal diameter
smaller than 0.35 m. Despite this, it is not possible to be sure that this is the best choice in the specific
case of a cyclonic and asymmetrical flow, such as the one studied in the previous section. Hence,
we decided to investigate this feature in deeper detail. We performed a series of measurements,
using the Pitot tube only, testing a flow of air at room conditions. The Pitot probe was inserted inside
the stack at different distances from the duct axis (negative values mean between the port and the duct
axis, positive values mean beyond the duct axis), and at different angles with respect to the vertical
direction. The results of this test are shown in Figure 15. It is evident that the velocities are not constant
along a diameter. Moreover, when tilting the Pitot probe, even by a few degrees, the readings change.
From this investigation, we concluded that the reading at the central position is approximately equal
to the average velocity on that line and only if the probe is strictly vertical. Just a little displacement
along the axis or a small rotation is enough to read a quite different velocity.

Figure 15. Plot of the flow field, along a diameter of the stack, with different Pitot angles with respect
to the duct axis. Units are m/s.

4.2. First Set of Measurements

The first set of measurements was carried out with ambient air at room temperature, in order to
have a set of intercomparison data: for each flow fan-speed we recorded the velocity readings obtained
by the Pitot, and the results of the dilution and the TT techniques. As dilution and TT measurements
cannot be carried out at the same time, we used the fan speed (% with respect to maximum speed) as a
reference for different series of measurements.
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In order to perform dilution measurements, the injection was constant, measured by using a
thermal-mass-flowmeter (Bronkhorst High-Tech model EL-FLOW, accuracy 3.5%), at the level of
3.7 ÷ 3.9 L/min (6.17 × 10−5 ÷ 6.50 × 10−5 m3/s). The concentration readings were in the range
136 ÷ 845 ppm, so well below 1‰, as explained in Section 2. In order to measure the time delay to
calculate the velocity, we took the time stamp of the transit of a peak in different ways, described in
Section 3.4.1: the median of the distribution of the signal, the peak and the mid-point of the maximum
peak slopes. Figure 16 shows the readings of dilution and different time stamps of TT, vs. Pitot readings,
for different fan speeds. For TT method each point is the mean value of a set of measurements and the
error bars are the corresponding standard deviations. For the dilution method, each point is calculated
according to (3), and the error bars are the accuracy of each measurement.

There is a very good correlation between the Pitot tube and the two optical techniques, whatever
the analysis of the TT signals. In each graph of Figure 16 the first point is not taken into account for the
linear fit. The reason is that the Pitot tube shouldn’t be used around 1 m/s, as its linearity is poor in
this range. In fact, the average flow speed at the first point of each graph, read with optical techniques
is 1.04 m/s, while the Pitot reading is 1.21 m/s, which is the largest discrepancy among Pitot and
optical readings. In Table 1 the different slopes of the fit curves (i.e., the proportion coefficient with
respect to Pitot tube) are reported. We can note that all the slopes are equal, within their uncertainties,
and slightly less than unity. As the dilution technique is not affected by any fluid-dynamic effect,
its readings can be assumed as the reference values and the very small difference with the TT results
proves the reliability of the TT technique, and its independence of the selection of the line of sight.
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Figure 16. First set of flow velocity measurements, comparing Pitot tube with three different analysis
of the TT signals and with dilution. Points are related to different fan velocities.
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Table 1. Table of the proportionality coefficients between optical techniques and Pitot tube for different
analysis procedures.

Technique Ratio Uncertainty

TT median 0.968 0.007
TT peak 0.97 0.01
TT slope 0.976 0.005
Dilution 0.97 0.01

4.3. Second Set of Measurements

We carried out a second run of measurements, in order to investigate a wider range of experimental
conditions, and the use of a conventional Pitot probe, adopted for in-field isokinetic sampling, manually
aligned, both vertically and with respect to the duct axis, as routinely performed in real-life periodic
measurements. This time the fluid was room air, heated using electric resistors. At the highest
temperature, steam was added to room air, at a rate depending on the flow speed. For each temperature,
the fan speed was set at different levels. In this set of measurements, the Pitot readings were compared
with TT only. The results show very good linearity of the TT readings, at any temperature and
gas composition, with respect to Pitot data, whatever the criterion for the time stamp of each peak
(Figure 17). On the other side, it is evident that there is a systematic deviation between the TT readings
and the Pitot results, whose ratio was measured to be 0.822 ± 0.002. This result is not surprising
for a manually aligned probe, according to previous literature, and following our simulations and
experimental tests. The amount of the discrepancy is in this case above 20%, which means that the
most unfavorable conditions of the positioning of the Pitot probe were encountered here.

Figure 17. TT readings, with different time stamps, vs. Pitot readings, with manual setting of the
Pitot probe for different temperatures and fan speeds. Steam flow rate at 111.7 ◦C: 60 kg/h � 2.7 m/s;
31 kg/h � 4.1 m/s; 18 kg/h � 8.3 m/s.

5. Discussion and Perspectives

We have applied two spectroscopic detection techniques to the measurement of flow in narrow
ducts, and to the calibration of standard sensors and methods. Our multipurpose device was deployed
in a stack simulator, proving to fulfill all the requirements for the above task. It is already stated in EN
ISO 16911-1 that the dilution method is a valuable reference method, which is intrinsically free from
wall effects, or from any perturbation due to the geometry of the duct, or to any objects inserted in the
duct, inducing turbulence. On the contrary, the more turbulent the flow, the more homogeneous the
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distribution of the tracer. TT method, in particular the one implemented in this work, based on optical
techniques, compares very closely with dilution.

The conventional procedure adopted for calibrating Pitot tubes is carried out ex-situ in a
standardized wind tunnel using a primary reference device. It generally provides either a single
calibration factor or a set of calibration factors for the different velocity ranges, used to calculate the
point velocity from the readings of the differential pressure at the Pitot ends. Calibrated Pitot tubes
are then used both to measure in stack velocity directly and to periodically calibrate other automated
measuring systems, installed on the stacks to measure the flow rate on line. This study shows that this
approach can produce inaccurate results when cyclonic flows in small ducts are involved, in particular:

1. the conditions of 5 internal diameters of straight duct upstream and 3 downstream of the
measuring section, without elements disturbing the flow, may not be a sufficient guarantee
to provide a regular velocity profile at the measuring plain;

2. single-point measurements may be non-representative of the average velocity, a multipoint
technique should be required even for ducts having an internal diameter smaller than 0.35 m;

3. manual alignment of a Pitot tube is not accurate and stable enough, large deviations of the
measured values may be produced by very small variations in the placement of the probe;

4. techniques relying on the bulk properties of the flow, such as the concentration of a tracer injected
in the gas stream, are largely insensitive to the flow pattern and the local disturbances, producing
linear and accurate results.

As a consequence of these considerations, the pertaining international standards, namely UNI
EN 15259:2008, EN ISO 16911-1:2013 and EN ISO 16911-2:2013, should include specific warnings
for small ducts, suggesting the use of reliable and robust techniques for the in-site calibration of
the automated measurement systems, such as dilution based and transit time methods. Moreover,
apart from periodical checks, the necessity to repeat the calibration every time a modification occurs in
the duct, upstream the sensor should be introduced.

Table 2 compares the requirements of the different techniques used in this work. Pitot tubes are
undoubtedly the simplest technique for flow velocity measurements, as they require an insertion port
only, and no consumables. TT requires four optical ports. Dilution can be implemented either across
the stack, or after gas extraction. In the first case, two optical ports are necessary, in the second case an
extraction port (downstream the Pitot, to avoid any interference) and a heated line must be used. In both
the latter cases, a tracer is required, which means consumables and an injection point. Despite the
higher complexity, we proved that in narrow ducts it is necessary to add ports, or injection/extraction
points, suitable for the application of more complicated techniques, for intercomparison and calibration.
As a final remark, the described optical techniques are not so much time consuming, as they require
one workday for set-up, measurement and packing.

Table 2. Comparison of Pitot tube, TT and dilution methods.

Affected by Position On-Site Calibration Traces Gas Optical Ports Extraction

Pitot tube YES Compulsory NO NO NO
Dilution NO NO YES YES/NO NO/YES

TT NO NO YES YES NO
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Abstract: We present a concept for a wafer-level manufactured photoacoustic transducer, suitable to
be used in consumer-grade gas sensors. The transducer consists of an anodically bonded two-layer
stack of a blank silicon wafer and an 11 μm membrane, which was wet-etched from a borosilicate
wafer. The membrane separates two cavities; one of which was hermetically sealed and filled with
CO2 during the anodic bonding and acts as an infrared absorber. The second cavity was designed to be
connected to a standard MEMS microphone on PCB-level forming an infrared-sensitive photoacoustic
detector. CO2 sensors consisting of the detector and a MEMS infrared emitter were built up and
characterized towards their sensitivity and noise levels at six different component distance ranging
from 3.0 mm to 15.5 mm. The signal response for the sample with the longest absorption path ranged
from a decrease of 8.3 % at a CO2 concentration of 9400 ppm to a decrease of 0.8 % at a concentration
of 560 ppm. A standard deviation of the measured values of 18 ppm was determined when the sensor
was exposed to 1000 ppm CO2.

Keywords: gas sensor; photoacoustic; pressure transducer; wafer-level; CO2

1. Introduction

Over the last decade, the public interest in air pollution measurement has gradually
increased, giving rise to high demand for air quality sensors [1,2]. There are various
different approaches to classify the air quality based on the concentration measurement of
air pollutants including either a specific or a mix of volatile organic compounds (VOC), total
suspended particles (TSP), or relative humidity (RH) [3–6]. Moreover, the concentration
of carbon dioxide (CO2) has been shown to be one of the most applicable indicators for
indoor air quality. CO2 is a major indoor pollutant which, even at slightly elevated gas
concentrations, leads to declining work performance and diminishing focus capacity in
the human organism [7]. Monitoring CO2 levels indoors is, therefore, essential to achieve
an optimal balance between maximizing human performance and minimizing the need
for energy-expensive ventilation of indoor spaces. In automotive environments, CO2 can
reach increased concentration levels with undesirable physiological effects in a very short
period of time, due to exhaust gases entering the vehicle cabin or due to metabolically
induced CO2 emissions by the passengers. Typical adverse effects are fatigue, drowsiness,
and lethargy which can lead to a higher risk of traffic accidents [8].

Although the CO2 concentration limits inducing adverse effects in humans are not well
defined, the standardly used value dates back to Max von Pettenkofer in 1858, who defined
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a hygienic limit of 1000 ppm CO2 [9]. The consensus is that monitoring and keeping the
CO2 concentration as low as possible is beneficial for indoor air quality.

To date, various different gas sensing technologies are available to determine the CO2
content in the air, including, but not limited to, non-dispersive infrared (NDIR) spectrom-
etry, photoacoustic spectroscopy (PAS), quartz crystal microbalance (QCM) sensors, and
several technologies based on chemical interactions of gas with a sensing material [10–15]. Most
sensors currently available on the market for consumer electronics are based on either NDIR
or PAS, as they are the only mature techniques with high selectivity to CO2, which are still
cheap and durable enough to be relevant. Both are based on the absorption of electromag-
netic waves with a wavelength tailored to match the specific CO2 absorption wavelengths.

NDIR sensors directly measure gas quantities by detecting slight changes in the
transmittance of infrared light in an absorption path between a source and a detector. For
selectivity towards a target analyte, optical filters are used. However, these filters used in
NDIR sensors can only be designed for optical bandwidths rather than for the absorption
spectrum of a molecule. Thus, the sensor may not only be selective towards its target gas,
but also towards interfering gases, such as humidity. Furthermore, these filters are prone to
temperature variations as the optical properties of such filters change with temperature.
The change of intensity is described by the Beer-Lambert-Law and is strongly dependent
on the concentration of absorbing molecules in the path and the traveled distance of the
light. NDIR sensors typically use pyroelectric or bolometer infrared detectors, which
naturally have a relatively low signal-to-noise ratio (SNR). In order to get significant signal
levels, these sensors use long absorption paths achieved by multiple reflections inside the
housing and narrow optical filtering. Although there were successful optimizations of
reflector geometries for the design of compact and still optically efficient NDIR sensors,
these reflectors are rather costly to manufacture [16].

PAS sensors, on the other hand, make use of the photoacoustic effect, discovered
by Bell and Roentgen in 1881, and sense CO2 indirectly by measuring sound [17,18].
These sensors detect gas concentrations by introducing periodically modulated light of a
specific wavelength into a detection chamber in which a target gas absorbs precisely that
wavelength. The molecules of the target gas get excited to higher energy levels by the
absorption and generate thermal energy by colliding with molecules of a carrier gas. The
thermal energy change in the closed chamber is translated into a pressure change, which
is sensed by a microphone. The signal level of photoacoustic sensors correlates with the
concentration of CO2 inside the sensor. However, as these sensors use microphones to
detect the photoacoustic signal, optimized gas port geometries need to be used in order
to prevent acoustical interference such as banging doors or loud conversations. These gas
inlets cause an increase in the response time of PAS CO2 sensors [19,20].

Here, we investigate a new sensing concept which combines elements of both, NDIR
and PAS sensors and includes a manufacturing approach for a detector module, which
offers potential for miniaturized and very selective gas measurements. In contrast to NDIR
detectors, the presented photoacoustic transducer is highly selective towards CO2 as only
its CO2 filling absorbs infrared light. The detectors are simple to manufacture and therefore
offer great potential for fast and low-cost production of miniaturized CO2 sensors. In
addition, the approach also resolves the issue of acoustic interference by concept, as the
microphone is embedded within a closed cavity, without increasing the response time of
the sensor.

2. Materials and Methods

2.1. Sensor Concept

The core of the presented concept is the development of a photoacoustic transducer
chip that allows the spatial separation of the acoustic sensor from the photoacoustic cell.
The transducer consists of a gas-tight and gas-filled cavity, acting as an optical absorption
layer that transfers the irradiated infrared light energy to acoustical pulses and a thin,
flexible membrane that can pass these pulses to a second cavity containing a microphone.
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Figure 1 illustrates a conceptual sketch of the sensing mechanism. A MEMS hotplate
emits infrared (IR) pulses of defined frequency and pulse length, which may be filtered
by means of an optical filter with a transmission spectrum matching the characteristic
absorption band of CO2 at λ = 4.26 μm. Although this filter is not necessarily needed, it can
prevent wavelengths different from those of the CO2 absorption spectrum to get absorbed
in Silicon or glass parts of the transducer and thus increasing the performance. The pulses
of IR light pass an optical absorption path, where they get partly absorbed by potentially
present CO2 molecules.

After the absorption path, the light pulses enter a hermetically encapsulated absorption
cell through an optically transparent and rigid window. The absorption cell is filled with
CO2, which acts as a gas-specific absorption medium and therefore absorbs the IR light
pulses with the characteristic absorption wavelengths of CO2. The absorbed energy gets
transformed into acoustic waves by means of the photoacoustic effect. The photoacoustic
effect itself consists of three different steps: The radiative absorption by the gas molecules,
the successive relaxation of the molecules while increasing the total thermal energy in the
gas, and—by means of the ideal gas law in a closed system—the resulting emergence of a
pressure signal [20]. As the IR light pulses are modulated with a defined frequency, the
pressure signal also follows this frequency. The more energy is absorbed in the absorption
path, the lower the resulting intensity of the acoustic waves generated in the cell is.

A B C D E F G H

a)

b)

Figure 1. Conceptual sketch of the proposed sensing mechanism comprising: (A) pulsed IR-emitter
(B) optical filter (optional) (C) optical absorption path (D) IR-transparent entrance window (E) her-
metic cell with encapsulated CO2 (F) flexible membrane (G) acoustically tight cavity with microphone
(H) sensor signal. (a) sensor without CO2 (b) sensor in presence of CO2.

One wall of the absorption cell consists of a thin and flexible, but gas-tight membrane,
which slightly deforms with the pressure fluctuations and therefore allows the generated
pressure pulses to be transmitted to the other side while maintaining the CO2 atmosphere
inside the absorption cell. This way, the acoustic pulses can enter the second cavity, which
needs to be only acoustically-tight, but not necessarily gas-tight. Inside this second cell, a
MEMS microphone is placed, which detects the arriving acoustic pulses. The amplitude of
the acoustic pulses is indirectly proportional to the number of CO2 molecules present in
the absorption path.
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The concept of using a slightly deforming membrane or diaphragm for gas sensing
was first described by Golay as part of an infrared active pneumatic detector [21]. In
contrast to the concept presented here, the membrane was utilized as a deforming mirror
in an optical modulation circuit rather than as an acoustic transducer.

2.2. Manufacturing

Figure 2 depicts a schematic cross-section of the photoacoustic transducer. Its center-
piece is a thin, homogeneous glass membrane that has been wet-etched from a borosilicate
glass wafer with a thickness of approximately 500 μm. A silicon nitride (SiN) hard mask
was applied from the top and the bottom side to the glass wafer and was structured by
lithography. At the openings of the hard mask, an anisotropic etch process symmetri-
cally created a cavity on both sides of the wafer, leaving residual thin membranes with a
diameter of approximately 3.6 mm. Defined by the duration of the etching, thicknesses
between about 10 μm and 70 μm could be achieved. Within each membrane, the thickness
tolerance was found to be ±1 μm. For investigation of the concept, we focused on samples
with the thinnest membrane thickness, as they are the most flexible and have the highest
mechanical compliance.

After etching, the glass wafer was anodically bonded to a blank silicon wafer, which
was dry-polished in order to achieve the highest bond quality. Furthermore, for the
purpose of maximizing the infrared light transmission, the used Si wafer was low doped
and backside-grounded to a thickness of 250 μm. The anodic bond was formed at 300 °C
while applying a CO2 bias atmosphere of 2 bar. Thus, after cooling down to ambient
temperature, a CO2 filling of about 1 bar was captured in the gas-tight cavity between the
glass membrane and silicon lid. After bonding, the wafer was mechanically sawed to form
transducers of the size 5.5 mm by 5.5 mm.

Using Fourier transformation infrared (FTIR) spectroscopy, an absorbing behavior
at the CO2 absorption bands was confirmed as shown in the transmission spectrum
(Figure A1).The characteristic shape of the CO2 absorption at 4.26 μm was clearly visi-
ble with a relative absorption of about 15 % to 20 % compared to the background. The
spectrum was limited at the lower end by the natural transparency of silicon and the
capabilities of the used FTIR spectrometer and on the upper end by the borosilicate glass,
which is nontransparent for light with wavelengths above 6.6 μm.

Circuit Board
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Gold
Nickel
Glass

Blank Si-Wafer
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Figure 2. Proposed detector element comprising the photoacoustic transducer, a microphone, sealant
compounds and a carrier PCB (not to scale).

The singularized transducers were then treated by means of physical evaporation
and deposition to form a nickel-gold coating as a nontransparent, reflecting layer for the
infrared light. In this way, it was ensured that no IR light could hit and potentially disturb
the microphone membrane and, additionally, that reflection caused a second pass of the
light through the absorption cavity, increasing the absorption inside.
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2.3. Experimental Setup

Figure 2 also depicts a sketch of the whole photoacoustic detector unit used in this
research. Below the photoacoustic transducer, which was described in Section 2.2, a printed
circuit board (PCB) carrying a MEMS-microphone is shown. The used analog microphone
(IM73A135, Infineon Technologies AG, Munich, Germany) was soldered on the backside of
a PCB for electrical connection. The photoacoustic transducer was mounted on the top side
of the PCB, whilst ensuring that its transducing cavity was connected to the microphone
membrane via a small channel in the PCB.

As an infrared light source of the emitter unit, a small MEMS hotplate embedded
in a 4 × 4 × 2.25 mm3 package was used. The top wall of the package consisted of an
infrared filter, which was tuned to match the dominant CO2 absorption band at its center
wavelength of 4.26 μm. The IR emitter was soldered onto a second PCB which was mounted
on the sensor evaluation system so that its surface was directly facing the photoacoustic
transducer on the detector unit.

Figure 3 shows a photograph of both sides of the detector PCB carrying a MEMS
microphone, photoacoustic transducer, connectors, and the transparent epoxy glue, which
was used to attach the photoacoustic transducer and to acoustically seal the gaps between
components and PCB.

Figure 3. Detector module PCB with photoacoustic transducer (right, front side) and the MEMS
microphone (left, back side).

The distance between the upper surface of the emitter package and the detector
could be set between 3.0 mm to 15.5 mm in intervals of 2.5 mm. To maximize the optical
transmission from emitter to detector, aluminum tubes with matching lengths and an inner
diameter of 8 mm were used as reflectors in between the sensor elements. The sensing area
of the measurement system is surrounded by a gasket, which, together with a 3D-printed
box with inner dimensions of 22 × 52 × 35 mm3, forms an enclosed box connected to a gas
measurement system where different CO2 concentrations can be set. A photograph of the
whole sensor assembly is shown in Figure 4.

The emitter was driven with a square signal by an n-channel metal-oxide-semiconductor
field-effect transistor (MOSFET) with a frequency of 27 Hz for a duration of 1 s in every mea-
surement period which lasted 5 s. The microphone output was a differential signal which
was first pre-amplified and filtered by a second-order bandpass filter. It was configured to
have a bandpass between 16 Hz and 210 Hz and an amplification gain of G = 9 (ADA4084-2,
Analog Devices Inc., Wilmington, MA, USA). In a second amplification stage, the signal
was amplified with an audio amplifier (SSM2019, Analog Devices Inc., Wilmington, MA,
USA) with a gain of G = 370. The PCB was attached to a Digilent Analog Discovery 2 USB
oscilloscope (Digilent, Pullman, WA, USA), which was used as a data acquisition system
for controlling the sensor.

The system acquired the microphone waveform differentially with a resolution of
14 bit at a sampling frequency of 10 kS/s. After the acquisition, the output waveform of the
microphone and its amplification circuitry was processed in MATLAB (MATLAB version
R2020b) by means of a discrete Fourier transformation in order to extract the specific
spectral components from the discrete signal as described in [22]. For this calculation, a
rectangular window with a period of 950 ms was applied. As the emitter excitation was
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carried out with a square signal, the microphone output resulted in a non-sinusoidal signal
with multiple frequency components (raw signal in Appendix A, Figure A2). For this
reason, the raw output value of the sensor system was defined as not only the amplitude
of the spectral component at the excitation frequency of 27 Hz, but also the sum of its first
and second harmonics. Adding the harmonics to the 27 Hz component was beneficial for
the calculation of the sensor response and resulted in both, higher signal response and less
signal noise. For further reduction of the sensor noise, a centered moving mean filter with a
sliding window width of 12, equal to 1 min of sampling, was applied to the sensor output
in postprocessing.

A B C D E F G H

10 mm

Figure 4. Sensor evaluation PCB with (A) MOSFET (B) power supply (C) amplifier stages (D) gasket
(E) reference sensors (F) emitter module (G) reflector tube (H) detector module.

In addition to the actual sensor data acquisition, a secondary environmental data
measurement system acquired information about relative humidity, temperature, pressure
once in every measurement cycle. The CO2 concentration was measured with an addi-
tional, external industrial-grade NDIR sensor (M1440, COMET SYSTEM, s.r.o., Rožnov pod
Radhoštěm, Czech Republic) in the exhaust flow of the gas testing bench, which served as
a reference signal.

3. Results and Discussion

Using the setup described in the previous section, we measured and analyzed the
sensor sample at six different absorption lengths (3.0 mm to 15.5 mm in intervals of 2.5 mm)
with decreasing CO2 concentration steps ranging from about 9500 ppm down to 500 ppm.
The measurement bench, which mixed CO2 and dry, synthetic air (80% N2 and 20 % O2
±2 %), allowed for a consistent gas flow of 850 cm3 min−1 through the sensor enclosure.
Each concentration step was maintained for 10 min, followed by a flush step of 0 ppm,
allowing to evaluate the sensor’s baseline after each concentration step. The temperature in
the sensor enclosure during all measurements ranged from 31.8 °C to 34.3 °C with a mean
temperature of 33.2 °C.

Figure 5 shows the absolute sensor signal with an absorption distance of 15.5 mm over
a complete characterization procedure. Over the course of the measurement, the sensor
signal repeatedly dropped in response to the application of the different CO2 concentration
steps. The figure also shows the output of the reference sensor, for which a lower noise
level compared to our sensor could be observed. However, in this regard, it has to be noted,
that despite our sensor being an early prototype aiming for low-cost production of an
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integrated MEMS solution, it yields almost similar results compared to the well-established
NDIR reference sensor, which is a larger, fully developed product.

Figure 5. Measurement with an absorption distance of d = 15.5 mm showing 10 min steps with
decreasing CO2 concentration together with the output of a NDIR reference sensor (12-times moving
mean filter applied).

The sensor prototype clearly responded with a lower signal to the increased number
of CO2 molecules inside the absorption path, as a portion of the infrared light intensity
already was absorbed there rather than inside the pressure transducer. The signal level
at the lowest CO2 concentration applied (95 ppm) was found to be 2.37 V ± 0.70 mV. The
signal response ranged from a decrease of about 197 mV (8.3%) at a concentration of
9400 ppm to a decrease of 18.8 mV (0.8%) at a concentration of 560 ppm. The sensitivity
was calculated as signal response per decrease of 1000 ppm CO2 and thus ranged from
−21.5 mV/1000 ppm for 9500 ppm to −41.7 mV/1000 ppm for 500 ppm. The first 2 min
before and after each concentration change were ignored in the data processing in order to
ensure a stabilized CO2 concentration.

We also characterized the same sensor prototype using six different absorption lengths.
Figure 6 shows the relative signal response of all six sensor distances to seven different
CO2 concentrations. The signal of the sample with the shortest absorption length dropped
between 2.9% at a concentration of 9500 ppm to 0.2% at a concentration of 570 ppm. As
expected from the Beer-Lambert law, the measurements with the longest absorption dis-
tances resulted in the highest signal response and those with the shortest absorption path
in the smallest signal response. The signals of the other sensor lengths are laid in between
those two configurations. As already done for the data of Figure 5, all values have been
calculated from signal regions with stable CO2 concentrations and with a moving mean
filter over 12 measurement periods applied. Although longer absorption paths provide
higher sensitivity, they also result in larger setup sizes. For this reason, this study focused
only on variants with an absorption path smaller or equal to 15.5 mm.

Figure 6 also indicates an increasing non-linearity in terms of the relative signal re-
sponse with increasing sensor distance. We assume this is mostly based on the natural
non-linearity of the Beer-Lambert law, if calculated with non-monochromatic light. With
increasing absorption path length and CO2 concentration, an increasing number of absorp-
tion lines in the CO2 spectrum gets fully absorbed within the absorption path, leading
to an amplification of the non-linear effect. A simulation with HITRAN for the given
concentrations and sensor distances confirmed this theory [23,24]. However, the simulation
did not take into account any reflections inside the aluminum tube, which multiply the
effective path lengths. The results are shown in the Appendix A in Figure A3.
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Figure 6. Signal response of six different absorption path distances ranging from 3.0 mm to 15.5 mm at
different CO2 concentrations, relative to the the lowest reachable concentration. Error bars represent
standard deviation.

In order to get a meaningful sensor output, which can be compared to other CO2
sensors, a basic quadratic regression curve was calculated from the measurements for the
d = 15.5 mm sensor (Curve is depicted in the Appendix A, Figure A4). This calibration
curve was then applied to the signal shown in Figure 5. The calibrated sensor response of
this sample is depicted in Figure 7.

Figure 7. Calibrated sensor response absorption distance of d = 15.5 mm showing 10 min steps with
decreasing CO2 concentration together with the output of an NDIR reference sensor (12-times moving
mean applied).

When applying the sensor’s sensitivity to a commonly occurring CO2 concentration of
1000 ppm (−39.8 mV/1000 ppm), the standard deviation of the 15.5 mm sample was found
to be equivalent to 18 ppm.

4. Conclusions

We presented a novel approach for manufacturing wafer-level photoacoustic gas
sensors and provided the first proof-of-concept measurement results. Basic characterization
of the built sensor modules at various absorption distances showed promising sensitivity
and noise levels even at short absorption path lengths.

The photoacoustic transducer can be manufactured using only materials and process
steps, which are already standard in the semiconductor industry and are therefore rea-
sonably priced in production. Moreover, as in this approach, the acoustic detector can be
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manufactured, tested, and handled separately from the photoacoustic cell. As a result,
the exposition to harsh environments or the need for non-standard manufacturing pro-
cesses is limited to a minimum. Earlier studies with pressure or sound transducers directly
encapsulated in the gas-filled cell, either needed to use non-standard low-temperature
encapsulation processes in gas bias atmospheres individually manufactured samples or
harsh process environments [25–29].

The concept could be adapted for a wide range of gasses with absorption bands that
overlap with the high-transmissivity region of silicon, which was used for the IR entrance
window. The only changes needed for such an adaption would be the substitution of the
gas inside the absorbing cavity with another target gas and the exchange of the IR source
or filter to form a matching pair of emitter and detector. Possible target gas candidates
could include Methane or fluorine-based refrigerants [28,30]. Further experiments on the
photoacoustic transducers themselves could benefit from a variation of the inner pressure,
as this would allow a higher relative sensor response [30].

To our knowledge, this is the first successful approach that combines elements of
photoacoustic and NDIR sensing enabling low-cost and well-performing IR detectors for
CO2 sensors.
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Appendix A

Figure A1. Background-compensated infrared transmission spectrum of the photoacoustic transducer.
A characteristic dip at 4.26 μm indicates the presence of a high concentration of CO2 inside the cavity
of the device.
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Figure A2. Raw microphone output signal over 1 s of sampling (left) and two periods (74 ms) of the
signal (right).

Figure A3. Additional absorption, simulated with HITRAN, for applied CO2 concentrations in the
sensor path, normalized to the absorption of each absorption path at the measurements’ lowest
CO2 concentration. Only the direct distance was calculated. Reflections inside the reflector tube
were neglected.
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Figure A4. Absolute signal response and quadratic regression curve of d = 15.5 mm sample to applied
CO2 concentrations. Error bars represent standard deviation.
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Abstract: A fiber-coupled, compact, remotely operated laser absorption instrument is developed
for CO, CO2, and H2O measurements in reactive flows at the elevated temperatures and pressures
expected in gas turbine combustor test rigs with target pressures from 1–25 bar and temperatures of up
to 2000 K. The optical engineering for solutions of the significant challenges from the ambient acoustic
noise (~120 dB) and ambient test rig temperatures (60 ◦C) are discussed in detail. The sensor delivers
wavelength-multiplexed light in a single optical fiber from a set of solid-state lasers ranging from
diodes in the near-infrared (~1300 nm) to quantum cascade lasers in the mid-infrared (~4900 nm).
Wavelength-multiplexing systems using a single optical fiber have not previously spanned such a
wide range of laser wavelengths. Gas temperature is inferred from the ratio of two water vapor
transitions. Here, the design of the sensor, the optical engineering required for simultaneous fiber
delivery of a wide range of laser wavelengths on a single optical line-of-sight, the engineering
required for sensor survival in the harsh ambient environment, and laboratory testing of sensor
performance in the exhaust gas of a flat flame burner are presented.

Keywords: combined NIR/MIR laser absorption; laser multiplexing in a mid-IR single-mode fiber;
simultaneous multispecies (CO, CO2, H2O) in situ measurements

1. Introduction

Laser absorption measurements provide reliable characterization of high-temperature
reactive flows such as practical combustion processes [1]. In addition to measurements of
the concentration of specific target species, numerous schemes for the determination of
temperature, pressure, and gas-phase velocity have been reported, and successful results are
well-documented in a variety of review articles [1–5]. The work cited in these reviews shows
that the development of solid-state semiconductor diode and quantum-cascade lasers has
enabled a wide variety of small portable instruments applicable to numerous practical
combustion applications, including a wide range of research and industrial facilities. Use
of such instruments in existing industrial facilities and large-scale industrial research test
rigs can present significant engineering challenges for the survivability of the sensor in the
quest for low-noise laser absorption measurements [1,4].

The purpose of the gas sensor designed here is to enable in situ measurements of the
post-combustion gases (CO, CO2, H2O) as well as temperature in a full-size high-pressure
gas turbine burner test rig. The test facility offers a quite harsh environment both inside and
outside the combustor. Inside, the combustion chamber is located inside a high-pressure
vessel (up to 25 bar) with inlet hot compressed air (up to 770 K) similar to the intake of an
aircraft gas turbine combustor can. In the combustion chamber, the temperature is even
higher (2000 K) due to the combustion heat release. These conditions challenge sensitive
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species-selective laser absorption measurements, as the high-temperature distributes the
population for any gas species over a very wide range of quantum states and the high-
pressure broadens each absorption transition, resulting in a complex spectrum with few (if
any) isolated lines. Outside the test facility, the walls of the test rig are quite hot (>150 ◦C)
due to the flames near the combustor walls, which challenges the design of optical access
windows and components near the combustor housing. The hot walls of the test rig
produce an ambient temperature near 60 ◦C. Even more challenging is the extreme acoustic
noise (up to 120 dB) surrounding the test rig. This acoustic noise exceeds specification of
common electronic equipment, produces strong vibrations, and requires remote operation
of the equipment. Thus, the thermal and optical engineering solutions for sensitive, species-
selective laser absorption measurements that overcome the challenges of the harsh ambient
and test environments are an important part of the research reported here.

The design of the sensor reported here builds on a vast library of previous literature.
In the past 30 years, there has been an enormous amount of research developing absorption
spectroscopy for practical gas-sensing applications [1–5], and the subsequent research
literature is exploited to develop the sensor reported here. A complete review of the
relevant research is beyond the scope of this introduction, and only a few selected research
citations important for the new sensor design are highlighted here.

1.1. Selected Background Literature for Absorption Sensing of CO, CO2, and H2O

The absorption of water vapor in the 2ν1 and 2ν3 vibrational overtone bands and
ν1 + ν3 combination band overlaps in wavelength with the emission range of mature
diode lasers developed in the near-infrared (NIR) for telecommunication. Water vapor,
a primary product of hydrocarbon combustion, was a natural target of the early diode
laser sensor development for combustion, and there is a rich literature concerning it. More
than 20 years ago, Allen’s review [6] highlighted numerous combustion applications of
water vapor sensing. In the work reported below, two frequently used and well-studied
NIR transitions near 7185.59 cm−1 (1391.7 nm) and 6806.03 cm−1 (1469.3 nm) are exploited.
More recently, Goldenstein et al. demonstrated high-temperature sensitivity using this
line pair under high-pressure and high-temperature conditions realized in shock-heated
H2O/N2 mixtures [7], and that work provides the fundamental spectroscopy needed to
design the sensor reported here. In addition, the ratio of absorption of water vapor using
this pair of laser wavelengths was used to monitor temperature in a rotating detonation
engine, illustrating its suitability for harsh environments [8]. The lower-state energy E” of
this pair of transitions differs by 2246 cm−1, and thus the ratio of absorption is sensitive to
temperature in the 700 to 2400 K range needed for the gas turbine combustion sensing.

CO is an intermediate species, as hydrocarbons are oxidized on the way to becoming
the primary product CO2. Thus, the CO/CO2 ratio is an important indicator for the com-
plete combustion of hydrocarbon fuel. This ratio can increase dramatically if temperature
and combustion time is not sufficient for full oxidation in specific operating scenarios of
practical devices leading to unwanted toxic emissions of CO. Therefore, measurements of
the CO/CO2 ratio are invaluable to the designer of new combustor concepts. The second
overtone vibrational band of CO (near 1600 nm) also overlaps with the telecommunica-
tions wavelength lasers, the first overtone vibrational band (near 2300 nm) overlaps with
extended NIR diode lasers, and research on sensors using transitions from both of these
bands appear in the literature (e.g., Wagner et al. [9] used the R20 line of CO near 2313 nm
to measure spatially resolved CO profiles in atmospheric laminar counter-flow diffusion
flame). Unfortunately, these transitions are relatively weak, and the concentration of the
intermediate combustion product CO is often much lower than the primary product species
CO2. Thus, the much stronger transitions in the fundamental vibrational band near 4.6 μm
are used here for CO detection. Wavelength-tunable solid-state lasers in the mid-infrared
(MIR) with a tuning range that overlaps the CO fundamental band transitions have be-
come available with the development of quantum cascade lasers [10]. CO detection is also
complicated by the strong overlap of the fundamental band transitions of CO with those
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of CO2. In the sensor described below, wavelength ranges with different amounts of CO2
interference are used to infer the CO absorption.

These laser wavelengths have been used previously to detect CO, e.g., by
Spearrin et al. [11], who characterized a QC laser for CO detection in the harsh envi-
ronment of a pulsed detonation combustor at 4.85 μm (the P(20) transition at 2059.91 cm−1)
using wavelength-modulation spectroscopy (WMS) with the normalized second-harmonic
signal detection (WMS-2f) technique, rendering the measured signal independent of the
incoming laser intensity. The encountered gas pressures varying between around 6 and
more than 20 bar. With the same technique, the same research group developed a NIR-
absorption instrument for the detection of carbon dioxide (CO2) with an isolated transition
(R(26)) in the ν1 + ν3 band at 3733.48 cm−1 (2.68 μm), with the laser first characterized
in shock-tube experiments with pressures between 3 and 12 bar and a large temperature
range between 1000 and 2600 K [12]. The instrument was then utilized for CO2 detection in
a pulse detonation engine (PDE) using ZrO2 optical fibers for beam delivery.

Nwaboh et al. [13] used a quantum-cascade laser operated in the intrapulse mode to
probe the P(1) line of CO at 2139.4 cm−1 (4.67 μm) in gravimetrically prepared gas mixtures
to perform an uncertainty analysis for direct absorption spectroscopy-based mole fraction
measurements of CO. A reproducibility of 1% and an uncertainty of 4% were demonstrated.

Vanderover et al. [14] used a single MIR QCL covering four selected rovibrational tran-
sitions of CO (R(9), R(10), R(17), and R(18) at 2179.77, 2183.22, 2179.24, and 2182.36 cm−1,
respectively) in the fundamental vibrational band for temperature and concentration mea-
surements from peak absorbance ratios and peak absorbance, respectively. The fractional
temperature sensitivity and specific detectivity were demonstrated for gas mixtures pre-
pared in a gas cell (298 K) and a shock tube (1000–3600 K).

Previously, a preliminary version of the sensor used a single quantum-cascade laser
(QCL) near 2190.02 cm−1 (4566 nm) to detect CO in a full-scale gas turbine burner test
rig [15,16]. The CO concentrations varied considerably after ignition, and the laser absorp-
tion measurements were in qualitative agreement with the temporal behavior observed by
a sampling probe mounted in the free-space exhaust flow just downstream of the optical
access port.

1.2. Simultaneous Detection of Multiple Species at Atmospheric Pressure

A wavelength-multiplexing scheme that combines multiple lasers onto a single path
through the test gases and then separates the lasers by wavelength was exploited very early
in the development of laser absorption sensing of combustion gases in the harsh environ-
ment of a pulse detonation engine [17]. Diffraction gratings were used to combine multiple
lasers onto a common measurement line-of-sight and to demultiplex the wavelengths for
individual detection. This approach enables a continuous and simultaneous acquisition
of multiple wavelengths. However, this early sensor relied on negligible interference ab-
sorption in the ambient air in the optical paths between sensor and engine and between
engine and detectors. For the sensor designed here, the light from four lasers (wavelengths
spanning from 7185.59 cm−1 (1.3917 μm) in the NIR to 2059.91 cm−1 (4.8546 μm) in the
MIR) is multiplexed onto a common beam path and then coupled into an optical fiber
(single mode in the MIR) in a nitrogen-purged enclosure, which allows the light to be
delivered to the combustion rig without background absorption of the hot, humid ambient
air surrounding the test facility. To our knowledge, wavelength-multiplexing systems
using fiber delivery have not previously spanned such a wide range (NIR–MIR) of laser
wavelengths (although relevant work is described below using a hollow-core fiber bundle
as an alternative solution).

Other lasers are also available in the MIR; for example, using DFB and interband
cascade (IC) lasers (not operated simultaneously), Wei et al. [18] were able to measure
temperature, CO concentration (via two CO transitions at 2008.53 and 2006.78 cm−1,
respectively), and CO2 concentration (via probing a CO2 transition at 2384.19 cm−1) in an
atmospheric-pressure pilot-stabilized C2H4/air jet flame. Profiles of these scalars were
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obtained by translating the sender/receiver units as a whole—and thus the analysis beam—
horizontally and vertically through the fixed burner flame.

Nau et al. [19] also used simultaneously a DFB (2.3 μm) and an IC laser (3.1 μm) in
a fiber-based absorption spectrometer to measure temperature and concentrations of CO,
CH4, C2H2, and H2O in an entrained flow gasifier. A wavelength division multiplexing
approach using a single ZrF4 fiber was used to measure both wavelength regions simulta-
neously. Weng et al. [20] recently demonstrated simultaneous detection of multiple species
(i.e., hydrogen cyanide (HCN), acetylene, and water) by scanning the water vapor spectra
using a single NIR laser (1.5 μm). Highly detailed water spectra modelling based on the
measured absorption spectra of H2O at different temperatures allowed quantification of the
small overtone and combinations bands of HCN and acetylene in the same spectral region.

1.3. Simultaneous Detection of Multiple Species at Pressures Higher Than Atmospheric

Open literature presentations of solid-state-laser-based simultaneous measurement
of multiple species and temperature in the harsh environment of turbulent combustion
at high temperature and pressure are scarce. Spearrin et al. [21] recorded two of the
major hydrocarbon combustion species, CO and CO2 in a scram-jet combustor using both
direct absorption and wavelength modulation spectroscopy with a temporal resolution
200 μs (for DA) or 5 ms (for WMS). Through the selection of suitable temperature-sensitive
transitions in the MIR at 2059.91 cm−1 (4.854 μm) and 2394.6 cm−1 (4.176 μm) for CO and
CO2, respectively, they extended the temperature-sensitive detection range to 800–2400 K
in this high-velocity hydrocarbon combustion flow. The laser beams for both CO and
CO2 detection were coupled into a bifurcated hollow-core optical fiber for transfer to the
engine site, where the collimated and collinear beams traversed the optically accessible test
section before being split and focused on two separate detectors. Mounting the lasers on
vibration-insulated breadboards and the detectors to water-cooled plates and purging all
beam paths with N2 (including the hollow-core fibers) minimized disturbances from the
harsh environment of the flow facility.

In the work of Peng et al. [22], a diode laser absorption instrument was developed
combining four diode lasers at NIR and MIR wavelengths for the measurement of water
vapor temperature (3920.1 and 4029.5 cm−1), CO (P(21) at 2055.4 cm−1), and CO2 (R(92)
at 2394.4 cm−1) in a single-ended beam configuration. The beams were directed through
the combustion flow channel, while the back-scattered light from the opposite wall was
captured by a receiving hollow-core fiber. To enable the beams of all four diode lasers to
pass collinearly through the reactive flow, they were fiber-coupled in free space onto a
4-to-1 multimode hollow-core silver-coated glass fiber bundle.

Cassady et al. [23] developed a very compact and shielded MIR-absorption instrument
for the simultaneous measurement of water vapor temperature (via a low- and high-E”
transition of 3920.06 cm−1 (2.551 m) and 4029.59 cm−1 (2.482 μm), respectively) and H2O,
CO (2059.92 cm−1 (4.854 μm)), and CO2 (2390.52 cm−1 (4.175 μm)) concentrations with a
high sampling rate of 44,000 samples pre second from the reactive flow in the annular gap
of a rotating detonation engine (RDE, operating pressure 2–8 bar) using four co-aligned
MIR laser beams and WMS. They were able to perform time-resolved measurements while
running the engine at lean to stoichiometric equivalence ratios.

1.4. Aim of This Work

The goal of the present work is to develop a laser-absorption sensor for simultaneous
CO, CO2, and H2O measurements in the exhaust of a gas turbine combustor test rig. The
instrument is an extension of a single-wavelength transmitter/receiver sensor used for
preliminary measurement of CO concentrations in the exhaust flow of a single full-scale gas
turbine burner located at the Siemens Energy test center in Ludwigsfelde (Germany) [15,16].
Challenges include the high pressure and temperature inside the combustion zone and
the high temperature and acoustic noise in the ambient humid gases near the test rig. The
high temperature and pressure in the combustor exhaust produce a complex absorption
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spectrum with a paucity of isolated lines, where most transitions are strongly overlapped
by pressure broadening. The overlap of the fundamental absorption bands of CO and
CO2 exacerbates this problem. The acoustic noise (up to 120 dB) exceeds the operating
limits of typical electronic devices, and the sensor must be packaged to protect electronics
and optics. The high ambient temperature (up to 60 ◦C) also exceeds typical electronics
and optical equipment specifications, and the sensor package is thus assembled on water-
cooled breadboards. The packaged sensor must be small enough for easy transport with
installation by two operators with only minor adjustment for optical path alignment at the
test site.

While our previous work [15,16] focused on the challenging measurement environ-
ment associated with gas turbine combustor testing and solved issues such as optical access
and thermal and acoustic isolation of the measurement equipment, the focus in this work is
on enhancing the measurement capabilities of the sensor. In the present work, a combined
NIR/MIR laser-based absorption spectrometer is described for the simultaneous measure-
ment of line-of-sight-averaged gas-phase CO, CO2, and H2O in combustion exhaust, and
temperature is inferred from the ratio of two H2O absorption transitions. The sender unit
has a small footprint due to separately placing electronics and optical parts on two stacked
temperature-controlled boards and mounting inside a N2-purged box to avoid background
water vapor absorption. The instrument uses two MIR lasers near 2059.91 cm−1 (4.8546 μm,
centered around the P(20) CO transition) and 2190.02 cm−1 (4.5562 μm, centered around the
R(12) CO transition), previously explored by Spearrin et al. [11]. Simultaneously, two NIR
diode lasers probe two water vapor transitions (7185.59 and 6806.03 cm−1) with differing
temperature sensitivities previously used by Goldenstein et al. [7,8]. The beam delivery can
be either free-space or via optical fibers compatible with the various wavelengths emitted
by the installed laser sources. The receiver optics and detectors are also mounted in a metal
box purged with an expanding flow of dry nitrogen for keeping the interior cool and free
of water vapor.

1.5. Organization of This Paper

This manuscript is organized as follows: After a short introduction of the spectroscopic
basics of laser absorption spectroscopy, a discussion of some specific details such as line
selection, and the used fitting approach, a detailed outline is given of the experimental setup,
including sending, auxiliary, receiving, free-beam guiding unit, and burner. Finally, the
initial demonstration of the setup is described by presenting measurements on a standard
McKenna burner to validate temperature and species-concentration values (CO, CO2, and
H2O) for literature-known operating conditions.

2. Theoretical Background

2.1. Absorption Measurements in High-Temperature and -Pressure Environments

High temperature spreads the population of the target species into a large ensemble
of quantum states, and this diluted population means less absorption for any specific
optical transition. At the same time, high pressure broadens optical transitions and blends
the individual transitions so that an absorption measurement with a narrowband laser
often includes contributions from multiple transitions. Thus, the high-temperature, high-
pressure measurement conditions require understanding of the temperature- and pressure-
dependent absorption spectrum of the target species and the potential interference from
other components of the gas along the optical path. For the sensor design and data
analysis, we rely on modeling of the absorption spectrum using the HITRAN/HITEMP
database [24,25] augmented with prior laboratory work on the specific laser wavelengths
used for detection (see more details and citations in the Introduction section and below).

2.2. Basics of Laser Absorption

The theory of direct absorption spectroscopy is well-understood and is only briefly
reviewed to clarify the notation and units [26,27]. For a more detailed introduction, we
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refer to textbooks on the subject [28,29]. Measurements are based on the Beer–Lambert law,
which describes the relation between incident laser light intensity I0 and transmitted laser
light intensity It at wavenumber ν̃ as it passes through a gas medium on a path length L as:(

It

I0

)
= e−αν̃ = e−kν̃ L, (1)

where the spectral absorbance αṽ is the product of L and the spectral absorption coefficient
kṽ (cm−1), which is defined according to:

kν̃ = p xi S(T, ṽ0) φν̃ (2)

where p (bar) is the pressure, xi the mole fraction of the absorbing species i, S(T, ṽ0) (cm−2

bar−1) the line strength dependent on temperature T and line-center wavenumber υ̃0

(cm−1), and φυ̃ (cm) the line-shape function, which is normalized with
∫ +∞
−∞ φυ̃dν̃ ≡ 1.

For a single transition, the absorbance can be integrated as:

Ai =
∫ +∞

−∞
αν̃ dν̃ = p xi Si(T) L. (3)

The line strength is given by:

Si(T) = Si(T0)
Q(T0)
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(
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T

)
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(
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i
k

(
1
T
− 1

T0

))
1 − exp
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)
1 − exp

(−hcν̃0,i
kT0

) , (4)

where T is an arbitrary temperature, T0 is a reference temperature, h is the Planck constant
(J s), c is the speed of light (cm/s), k is the Boltzmann constant (J/K), E′′

i is the lower-state
energy (cm−1), and Q(T) is the partition function, which is also temperature-dependent
and can be approximated with the following polynomial:

Q(T) = a + bT + cT2 + dT3. (5)

Coefficients (a, b, c, d) for CO, CO2, and H2O from Ref. [30] are used.
The less congested absorption spectrum of water vapor (as compared to CO2) is used

to infer temperature from the ratio of two absorption transitions with different ground state
internal energy. Along a common optical path, the water mole fraction and pressure are the
same for both transitions; thus, the ratio of the two integrated absorbance values can be
simplified to the ratio of the respective line strengths:

R =
A1

A2
=

S1(T)
S2(T)

=
S1(T0)
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) . (6)

If the two selected transitions have similar wavelengths, the ratio of two integrated
absorbances can be approximated while maintaining high accuracy as follows:

R =
S1(T0)

S2(T0)
exp

(
− hc

k
(
E′′

1 − E′′
2
)( 1

T
− 1

T0

))
. (7)

To infer the highest temperature measurement accuracy, the value should be as large
as possible over the expected temperature range.∣∣∣∣∣ dR

R
dT
T

∣∣∣∣∣ =
(

hc
k

)∣∣E′′
1 − E′′

2
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T

(8)
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From Equation (7), the temperature can be obtained by:

T =
hc
k
(
E′′

2 − E′′
1
)

hc
kT0

(
E′′

2 − E′′
1
)
+ ln S2(T0)

S1(T0)
+ ln R

. (9)

In Equation (2), the line-shape function φν̃ (cm) is a convolution of Doppler and
collisional broadening [31]:

φ(ν̃) = φD(ν̃0)
a
π

∫ +∞

−∞

e−y2

a2 + (w − y)2 dy = φD(ν̃0)V(a, w), (10)

where V(a, w) is the Voigt function that can be numerically approximated [32]. The Voigt
parameter as a measure for the relative significance of Doppler and collisional broadening
is defined as w indicates the non-dimensional line position φD(ν̃0) is the Doppler line center
magnitude at ν̃0 and y is an integration variable:

a =

√
ln 2Δν̃c

Δν̃D
. (11)

w =
2
√

ln 2(ν̃ − ν̃0)

Δν̃D
, (12)

φD(ν̃0) =
2

Δν̃D

√
ln 2
π

, (13)

y =
2u

√
ln 2

Δν̃D
(14)

The collision-broadened line width Δν̃c depends on the pressure and the product of the
sum of the mole fraction for each collision partner species B and its collisional broadening
coefficient 2γB:

Δν̃c = P ∑
B

xB2γB, (15)

which varies with temperature

2γB(T) = 2γB(T0)

(
T0

T

)N
, (16)

where T0 is the reference temperature and N is the temperature coefficient. The temperature-
dependent Doppler broadening is defined by:

Δν̃D = ν̃0

(
7.1623 × 10−7

)( T
M

)0.5
, (17)

where M is the molecular mass in g/mol.
When temperature has been determined by the two-color ratio method and pressure

and optical path length are known, the species mole fractions can be determined from the
absorption of a single transition of known spectroscopic parameters. In cases, where no
isolated transition can be measured, the concentration of the target species is inferred from
model calculations matching the measured absorption spectrum.

3. Wavelength Selection and Data Analysis

An important part of wavelength-multiplexed sensor design is the selection of laser
wavelengths to target sections of the absorption spectrum of the target gas. In the ideal
case, each laser is chosen to scan in wavelength across an individual transition of the
target species that is free of interference from other chemical components of the gas along
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the laser line-of-sight. As noted before, in high-pressure, high-temperature hydrocarbon
combustion gases, such isolated absorption transitions are not found for CO, CO2, and
H2O detection. For water vapor, the pressure-broadened target transitions are blended
with other water vapor transitions. For CO and CO2, the situation is more complicated,
as the fundamental absorption bands of these two species strongly overlap, and the CO
concentration is typically much lower than CO2 in combustion product gases. For all three
species, determination of the zero-absorption transmitted laser intensity is not straightfor-
ward. Center wavenumbers and wavelengths, line strengths, and lower-state energies of
the four target transitions utilized are listed in Table 1. The two NIR water vapor transitions
have been previously used by several authors, e.g., [1,7,8,33], and the two MIR transitions
have been used for CO and CO2 by the Hanson group [27].

Table 1. Spectroscopic parameters of chosen main transitions.

Line Species
~
ν0/cm−1 λ/nm S (296 K)/(cm−2/bar) E”/cm−1 Transition

1 H2O 7185.59 1391.67 1.93 × 10−2 1045.59 Q(6)

2 H2O 6806.03 1469.29 6.32 × 10−7 3291.2 P(17)

3 CO 2059.91 4854.58 8.65 × 10−1 806.38 P(20)

4 CO 2190.02 4556.17 7.04 299.77 R(12)

Using the HITEMP database [25], Figure 1 shows spectra simulations in the region of
the selected wavelengths at 1 bar with a temperature of 2000 K and an optical pathlength of
60 mm. The assumed mole fractions of CO, CO2, and H2O are 0.1, 8, and 18%, respectively,
typical for the burned gas effluent from hydrocarbon combustion. Figure 1a,c show the
region around the two target water lines used for thermometry. The water vapor lines near
1391.67 nm (7185.59 cm−1) and 1469.29 nm (6806.03 cm−1) are free of significant interfering
absorption from other components of the gas flow such as CO and CO2. However, several
water transitions overlap within the depicted scan range. Most importantly, note the
absorbance never goes to zero even at pressures as low as 1 bar, making the determination
of the zero-absorption baseline an important task. The absorbance shown in the scan range
of Figure 1b is primarily CO absorption with only modest contributions from CO2, while
the scan range in Figure 1d is the reverse. Thus, simultaneous fitting of the two MIR scan
ranges can return the CO and CO2 concentrations, especially since the gas temperature is
known from the ratio of the two water vapor measurements.

The zero-absorption baseline is determined for the sensor by first measuring the
laser transmission over the scanned-wavelength region, with nitrogen purging of the
measurement line-of-sight before and after the measurement. However, detection efficiency
and laser intensity transmitted for the benign no-combustion measurement can vary from
the combustion gas measurement by differences in optical alignment and potential beam
steering in the hot combustion gases (especially in the target gas turbine combustor test rig).
Therefore, we assume a linear loss term η (baseline scaling factor) for each laser intensity,
which is determined by iterative spectral fitting over the scan range using the algorithm
described in Figure 2.
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Figure 1. Simulated absorbance spectra for each of the four wavelength ranges used at 1.01 bar,
2000 K, 0.1% CO, 8% CO2, 18% H2O mole fraction with an optical path length of 60 mm for the
spectral regions near 7185.59, 6806.03, 2059.91, and 2190.02 cm−1, respectively. The NIR spectra
(a,c) consist of several water absorption lines, and each spectrum is dominated by a single strong
transition. The MIR spectrum (b) is dominated by an isolated CO transition that builds on a CO2 and
water background. MIR spectrum (d) consists mainly of several CO2 absorption lines, with some
overlap of isolated CO and water transitions. The large number of CO2 absorption lines in this region
and their superposition results in a significant baseline for the CO measurement.

The purpose of the algorithm in Figure 2 is the calculation of the transmitted laser in-
tensity. The algorithm determines the integrated absorbance A for each line, the line-shape
function φ(ν̃), and the baseline scaling factor η. Initial guesses are needed. For the inte-
grated absorbance A (Equation 3) for each individual transition, line-center wavenumber
ν̃0, and the collisional broadening coefficient Δν̃c values from the HITEMP database [25]
are used. The relationship between laser scanning time and frequency is characterized by
using an etalon placed in a third beam path (cf. Figure 4), so that the line-shape function,
absorbance, and the measured incident and transmitted laser intensity can be converted
from the time domain to the frequency domain. The simulated transmitted intensity versus
frequency SIt(ν̃) is obtained with the Beer-Lambert law and baseline measured without
combustion MI0(ν̃); to account for non-absorption losses with combustion, this baseline
intensity is scaled by a fit parameter, η. After comparison of the simulated and the mea-
sured transmitted intensities versus frequency SIt(ν̃) and MIt(ν̃), the gas properties are
determined from best-fit parameters.
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Figure 2. Algorithm for iterative spectra fitting by comparing simulation and measurement of the
transmitted intensity versus time (i.e., wavelength) of a wavelength-scanned laser.

4. Experiment

4.1. Layout of the NIR/MIR Four-Color Laser Absorption Instrument

Figure 3 shows the schematic of the instrument consisting of the sending, auxiliary,
receiving, and free-beam guiding units. The sending, receiving, and free-beam guiding
units are enclosed in acrylic glass or metal boxes and purged with dry nitrogen to protect
all optics from dust deposition and avoid spurious absorption from water vapor and CO2
outside the probe region. Indium trifluoride (InF3) single-mode MIR-transmitting optical
fibers (Thorlabs, P3-32F-FC-1) are used to deliver the laser light from the sending unit to the
free-beam guiding unit composed of optical windows and purged lens tube components
with a varying diameter (Thorlabs lens tubes, 1” and 1/2” diameters). The attenuation of
the InF3 fiber in the MIR range is <0.35 dB/m and <0.52 dB/m in the NIR range. However,
it should be noted that fiber for NIR radiation does not behave as a single-mode fiber,
which causes limitations in the ability to focus the beam and the quality of the beam profile,
but these effects do not cause any crucial limitation for the application here.

The laser beams leaving the sending unit (see below) are collimated by an off-axis
paraboloid (Thorlabs, RC02APC-P01, Bergkirchen, Germany) mounted on an xy translation
stage fixed at the free-beam-guiding lens tube. Inside the lens tube, the light beams are
steered with a gold-coated mirror and split into two parts by an optically polished CaF2
wedge (3 degrees, Korth Kristalle GmbH, Altenholz, Germany). The reflected part is
transmitted through a wedged window (1◦) towards the auxiliary unit. The transmitted
laser beams are guided via 1/2”-diameter lens tubes through the flame and then towards
the receiver unit. Each lens tube is closed with wedged (0.5◦) CaF2 windows (Thorlabs,
WW50530) and apertures (Thorlabs, SM05D5D) and flushed with dry nitrogen to avoid
absorption by room air water vapor. The flat flame is operated using a McKenna burner
(Holthuis & Associates, Sebastopol, CA, USA) mounted on a lab jack (Thorlabs, L490/M)
for height adjustment.
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Figure 3. Optical layout of MIR/NIR laser absorption instrument.

All detector outputs in the sending and receiving units are acquired by two DAQ
cards (PXIe-6124, National Instruments, Austin, TX, USA) in the PXI system, which also
worked as a function generator for the current modulation of the lasers. The system also
controls and remotely operates stepper motors for mechanical translation stages.

4.2. Sending Unit

Figure 4 shows a more detailed sketch of the optical layout inside the sending unit.
The cw-QCL (Alpes Laser, 40 mW) with emission wavelength around 4.85 μm is housed
together with a collimator in a sealed laser mount. The laser is fixed on a home-made water-
cooled heat sink. A second cw-QCL (Hamamatsu L12004-2190H-C, 20 mW, Herrsching,
Germany) with an emission wavelength centered around 4.56 μm is packaged in a sealed
laser mount on a water-cooled heat sink (Hamamatsu A11709-02). An aspheric ZnSe lens
(Hamamatsu, A11331-02) inside a precision zoom unit (Thorlabs, SM1ZM) can also be
translated perpendicular to the laser beam path (z direction) with an xy translation mount
(Thorlabs, ST1XY-D). The QCLs are thermoelectrically cooled with Peltier elements. To
attain stable performance, the heat sinks are connected in series and water cooled with a
chiller (Thermo Fisher Scientific, 200 W, Waltham, MA, USA). Two free-space adjustable
narrowband optical isolators (Thorlabs, I4500W4 and I4730W5) are used to shield the
lasers from back reflections, thus reducing intensity noise and mode hopping. The free
beams from both lasers are collinearly combined on a narrowband filter (C1, Spectrogon,
NB5040-155 nm, Täby, Sweden) that is used as a long-pass beam combiner transmitting the
4.85 μm beam and reflecting the 4.56 μm beam. In comparison with a 50:50 beam splitter,
this filter achieves better overall optical efficiency of 75% for each beam. However, the
filter may cause ghosting and beam distortion due to etaloning and limited surface optical
quality, respectively.
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Figure 4. Optical layout of the sending unit.

For the water transitions, two polarization-maintaining (PM) fiber-coupled DFB
(distributed-feedback) lasers with emission wavelengths of 1.392 and 1.469 μm (NEL,
20 mW) are clamped into butterfly laser mounts (Arroyo, 203) and thermoelectrically
cooled with Peltier elements. For a compact arrangement, they are stacked onto a platform
mounted above other optical elements. To prevent damage of long sections of optical fibers,
they are coiled into storage reels (Thorlabs, FSR1) separately fixed on the cover. With two
1 × 2 PM fiberoptic couplers (Thorlabs, PN1310R2A1 and PN1480R2A1), the two beams at
1.39 and 1.47 μm are separately split into two PM fractions of 90% and 10% each. To monitor
the mode quality and to obtain frequency markers to convert scan time to relative wave-
length, the 10% beams are combined using a single-mode (SM) fiber wavelength-division
multiplexer (Thorlabs, WD202C-APC, WP9850A) and together propagate through a SM
fiber-coupled interferometer (Micron Optics, FFP-I, 0.8 GHz). Its output is collimated and
free-space recorded by an amplified InGaAs photodetector (Thorlabs, 0.8 mm2 active area,
max. 11 MHz bandwidth). In front of the detector, two narrow bandpass filters (Thorlabs,
FB1400-12 as N1, FB1480-12 as N2 in Figure 4) are placed in a dual-position filter holder
slider with resonant piezoelectric motors (Thorlabs, ELL6K) such that either 1.39 or 1.47 μm
can be selected for etalon analysis to determine the wavelength tuning characteristics. The
motor of the filter slider is remotely controlled during the measurement.

The 90% beams are combined using another PM wavelength-division multiplexer (Thor-
labs, WP9850A). The coupled beams with the two NIR wavelengths are collimated with
an aspherical lens (Thorlabs, C280TMD-C) in a fiber-launch system (Thorlabs, KT110/M).
They are subsequently combined with the two collinear propagating MIR beams by a
second bandpass filter (Spectrogon, BP-4700-600 nm) operated as combiner C2, with most
of the MIR beams being transmitted and the NIR beams reflected off the front surface. For
wavelength and tuning characterization, a fraction of the incoming free-space MIR beams
is reflected towards a solid germanium etalon and a reference absorption cell, respectively.
The detectors record each laser beam through respective narrow bandpass filters (Laser
Components, SNB-4860-001793 as M1 and Spectrogon, NB4560-135 nm as M2 in Figure 4)

214



Sensors 2022, 22, 1286

installed in another dual-position filter slider equipped with a resonant piezoelectric motor
(Thorlabs, ELL6K). The filtered beams are split into two parts: One passes through the
low-pressure reference cell to determine the spectral position of the narrow CO absorption
line during a wavelength scan whose peak is identified with the absolute wavelength listed
in the HITEMP database. The other part is guided to the 7.62-cm-long solid Ge etalon (free
spectral range (FSR) 0.016 cm−1). The known fringe spacing enables conversion of tuning
time into relative laser wavelength. Information from both channels can be combined to
convert scan time into absolute wavelength.

All collinearly combined NIR and MIR beams are then steered to a parabolic mir-
ror (Thorlabs) and are focused into a SM MIR InF3 patch fiber (Thorlabs, P3-32F-FC-1).
Due to its small numerical aperture of 0.26, a six-fold reflective beam telescope (Thorlabs,
BE06R/M) reduced the beam diameter to approximately 100 μm. This telescope signifi-
cantly reduced the coupling losses in the fiber. By precisely adjusting the positions of the
collimators in front of the PM fiber outputs of the NIR lasers (and the QCL at 4.56 μm), the
difference in beam divergence of the four collimated beams can be slightly minimized to
achieve better focus quality and reduce coupling losses.

All four lasers are driven by individual controllers (Arroyo, 6300 series) including
temperature stabilization and injection current control. The optical setup is installed on a
water-cooled aluminum optical board (450 × 600 mm2, Thorlabs), which rested on four
aluminum profiles with passive vibration isolators (Figure 5). Below this plate, two fans
provided air circulation within the unit. The remaining space accommodated controllers
and power supplies for lasers and detectors.

Figure 5. Side view of the sending unit mounted on an optical breadboard with the laser
controllers below.

4.3. Receiving Unit

The receiving unit is illustrated in Figure 6. An aperture (Thorlabs, SM05D5D) and
a CaF2 wedged window (Thorlabs, WW50530) are fixed inside of a 12.7 mm diameter
adjustable lens tube to allow the laser beam to couple directly into the N2-purged envi-
ronment after passing the burner. Thus, the absorption path is confined within the flame
gases and minimizes interference of ambient water vapor in the beam path outside of the
flame. Optics and detectors of the receiving unit are contained inside an aluminum box
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(10-mm wall thickness) with a 25.4 mm diameter optical access port originally designed for
shielding the probe from excessive acoustic noise and thermal load when placed close to the
gas turbine test site. Lens tubes and the whole receiver box are purged with dry nitrogen
supplied through a Vortex tube (Vortec, 208-25H, Cincinnati, OH, USA) that simultaneously
keeps the internal atmosphere cooled to approx. 293 K even at elevated environmental
temperature.

Figure 6. Schematics of the receiving unit.

The four incoming collinearly propagating transmitted laser beams are split by a 45:55
pellicle beam splitter (Thorlabs, BP145B4), originally designed for the 3–5 μm wavelength
range, which also has a transmittance for the NIR-lasers of 85% and 63% near 1392 and
1469 nm, respectively. In the MIR detection beam path, a second 3–5 μm 45:55 pellicle beam
splitter delivers a reflected and transmitted beam towards two TE-cooled IR photovoltaic
detectors (Vigo Systems, 2 mm diameter active area, 1 MHz bandwidth), where they are
focused with parabolic mirrors (Thorlabs, MPD019-M01). Two narrow bandpass filters
(Spectrogon, NB4560-135 nm as M1 and Laser Components, SNB-4860-001793 as M2 in
Figure 6) transmit the respective beams and block unwanted background emission from
hitting the detectors. The fraction of the NIR beams transmitted through the first pellicle
beam splitter to the NIR detection side is again divided into two separate beams with a third
45:55 pellicle beam splitter for 1–2 μm (Thorlabs, BP145B3) and directed to two InGaAs
free-space amplified photodetectors (Thorlabs, PDA20CS2, 3.14 mm2 active area, max.
11 MHz bandwidth). Narrow-bandpass spectral filters (Thorlabs, FB1480-12 as N1 and
FB1400-12 as N2 in Figure 6) are mounted in front of the respective detectors. All the optics
are fixed on a threaded aluminum breadboard (300 × 300 mm2) inside the closed box.

4.4. Auxiliary Measurements

A split-off fraction of the incoming beams enters the auxiliary unit (details Figure 7)
through a separate side window in the lens tube of the sending unit, where they are again
split by a 45:55 pellicle beam splitter (coated for 3–5 μm; Thorlabs, BP145B4). Depending
on the wavelength, they are then focused with parabolic mirrors (Thorlabs, MPD00M9-
M01, f = 15 mm) on an InGaAs free-space amplified photodetector (Thorlabs, PDA20CS2,
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0.8 mm2 active area, max. 11 MHz bandwidth) or a TE-cooled IR photovoltaic detector
(Vigo Systems, 1 mm active diameter, 1 MHz bandwidth), respectively. A flip mirror in
front of the beam splitter can in addition switch the optical path towards a MIR wavemeter
(Bristol 621B) for monitoring the absolute wavelength.

Figure 7. Schematics of the auxiliary unit.

4.5. Burner Facility

Flat methane/air premixed flames are stabilized on a water-cooled McKenna burner
at atmospheric pressure. It is equipped with a central sintered bronze matrix of 60 mm
diameter for delivering the fuel/air mixture and an outer 6 mm-wide ring-shaped matrix for
providing a coannular flow of dry nitrogen. All gases are metered by calibrated mass flow
controllers (Bronkhorst, Kamen, Germany), while the cooling water flow for the burner
matrix is circulated at 16 ◦C by a thermostat (Huber, Minichiller 600 OLÉ, Offenburg,
Germany). For vertical translation with respect to the spatially fixed optical path for the
absorption measurements, the burner is mounted on a lab jack. The height above burner
is measured with a caliper, whose two arms are fixed to the lab jack and the breadboard,
respectively, with a zero value when the traversing analysis beam is just halfway clipped
by the burner surface. Premixing of fuel and oxidizer well upstream of the burner inlet
improved the flatness of the flame, as is visible from flame chemiluminescence.

5. Results

To validate the performance of the wavelength-multiplexed NIR/MIR absorption
sensor, measurements are conducted in the burned gases above the flat flame at conditions
identical to measurements presented by Weigand et al. [34], where gas-phase temperatures
were obtained by coherent anti-Stokes Raman scattering (CARS) of molecular nitrogen,
and CO, CO2, and H2O concentrations are calculated assuming local thermodynamic
equilibrium; three stoichiometric and slightly fuel-rich flames labeled No. 17, 18, 19, and 20
ae studied and provide validation data for measurements with the sensor developed here.
Table 2 lists flow rates (in standard liters per minute, slm) of CH4, air, and co-flow N2 and
the corresponding equivalence ratio φ for the premixed CH4/air flames. Also listed are
the adiabatic flame temperatures (Tad) and the measured N2 CARS temperatures, with the
latter varying in the range 1883–2100 K. The three flames have equilibrium concentrations
of CO ranging from 0.31 to 4.3%, CO2 varying between 6.5 and 9.1%, and water vapor at
approximately 19% (Table 2).
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Table 2. Operating conditions of the four premixed CH4/air flames from Weigand et al. [34] examined
in this work. Adiabatic flame temperatures and species mole fractions from equilibrium calculations
(EQ) as well as measured CARS temperatures as listed from [34]. CARS temperatures were measured
at 15 mm HAB. Measured laser absorption temperature and species mole fractions from this work
are listed below the reference values.

Flame
No.

CH4/slm Air/slm
Co-flow
N2/slm

φ Tad/K
T/K CARS
Laser Abs

x(H2O) EQ
Laser Abs

x(CO2) EQ
Laser Abs

x(CO) EQ
Laser Abs

17 2.55 24.14 10.55 1.0 2226 2009
2226

0.1877
0.1906

0.0917
0.0868

0.0031
0.0031

18 2.55 22.00 9.7 1.1 2211 1934
2211

0.1897
0.1842

0.0780
0.0709

0.0237
0.0169

19 2.55 20.20 8.99 1.2 2137 1883
2137

0.1863
0.1912

0.0653
0.0590

0.0426
0.0343

22 3.42 32.4 14.15 1.0 2226 2100
2226

0.1860
0.1750

0.0891
0.0925

0.0055
0.0059

The measurement line-of-sight is parallel to the burner surface and crosses the center
of the burner at a height of 15 mm (matching the height above the burner for the CARS
measurements). At this height, temperature gradients in the exhaust above the flame front
are negligible [35]. The four lasers are tuned at 10 Hz with individual inverse sawtooth
current ramps to cover each of the respective absorption line shapes from which integrated
line areas are calculated. The signal voltages from each detector are acquired at 10 MHz
and averaged for 30 s.

Temperatures are measured with two-line thermometry using water vapor transitions
with center wavenumber positions 7185.59 and 6806.03 cm−1 from Table 1. Figure 8 shows
the transmitted signal (upper row) and the corresponding absorbance (lower row) over the
relative wavenumber for these two lines for flame no. 17 in Table 2. As can be seen from
Figure 8a,c, the “corrected” baseline that is scaled by measured reference baseline without
absorption matches very well in the far wings of the lines due to the large tuning range of
the NIR lasers (>1 cm−1) and the fact that the transitions are isolated from interference of
neighboring lines from other species. The absorption line at 7185.59 cm−1 has significant
absorption at room temperature from ambient water vapor. Although the sender unit is also
covered by an acrylic glass box on the optical table, the observation of a small absorbance
indicates imperfect purging of the sensor unit. In contrast, the high energy of the lower
state of the transition near 6806.03 cm−1 reduces the sensitivity to interference from ambient
water vapor, and its baseline scan is free of the corresponding interference absorbance
(Figure 8c). As can be seen from Figure 8b,d, the fitted absorbance line shape agrees with
the measured one fairly well, with a maximum residual of 0.5% of the peak absorbance.

For CO detection in the MIR, interference by CO2 and water vapor present a challenge.
Since the water absorption lines are not significantly disturbed by other interfering species
and temperature is measured using two-line thermometry, any water vapor interference
can be calculated from the corresponding absorbance of one of the water transitions.
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Figure 8. Water vapor transmitted signal (black lines in (a,c)) and calculated absorbance (black
lines in (b,d)) over relative wavenumber at the H2O center wavelengths 7185.59 and 6806.03 cm−1,
respectively, for the premixed flame no. 17 (Table 2). The separately measured baseline (blue lines in
(a,c)) and fitted Voigt functions (dashed red lines) are also shown. The residuals shown in the lower
section of each figure are between original data and fitted line shapes.

For the MIR scan of the CO lines, the interference of CO2 must be considered. Using
the temperature determined from the water vapor, the CO and CO2 concentrations are
simultaneously fit to the two MIR scanned-wavelength absorbances. The CO line near
2059.91 cm−1 experiences only slight interference from CO2, while the spectral region
around the CO line near 2190.02 cm−1 at elevated temperatures is dominated by CO2
absorbance. Figure 9b and d show that the Voigt fits match the measurements well, with
maximum residuals below 2% of the absorbance. Although there is a significant residual
in the baseline in Figure 9d, the best-fit spectral profile matches well with the measured
data suggesting a fairly complete CO2 spectroscopic model extracted from the HITEMP
data base in this spectral range. However, the residual between measurement and modeled
spectrum still is not “flat”, signifying discrepancies in CO2 spectral line positions and
relative intensities in the data base.
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Figure 9. Transmitted signal and calculated absorbance originating from CO, CO2, and H2O over the
relative wavenumber at the CO center wavelengths 2059.91 cm−1 (a,b) and 2190.02 cm−1 (c,d) for the
premixed flame no. 17.

Table 2 and Figure 10 compare the measurements of the laser absorption sensor with
the CARS temperatures and equilibrium concentrations for CO, CO2, and H2O [34]. Laser
absorption recovers line-of-sight averaged temperature and concentration values, while the
CARS technique provides spatially resolved measurements (within a roughly cylindrical
probe volume of a few millimeter in length and a diameter of approx. 500 μm). Laser
absorption temperature measurements are higher than the reported CARS measurements
for lower flow rates and lower than CARS temperature for the high-flow-rate flame (No. 22).
These statements lose their significance when the measurement uncertainties (plotted in
Figure 10) are considered; note the error bars of CARS and the absorption measurements
(for details, see figure caption) strongly overlap. Nerveless, it can be concluded that
the temperature can be successfully measured using the sensor within the measurement
uncertainties.
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Figure 10. Measured temperatures (a) and concentration of CO2 (b), H2O (c) and CO (d) in compar-
ison to the temperatures measured by CARS and the simulated equilibrium concentrations from
Ref. [34]. The measurement uncertainties for the CARS measurements were assumed to be 2.5%
according to Ref. [34]. The measurement uncertainty for temperature measurements using two-line
absorption thermometry with 1.4-μm lasers is discussed in the relevant literature as being between
2.8% [7] and 6.7% [36]. In Ref. [29], the temperature deviation of identical burners is estimated at 2.5%
as an additional source of error. Therefore, and as no detailed accuracy analysis was performed as
part of this study, we estimated the error for our temperature measurements to be ~5%. Mole fraction
measurements using laser absorption methods under best conditions (only CO2 in N2 at room tem-
perature) have been reported in the literature with accuracies up to 4% [37]. In Ref. [36], an accuracy
of 10% was achieved for the determination of water vapor mole fraction in the exhaust gas of a flat
Mckenna-type burner. In Ref. [7], an accuracy of 4.7% for the determination of shock-tube-heated
water vapor was reported. Since the conditions and the used setup in Ref. [36] best match ours, we
estimated the error for our mole fraction measurements to be ~10%.

Laser absorption measurements of the concentrations of CO, CO2, and H2O shown in
Figure 10b–d agree well with calculated equilibrium values from Gaseq [35]. For only the
two rich operating points (flame #18 and #19), strong deviations between the equilibrium
calculations and the CO concentration results are observed, which are larger than can be
explained by the measurement uncertainty. In this case, there are apparently unconsidered
systematic errors. Since the dynamic range of the CO signal is very large, small nonlineari-
ties in the detector could cause these systematic errors at higher concentrations. Another
explanation could be inaccuracies in the spectroscopic line parameters for the selected CO
transitions or deficiencies in the determination of the CO concentration via the equilibrium
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calculation using GasEq. Since these deviations occur at concentrations of CO that are
irrelevant for the operation of gas turbines (only a few ppm CO may be generated) and
the chosen laser was designed for this low-CO range, this deviation does not represent a
limitation for the applicability of the sensor.

6. Summary

The design and demonstration of a compact, modular fiber-coupled laser absorption
instrument for simultaneous remote measurement of temperature, concentrations of water
vapor, carbon dioxide, and carbon monoxide is reported. The instrument is designed for
remote operation in test facilities with extremely harsh ambient conditions. The assembly
of the sender and receiver units on water-cooled breadboards allows them to be enclosed
with a purged atmosphere to protect against the high-temperature humid gases and the
extreme acoustic noise of the gas turbine combustion test facility. The gas-phase tem-
perature is determined by two-line thermometry using two well-known NIR transitions
near 7185.59 cm−1 (1.3917 μm) and 6806.03 cm−1 (1469.3 nm) without spectral interference
from other primary product species; the H2O concentration is then inferred from the total
absorbance of either transition. The concentrations of CO and CO2 are detected using two
MIR laser wavelengths near 2059.91 cm−1 (4.8546 μm) and 2190.02 cm−1 (4.5562 μm). These
two spectral regions have quite different amounts of CO2 interference, enabling simulta-
neous modeling of the absorbance measured by both MIR lasers using the temperature
determined by water vapor absorbance to infer the CO and CO2 concentrations.

The two NIR and two MIR lasers are multiplexed into an optical fiber (single-mode in
the MIR) for delivery from the sending unit to the measurement line-of-sight. The four laser
beams are combined into an indium trifluoride (InF3) single-mode optical fiber, delivering
all lasers colinearly overlapped along the absorption path length. We believe the efficient,
low-noise laser-multiplexing into the InF3 fiber is unique to this sensor.

An algorithm is developed for finding the baseline for wavelength-scanned direct
absorption spectroscopy; even when within the scan range of each laser, no true zero-
absorption baseline can be recovered.

The sensor operation is validated by measurements in the burned gases in the exhaust
of a premixed flat flame previously studied by CARS [34]. The best-fit laser absorption
measurements of gas temperature and CO, CO2, and H2O concentration agree well with the
CARS measurements and equilibrium calculated concentrations. The validation experiment
illustrates that the combined NIR/MIR laser absorption sensor is suitable and ready for
field applications.
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