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Assessing sustainability in supply chain and infrastructure management is important
for any organization in the competitive business environment or public domain. Organiza-
tions are currently trying to develop sustainable strategies through preparedness, response,
and recovery because of increased competitive, regulatory, and community pressure [1].
Sustainability, in the context of supply chain, implies that companies identify, assess, and
manage impacts and risks in all the echelons of the supply chain, considering upstream and
downstream activities [2]. Considering the wider adoption and development of sustain-
ability principles across the globe, there is a real need to develop a meaningful and more
focused understanding of sustainability in supply chain management and infrastructure
management practices. This Special Issue aimed to gather contributions on sustainable
assessment in supply chain and infrastructure management. This Special Issue publishes
13 papers which provide a broad overview of the current knowledge on sustainable supply
chain and infrastructure management.

To evaluate and understand the effectiveness of sustainable and green supply chain
management, indicators must be carefully defined and monitored, including environmental,
social, and economic aspects [3]. Sustainable supply chain management is addressed in
five papers from different perspectives. Paul et al. (contribution one) analyzed existing
research, identified research gaps, and proposed new future research opportunities in
the area of sustainable supply chain management by applying multi-criteria decision-
making (MCDM) methods. Rabbi et al. (contribution two) identified eleven green supply
chain performance indicators and developed a Bayesian belief network (BBN) model to
predict the overall environmental performance. However, it is always challenging for
small- and medium-sized enterprises (SMEs) to adopt and practice social sustainability
due to the lack of resources. To make SMEs socially sustainable, Chowdhury and Shumon
(contribution three) described various situations and provided strategies outlining the
implications for SMEs and their stakeholders. As global warming has become a critical
issue, it is essential for companies to increase their efforts to control carbon emissions
in green supply chain management (GSCM) activities. Noh et al. (contribution four)
addressed the multi-item replenishment problem with carbon cap-and-trade for GSCM
under limited resources, including limited storage capacity, budget, and carbon cap-and-
trade regulation. For sustainable growth and to provide the best value from a logistics firm,
Han et al. (contribution five) provided an analytical tool that measures the required and
actual levels of information technology flexibility.

On the other hand, sustainable infrastructure management can be defined as the ability
of infrastructure to meet the requirements of the present without sacrificing the ability of
future generations to address their needs [4]. The complexity of the issues regarding sus-
tainable infrastructure management drove managers and professionals in the field of asset
management to seek different solutions and address different topics linked to sustainable
infrastructure asset management [5]. Five papers address problems related to the sustain-
able infrastructure asset management. Ðukić and Zidar (contribution six) focused on the

Sustainability 2022, 14, 6787. https://doi.org/10.3390/su14116787 https://www.mdpi.com/journal/sustainability1



Sustainability 2022, 14, 6787

sustainability of energy efficiency projects for public buildings considering both energy and
non-energy efficiency investment costs. They assessed the sustainability of several projects
in Serbia and Croatia and performed a cost-benefit analysis using the European Commis-
sion methodology. Public buildings such as higher education institutions are responsible
for a substantial portion of energy consumption and anthropogenic greenhouse gas (GHG)
emissions. Alghamdi et al. (contribution seven) proposed a fuzzy clustering approach to
classify academic buildings in higher educational institutions. The authors benchmarked
their environmental performance in terms of water, energy, and carbon flows. To ensure
community safety and sustainability, it is needed to develop resilient housing infrastructure.
For this, Sen et al. (contribution eight) developed a Bayesian belief network (BBN)-based
model to assess the reliability, recovery, and resilience of housing infrastructure against
flood hazards. They tested the model in a real community in Northeast India.

Proactive management is required for the effective maintenance and inspection of
infrastructures. The performance of one infrastructure can affect other types of infrastruc-
tures. For example, urban highways frequently face disruptions due to the construction and
maintenance of buried infrastructure such as potable water, wastewater, and stormwater.
Alinizzi et al. (contribution nine) performed a sustainability assessment of construction
technologies for large pipelines on urban highways. The developed framework evalu-
ates various traffic detoured scenarios and trenchless technology scenarios based on all
three dimensions of sustainability. Balekelayi and Tesfamariam (contribution ten) applied a
Bayesian geo-additive quantile regression approach to estimate the deterioration of wastew-
ater pipes. The proposed approach is suitable for prioritizing inspections and provides
knowledge for future installations.

Logistics and transport systems are also critical for sustainable development. It is
important to develop risk management strategies that enable logistics, transport, and ship-
ping companies to handle fuel price fluctuations, reduce unnecessary fuel cost risks, and
improve financial management. Three papers addressed these issues. Han et al. (contribu-
tion eleven) performed shipping bunker cost risk assessment and management during the
coronavirus oil shock. Their study indicates that the best strategy is to install scrubbers on
existing ships to purify their exhaust gas and choose natural gas-based marine fuel for new
ships. Roukouni et al. (contribution twelve) developed truck platooning and multi-sided
digital platforms games for barge transportation, both improving the sustainability of
hinterland transportation. Besides these studies, Özdemir et al. (contribution thirteen)
assessed the efficiency of the operations strategy matrix in the healthcare system amid
COVID-19. They considered strategic decision areas such as supply network, capacity,
process technology, and development and organization) to assess competitive priorities
including cost, delivery, quality, and flexibility of different U.S. states.

To summarize, various issues have been addressed in this Special Issue from different
aspects of these contributions. We believe that this Special Issue offered some solutions
and also raised some questions for further research and development toward sustainable
supply chain and infrastructure management.
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Abstract: Multi-criteria decision-making (MCDM) methods are smart tools to deal with numerous
criteria in decision-making. These methods have been widely applied in the area of sustainable
supply chain management (SSCM) because of their computational capabilities. This paper conducts
a systematic literature review on MCDM methods applied in different areas of SSCM. From the
literature search, a total of 106 published journal articles have been selected and analyzed. Both
individual and integrated MCDM methods applied in SSCM are reviewed and summarized. In
addition, contributions, methodological focuses, and findings of the reviewed articles are discussed.
It is observed that MCDM methods are widely used for analyzing barriers, challenges, drivers,
enablers, criteria, performances, and practices of SSCM. In recent years, studies have focused on
integrating more than one MCDM method to highlight methodological contributions in SSCM;
however, in the literature, limited research papers integrate multiple MCDM methods in the area of
SSCM. Most of the published articles integrate only two MCDM methods, and integration with other
methods, such as optimization and simulation techniques, is missing in the literature. This review
paper contributes to the literature by analyzing existing research, identifying research gaps, and
proposing new future research opportunities in the area of sustainable supply chain management
applying MCDM methods.

Keywords: literature review; multi-criteria decision-making; MCDM methods; sustainable supply
chain management; SSCM

1. Introduction

In this competitive era, every business is part of a supply chain which involves effi-
cient and effective movement of products or services from suppliers through to customers
via manufacturers, distributors, and retailers. A typical supply chain involves multiple
businesses, resources, people, technologies, and information for buying, manufacturing,
distributing, storing, and selling products [1]. Several activities within a supply chain
present direct social, environmental, and economic impacts [2]. These impacts are referred
to as the triple bottom line (TBL) in sustainable supply chain literature. Social impact
includes modern slavery, gender discrimination, unfair wages, child labor, and so on [3,4].
Environmental impact includes emission of carbon dioxide, polluting water and the en-
vironment, global warming, and so on [5,6]. Economic impact includes the return of
investment, impact on profit, and productivity [2]. Considering their significant impact
on society, the environment, and the economy, every supply chain is now taking steps to
ensure sustainability.

Sustainable supply chain management (SSCM) integrates the economic, social, and
environmental goals of the supply chain to improve long-term performance [7], evaluating
and monitoring business performance against social, environmental, and economic dimen-
sions [2]. Any good social and environmental performance with economic performance
ensures better sustainability; however, ensuring all three performances are good creates the

Sustainability 2021, 13, 7104. https://doi.org/10.3390/su13137104 https://www.mdpi.com/journal/sustainability5
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best sustainable supply chain [8]. Some recent studies have considered the triple bottom
line (TBL) aspect of supply chain sustainability [9–15].

Examples of social sustainability include ensuring fair policies, ethical practices, equal
opportunities, diversity, and so on [16–18]. Several papers in the literature focused on
different social sustainability dimensions in supply chains, such as wages, child labor,
equal opportunities, discrimination, ethics, corruption, health safety, diversity, equity,
human rights, labor practice, training, and slavery [16,17,19–21]. A summary of social
sustainability in SSCM literature is presented in Table 1. Empirical research, together with
the application of different MCDM methods, were widely used to identify and analyze
the social dimension of SSCM (see Table 1). From the contributions presented in Table 1,
one can note that most of the research studies analyzing social sustainability focused on
barriers, enablers, criteria in service, and manufacturing supply chains.

When a supply chain is environmentally sustainable, it is known as a green supply
chain [22]. Examples of an environmentally sustainable supply chain include the treatment
of waste, recycling, environmental education and training, green purchasing, green manu-
facturing, and green design [23,24]. In recent studies in this area, MCDM methods were
widely applied (see Table 2). Looking at Table 2, most of the research studies focused on
evaluating or analyzing factors, indicators, criteria, practices, performances, and suppliers
in green supply chains. Different characteristics, including recycling, remanufacturing,
greenhouse gas emissions, waste management, environmental education and training,
green design, green/cleaner production, green purchasing, green logistics/distribution,
and energy consumption are considered [22–29]. We have summarized the different char-
acteristics of environmental sustainability and their source studies in Table 2.
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Examples of economic sustainability include cost reduction, on-time delivery, reli-
ability, and quality [11]. Sustainable supply chains simultaneously assess supply chain
performance in terms of social, environmental, and economic aspects.

In the last few years, a good number of studies have been conducted on different
dimensions of SSCM, including a number of review papers, such as a:

• review of green supply chain management [35–37];
• review of different theories in sustainable supply chains [38];
• review of the evolution of and future challenges in sustainable supply chain manage-

ment [8,39–41];
• review of trends and future directions in social aspects of sustainable supply chains [42];
• review of SSCM in global supply chain context [43];
• review of drivers in SSCM [44]; and
• review of MCDM methods in green supply chains which focuses only on the environ-

mental dimension of supply chain management [22,45].

In order to become more sustainable, supply chains should implement sustainable
practices, with a certain impact on various TBL areas; however, decision makers need to
consider multiple criteria to evaluate suppliers, practices, success factors, drivers, and
challenges in SSCM in smart ways. For this purpose, MCDM methods have been widely
applied in the area of SSCM [46]. In spite of having a reasonable number of contributing
articles which applied different MCDM methods in SSCM, earlier literature is lacking a
review on different MCDM methods applied to SSCM areas considering the social, envi-
ronmental, and economic dimensions. In this paper, we aim to fill this gap by conducting a
literature review on different MCDM methods applied in SSCM, contributing to the litera-
ture by analyzing existing studies systemically and proposing a future research framework
in the area of MCDM methods in SSCM.

The paper is organized as follows. In Section 2, the scope of the literature review is
described. The review of both individual and integrated MCDM methods is conducted in
Section 3. Section 4 explains the bibliometric analysis for published articles. Section 5 sum-
marizes the review and research gaps. Finally, conclusions and future research directions
are presented in Section 6.

2. Scope of the Literature Review

The Scopus database was used to collect the relevant articles with the following
phrases in the article’s title, abstract, and keywords: “sustainable supply chain” and “multi-
criteria decision making” or “multi-criteria decision analysis” or “MCDM”. From the
preliminary search of the literature, most of the studies in the area of SSCM modelling were
found to be published since 2010, which is shown in Figure 1. Based on this observation, in
this paper, the literature on MCDM methods applied in the area of SSCM is reviewed from
2010 to 2020.

After the preliminary search in Scopus, the search database was refined using the
following criteria:

• Document type: article
• Source type: journals
• Year: 2010–2020
• Language: English

Other databases, such as the Web of Science and Google Scholar, were used to enhance
the search. After a first screening of the articles (by title and abstract), the final subset
of 106 relevant manuscripts for review was created. The inclusion criteria were articles
focused on any dimension of supply chain sustainability and the search phrases appeared
in the body text. The exclusion criterion was one or more keywords presented in the text or
reference list without discussing supply chain sustainability using MCDM methods. After
finalizing the list of articles, a deep review was conducted of the applications of different
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MCDM methods in SSCM, and a bibliometric analysis was carried out within the set of
finalized articles.

 
Figure 1. Number of articles published on SSCM modelling (Source: Scopus).

3. Review of Applications of MCDM Methods in SSCM

This section reviews the articles on MCDM methods applied in SSCM areas. The
following sub-sections review the applications of both individual and integrated MCDM
methods in detail.

3.1. Applications of Individual MCDM Methods

From the literature search, 59 articles applied individual MCDM methods in SSCM.
The names of the methods and their abbreviated terms are as follows:

i. Decision-making trial and evaluation laboratory (DEMATEL) and Fuzzy/Grey DEMATEL
ii. Analytical hierarchy process (AHP) and Fuzzy AHP
iii. The technique for order of preference by similarity to ideal solution (TOPSIS) and

Fuzzy TOPSIS
iv. Best–worst method (BWM)
v. VIseKriterijumska Optimizacija I Kompromisno Resenje (VIKOR) and Fuzzy VIKOR
vi. Rough set
vii. Elimination et choix traduisant la realité (ELECTRE) and Fuzzy ELECTRE
viii. Analytical network process (ANP)
ix. Rough strength-relation analysis method (RSRAM)
x. Rough simple additive weighting (RSAW)
xi. Interpretive structural modelling (ISM)
xii. Preference ranking organization method for enriched evaluation (PROMETHEE)

3.1.1. DEMATEL and Fuzzy/Grey DEMATEL

DEMATEL and Fuzzy/Grey DEMATEL are the most applied methods in SSCM.
Between 2010 and 2020, a total of 15 articles have been published on this method. Among
these, six articles applied DEMATEL, four applied grey DEMATEL, and five articles applied
fuzzy DEMATEL.
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In particular, applications of DEMATEL include the identification and analysis of
success factors for sustainability initiatives (grey [47]), sustainable food supply chain man-
agement [48], green supply chain practices (fuzzy [49]), SSCM for Industry 4.0 [50], and
implementing green supply chain management [51]. In addition, DEMATEL was used
in a number of studies to analyze and evaluate barriers or challenges for sustainable de-
velopment [52], remanufacturing (grey [53]), and green supply chain [54]. A few studies
also analyzed drivers for sustainable consumption and production adoption applying grey
DEMATEL [55] and drivers to ICT for sustainability initiatives in supply chains using a
fuzzy one [56]. DEMATEL was used in other applications including the analysis of criteria
and alternatives in sustainable supply chains (grey [57]), evaluation of influential indicators
for adopting sustainable supply chains [58], analysis of causal relationships between prac-
tices and performance in green supply chains (fuzzy [59]), assessing performance in green
supply chains considering economic, logistics, operational, organizational, and marketing
aspects (fuzzy [23]), and selection of suppliers based on multiple criteria (fuzzy [60]).

3.1.2. AHP and Fuzzy AHP

AHP is one of the most widely applied MCDM methods in SSCM. Eleven articles
applied AHP or Fuzzy AHP. Among these, six articles applied AHP, and the remaining
five articles applied the fuzzy AHP method.

Six studies applied AHP to evaluate barriers to adopting sustainable consumption
and production initiatives [61], to analyze criteria for improving effectiveness in green
supply chain management implementation [62], to analyze challenges for industry 4.0
initiatives toward SSCM [63], to evaluate pressures to implement GSCM [64], to evaluate
manufacturing practices for sustainability [65], and to analyze drivers for sustainable
manufacturing processes [66]. Fuzzy AHP was also used to identify and analyze risks
in green supply chains [67], analyze success factors for sustainable food supply chain
management [68], evaluate indicators of SSCM [69], assess the supply chain performance
based on sustainability criteria [70], and evaluate European countries for renewable energy
sectors [71].

3.1.3. TOPSIS and Fuzzy TOPSIS

Earlier studies applied TOPSIS (two articles) or fuzzy TOPSIS (six articles) in the
context of SSCM. The applications encompass the suppliers’ evaluation and selection in
sustainable and green supply chains based on multiple criteria. These criteria include
applications of TOPSIS in selecting sustainable suppliers [72,73] and applications of fuzzy
TOPSIS in evaluating green supplier performance [74,75], evaluating sustainable and green
suppliers [24,76,77], and assessing areas for improvement in implementing green supply
chain initiatives [78].

Researchers applied TOPSIS and Fuzzy TOPSIS to select suppliers and performance
in sustainable or green supply chains based on identified multi-criteria.

3.1.4. BWM

The eight articles which have applied BWM in SSCM include an assessment of sus-
tainability in green supply chains in an emerging economy [79], assessment of social
sustainability in supply chains [33], evaluation of external forces for sustainable supply
chains in the context of the oil and gas industries [80], analysis of enablers for social
sustainability in an emerging economy [4], evaluation and prioritization of criteria for sus-
tainable innovation [13], analysis of product-package alternatives in food supply chains [81],
ranking sustainable suppliers [82], and analyzing barriers for sustainable supply chain
innovation [83].

3.1.5. VIKOR and Fuzzy VIKOR

Five articles applied VIKOR or fuzzy VIKOR in SSCM. These articles include evaluat-
ing green supply chain management practices using fuzzy VIKOR [26], selecting devel-
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opment programs for green suppliers using fuzzy VIKOR theory [84], evaluating green
environmental factors in reverse logistics using fuzzy VIKOR [85,86], and assessing green
supply chain initiatives using a probabilistic linguistic VIKOR method [87].

3.1.6. Rough Set

The Rough set method has been applied in SSCM to select suppliers with sustainabil-
ity [88], analyzing relationships between organizational attributes, supplier development
programs, and performance in green supply chains [89], evaluating a selection, perfor-
mance measurement, and program development tool in green supply chains [90], and
measuring SSCM performances [91].

3.1.7. ELECTRE and Fuzzy ELECTRE

ELECTRE and fuzzy ELECTRE have been applied in SSCM to classify suppliers in the
manufacturing industry using the ELETCRE TRI-nC method [92] and to evaluate supplier
performance in green supply chains using the fuzzy ELECTRE method [93].

3.1.8. ANP

Two studies applied the ANP method in SSCM. The applications include selecting
suppliers for managing sustainability [94] and selecting suppliers integrating the triple-
bottom-line aspect [95].

3.1.9. Rough Strength-Relation Analysis Method, RSAW, ISM, and PROMETHEE

One article applied the Rough strength-relation analysis method for analyzing risk
factors in SSCM [96], the RSAW for sustainable supplier selection [97], the ISM for ranking
of barriers in SSCM [98], and the PROMETHEE for analyzing alternatives of biomass [99].

3.1.10. Summary of Applications of Individual Methods

Researchers applied DEMATEL and Fuzzy/Grey DEMATEL, AHP, and BWM mostly
for analyzing success factors, barriers and challenges, drivers, and enablers for different
aspects of SSCM. Success factors are the important factors decision makers should consider
to ensure success in different dimensions of SSCM. Barriers and challenges are the causes
preventing the success of any dimension of SSCM. Drivers and enablers are the aspects
driving toward the achievement of sustainable performance within any dimension of
supply chain sustainability. The different MCDM methods applied to analyze and prioritize
success factors, barriers and challenges, and drivers and enablers in SSCM are summarized
in Tables 3–5, respectively.

Table 3. Application of MCDM methods to analyze success factors.

Analyzed Success Factors in SSCM Reference Method

Green design, recovering and recycling, green
purchasing, environmental performance, supplier

collaboration, and regulation
[49] Fuzzy DEMATEL

Government regulations and standards, top
management commitment, environmental certifications,

adoption of new technology and processes, reverse
logistics, and training of suppliers and employees

[51] DEMATEL

Logistics integration, social development, and
environmental development [50] DEMATEL
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Table 3. Cont.

Analyzed Success Factors in SSCM Reference Method

Technology development and process innovation,
training, reverse logistics and waste minimization,

ecological considerations in organizations’ policies and
missions, green design and purchasing, societal
considerations, ethical and safe practices, and

community welfare and development

[47] Grey DEMATEL

Climatic change, implementing green practice,
governance and cooperation, technological innovation,

and government regulation
[48] DEMATEL

Proper use of irrigation, demographic and
environmental conditions, risk analysis, government

policies, and food packaging
[68] Fuzzy AHP

Table 4. Applications of MCDM methods to analyze barriers and challenges.

Analyzed Barriers and Challenges in SSCM Reference Method

Lack of sufficient governmental policies, poor
infrastructure, low level of integration, skill shortage,

and poor quality of raw materials
[52] DEMATEL

Lack of channels to collect used products, imperfect
legal system, consumption attitude, customer

willingness to return the products, uncertainty in
demand of remanufactured product, uncertainty in

quality, and quantity and timing of returned products

[53] Grey DEMATEL

Lack of environmental regulation, lack of potential
liability, high cost of disposal of hazardous materials,
poor environmental performance, lack of information,
lack of governmental support, high cost for renewable

energy, lack of new technology, insufficient societal
pressure, poor legislation, lack of adoption of green

practices, health and safety issues, employment stability,
less profit in remanufacturing, lack of adequate training,

and lack of management support

[54]. DEMATEL

Lack of support from management, lack of innovative
methods, lack of technology developments,

communication gap, lack of rewards and
encouragement programs, lack of governmental
regulations, lack of promotion of ethical and safe

practices, reluctance of consumers toward sustainable
development practices, lack of promotion of sustainable
products, and lack of knowledge among stakeholders

[61] AHP

Low understanding of industry 4.0 implications, poor
research and development of industry 4.0 adoption,

legal issues, low management support and dedication,
lack of global standards and data-sharing protocols,
security issues, lack of governmental support and

policies, and financial constraints

[63] AHP

Technological, regulatory, social, cultural,
organizational, market, and networking barriers [83] BWM
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Table 5. Applications of MCDM methods for analyzing drivers and enablers.

Analyzed Drivers and Enablers in SSCM Reference Method

Top management role and support, government support
systems and subsidies, information systems network
design, socio-environmental impacts of the products,

culture related factors, approach to ICT to adopt
sustainability, understanding the nature of sustainability,

security and support services, and human expertise

[56] Fuzzy DEMATEL

Management support, dedication and involvement,
educating suppliers and vendors, understanding the

customer requirements about sustainability,
governmental policies and regulations, information flow
and sharing among supply chain members, competency

and skill of workforce, integration of social,
environmental, and economic advantages, and
understanding the importance of sustainability

[55] Grey DEMATEL

Market capabilities, compliance with regulations, green
purchasing, green innovation, environmental

conservation, education and training, and employee
welfare

[66] AHP

Commitment to continual improvement and pollution
prevention, commitment to comply with legislation,
framework for setting and reviewing environmental
goals, legal and other requirements, environmental

objectives and targets, environmental education and
training, green teamwork, best practices, identification
of culture, monitoring culture change, quantity of waste
released at each stage, and communication between top

management and employees

[62] AHP

Waste management, reuse and recycle, renewable
energy usage, resource utilization, land, air and water

pollution, government regulations, and use of
hazardous materials

[79] BWM

Wages and benefits, customer requirements, workplace
health and

safety practices, food, housing, and sanitation, child
labor or forced labor, commitment of top management,

education and training of employees,
non-discrimination, anti-corruption, and working hours

[4] BWM

Sustainable product cost reduction, financial availability
for innovation, enhanced sustainability value to

customers, investment in R&D for sustainable products,
designing sustainable products, green logistics
capabilities development, green manufacturing,

environment management commitment, conducting
regular environmental audits, enhancing the social

image of the organization, corporate social
responsibility initiatives, cultural, social values and

norms, occupational health, and safety and rights of the
employees

[13] BWM

Researchers applied TOPSIS, Fuzzy TOPSIS, VIKOR, Rough Set, and ANP to analyze
and evaluate suppliers and practices in sustainable or green supply chains based on
sustainable criteria. These studies are summarized in Table 6.
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Table 6. Summary of applications in analyzing and evaluating suppliers and practices.

Sustainable Criteria Considered Application Area Reference Method

Pollution controls, pollution prevention,
environmental management system,
resource consumption, employment

practices, health and safety, local
communities influence, stakeholders

influence, cost, quality, and innovation

Supplier selection in
sustainable supply chain [73] TOPSIS

Cost reduction activities, products’
quality improvement, increase in supply

flexibility, green design of products,
green purchasing, green production,

internal management support for green
development, green logistics, provision

for health and safety, protection of
employee’s rights, human rights, and

fair-trading and against corruption

Supplier selection in
sustainable supply chain [72] TOPSIS

Quality of products, service
performance, cost, environmental
efficiency, green image, pollution

reduction, green competencies, health
and safety, and employment practices

Supplier selection in
sustainable supply chain [77] Fuzzy

TOPSIS

Cost, financial capability, flexibility,
innovation, service capability,

environmental management system,
green image, greenhouse gas emission,

reuse/recycling, pollution control,
energy and resource consumption,

economic welfare and growth, social
responsibility, job safety and labor

health, the interest and rights of
employees, and job opportunities

Supplier selection in
sustainable supply chain [76] Fuzzy

TOPSIS

Green design, green purchasing, green
production, green warehousing, green

transportation, and green recycling
Green practice evaluation [26] Fuzzy

VIKOR

Cost, resource usage, energy usage,
water consumption, emission and waste

generation, green manufacturing,
product design, transportation,

warehouse and procurement, and
reverse logistics

Evaluation of green
supplier development

program
[84] VIKOR

Cost, quality, time, flexibility,
innovation, culture, technology,

relationships, pollution control and
prevention, resource consumption,

health and safety, employment practices,
and local community influence

Supplier selection in
sustainable supply chain [88] Rough Set

Quality, price, on-time delivery, lead
time, flexibility, community initiatives,

ethical behavior, health and safety,
diversity, waste reduction, recycling,

and reverse logistics

Supplier selection in
sustainable supply chain [95] ANP

3.2. Applications of Integrated MCDM Methods

A total of 47 articles applied integrated MCDM methods in SSCM. Among these,
AHP or Fuzzy AHP were most widely integrated with other methods such as DEMATEL,
ELECTRE, ISM, TOPSIS, VIKOR, and SOWIA, followed by TOPSIS or Fuzzy TOPSIS with
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FPP, Rough set, CRITIC, and VIKOR. Researchers have applied more integrated MCDM
methods in recent years, making a significant methodological contribution; this section
summarizes such studies.

AHP and Fuzzy AHP are mostly integrated with TOPSIS or fuzzy TOPSIS and VIKOR
and fuzzy VIKOR. AHP-TOPSIS is widely applied in selecting sustainable or green sup-
pliers, evaluating third-party logistics (3PL) service providers, and prioritizing solutions
and responses in different aspects of SSCM [100–105]. AHP-VIKOR (with their fuzziness)
integrated method was mostly applied for selecting a sustainable supplier and manage-
ment practices in green supply chain management [106–108]. Other integrations of AHP or
fuzzy AHP with DEMATEL or fuzzy DEMATEL, ELECTRE or fuzzy ELECTRE, ISM, and
SOWIA were applied in analyzing success factors [109], barriers [110], enablers [111], and
strategy decisions [112] in SSCM or green supply chain management.

ANP is mostly integrated with quality function deployment (QFD) to analyze sup-
plier selection and environmental sustainability, and for designing sustainable supply
chains [113–116]. Other integrations of ANP with VIKOR [117] and grey rational analysis
(GRA) [118] were applied in green/sustainable supplier evaluation.

BWM or fuzzy BWM is mostly integrated with VIKOR or fuzzy VIKOR for eval-
uating transportation service providers and outsourcing partners based on sustainable
criteria [119,120]. Other applications of integrated BWM or fuzzy BWM include evaluat-
ing dimensions of human resources in green supply chains using BWM-DEMATEL [121],
selecting sustainable suppliers in manufacturing supply chains by integrating BWM and
an alternative queuing method (AQM) [122] and selecting sustainable suppliers using
integrated BWM and combined compromise solution [123].

TOPSIS or Fuzzy TOPSIS is mostly integrated with VIKOR or fuzzy VIKOR, fuzzy
preference programming (FPP), Rough set, and criteria importance through intercriteria
correlation (CRITIC). TOPSIS-VIKOR (and their fuzziness) integrated methods [124,125]
were applied in selecting third-party reverse logistics service providers and classifying
rural areas based on social sustainability criteria. TOPSIS-VIKOR-GRA (integrating three
methods) was applied in analyzing locations for remanufacturing plants based on multiple
criteria [126]. Other applications of integrated TOPSIS or fuzzy TOPSIS include evaluating
supply chain practices by integrating TOPSIS and Rough set [127], analyzing risk factors
in SSCM using TOPSIS-CRITIC [128], and selecting sustainable suppliers using TOPSIS-
FPP [129].

Other integrated methods, such as ELECTRE with VIKOR, were applied in environ-
mental performance evaluation [130]; DEMATEL with MABAC was applied in sustainable
freight transport systems [131]; RSAW with MABAC applied in sustainable supplier se-
lection [132]; factor relationship (FARE) with MABAC for selecting third-party logistics
provider [133]; step-wise weight assessment ratio analysis (SWARA) and fuzzy com-
plex proportional assessment of alternatives (COPRAS) were used for analyzing risks
and solutions in sustainable manufacturing supply chains [134]; and fuzzy entropy and
fuzzy multi-attribute utility were applied for sustainable performance measure in supply
chain [135].

In summary, most of the integrated MCDM methods in SSCM were used for evaluating
or analyzing suppliers, service providers, barriers, enablers, success factors, and evaluating
performance. A summary of different integrated MCDM methods applied in SSCM is
presented in Table 7.
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4. Bibliometric Analysis on MCDM Methods Applied to SSCM

This section presents a bibliometric analysis of MCDM methods applied to SSCM.
From the finalized literature search (see Section 2), we can note a lack of reviews, with only
five studies (about 4.5%) reviewing particular topics such as: (i) green supplier evaluation
and selection [22]; (ii) modelling approaches in SSCM [146]; (iii) MCDM approaches in
green supply chains [45]; (iv) hybrid MCDM for general sustainability [147]; and (v)
sustainable supplier selection [148]. In total, 106 contributing articles (about 95.5%) applied
MCDM methods to better understand SSCM issues; this means, Figure 2 presents the
keyword network obtained from the keywords used in each of the contributing articles.
It is evident that supply chain management, decision-making, sustainable development,
sustainability, and green supply chains, environmental management, and sustainable
supply chains are the top keywords. Figures 3 and 4 present the citation networks of
selected contributing papers based on source journals and authors, respectively. The
Journal of Cleaner Production and International Journal of Production Economics are two
leading cited journals. Govindan, K., and Mangla, S.K. are two leading cited authors.

Figure 2. Co-occurrence of keywords used in the selected contributing papers (source: VOSviewer).
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Figure 3. Co-occurrence of citation network from the source journals of the selected articles (source: VOSviewer).

Figure 4. Co-occurrence of citation network from the authors of the selected articles (source:
VOSviewer).

The number of contributing articles published from 2010 to 2020 is shown in Figure 5.
From 2015, researchers started publishing an increasing number of articles applying MCDM
methods in SSCM. The Journal of Cleaner Production (Publisher: Elsevier, Amsterdam,
The Netherlands) has published the highest number of articles (18 articles), followed by
Resource, Conservation and Recycling (Publisher: Elsevier), the International Journal
of Production Economics (Publisher: Elsevier), Sustainability (Publisher: MDPI, Basel,
Switzerland), and the International Journal of Production Research (Publisher: Taylor and
Francis, Oxfordshire, UK). The number of articles published in each of these journals is
presented in Figure 6.
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Figure 5. Number of articles published from 2010 to 2020.

 

Figure 6. Number of articles published in different journals (N ≥ 2).

Figure 7 presents the authors who published the most articles in the area of MCDM
for SSCM. Both Govindan, K. and Mangla, S.K. are at the top of the list, with 10 published
articles, followed by Sarkis, J., Bai, C., and Luthra, S. with 9, 7, and 6 articles, respectively.

The affiliation by authors’ institutions is also presented in Figure 8. Syddansk Univer-
sitet (University of Southern Denmark) is at the top of the list with 12 articles, followed by
the Indian Institute of Technology Roorkee (India) and Dalian University of Technology
(China). The affiliated countries which published most articles are presented in Figure 9.
India is at the top of the list with 27, followed by China, the United States, and Denmark
with 19, 15, and 12 articles, respectively.
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Figure 7. Articles published by different authors (N ≥ 3).

 
Figure 8. Most affiliated institutions (N ≥ 3).
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Figure 9. Source countries for publications (N ≥ 3).

Fifty-nine articles (about 56%) used individual MCDM methods for problem analysis,
while the remaining 47 articles (about 44%) used integrated (two or more methods) methods.
Figure 10 shows that integrated or hybrid MCDM methods were mostly applied in SSCM.
Within individual MCDM methods: DEMATEL, AHP, and TOPSIS are the top three
methods applied in SSCM literature.

 

Figure 10. Distribution of contributing articles under different MCDM methods.
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5. Summary of the Review and Research Gaps

The following key points present a summary of the extensive literature review and
its findings.

Firstly, Section 3 described the application of different MCDM methods in SSCM,
showing most studies applied an individual or two integrated MCDM methods, with
a lack of studies integrating three or more MCDM methods for analyzing different di-
mensions of sustainability in supply chain management. Only a few studies integrated
three methods (see Table 7); for example, AHP integrated with SOWIA and TOPSIS [112],
TOPSIS integrated with GRA and VIKOR [126], and ANP integrated with DEMATEL and
TOPSIS [140].

Secondly, in SSCM, most of the studies contributed to advancing the methodology
by integrating different MCDM methods. MCDM methods were integrated within AHP,
ANP, BWM, TOPSIS, ELECTRE, DEMATEL, ISM, VIKOR, SOWIA, GRA, QFD, Rough
set, CRTIC, FPP, MABAAC, and AQM along with their fuzzy sets (see Table 7). It was
observed that both single and integrated MCDM methods were applied, but there is a lack
of studies which integrate MCDM methods with other operations research methods to
improve the accuracy in decision making. For example, the integration of MCDM methods
with mathematical modelling and optimization could help to obtain optimal decisions
in SSCM.

Thirdly, most of the research considered social sustainability, environmental sustain-
ability, and/or triple bottom line in the scope of their studies. Tables 6 and 7 presented
the areas of application of individual and integrated MCDM methods. The application
areas of MCDM methods were limited to different aspects of sustainability. Most of the
studies integrated MCDM methods in models for green supply chains (see Table 7). Most
of the studies on individual MCDM methods applied them in evaluating factors, barriers,
challenges, drivers, enablers, and suppliers in different SSCM areas (see Tables 3–6).

Fourthly, most SSCM researchers limit their studies to analyzing factors, barriers, chal-
lenges, drivers, enablers, and suppliers (see Section 3). There are fewer studies that integrate
sustainable strategies and performance with barriers/challenges and drivers/enablers
using integrated MCDM methods.

Fifthly, from Section 3, most of the studies explained their results using individual or
integrated MCDM methods. There are limited studies which compared the results between
different MCDM methods. For example, there is only one study comparing fuzzy DEA
and fuzzy TOPIS in sustainable supplier selection [76].

Finally, earlier literature largely overlooked small and medium enterprises (SMEs)
and the emerging economy as study contexts for MCDM applied in SSCM. A small number
of articles considered SMEs as their context, analyzing drivers for integrated lean-green
manufacturing [149], innovation ability for supplier selection [150], determinants for cloud
computing adoption [151], and entrepreneurship policies [152].

6. Conclusions and Future Research Directions

This paper presented a literature review on MCDM methods applied in different
dimensions of SSCM. Although there have been many papers published in the area of
SSCM, there are very few review papers published. A systematic literature analysis and
review to identify different domains of supply chain sustainability and applications of
different MCDM methods was lacking. Contributing to the academic discussion on this
topic, this is the first effort to analyze both individual and integrated MCDM methods
applied in different areas of supply chain sustainability.

Findings revealed the following important aspects of previous studies.

i. Most of the research applied either individual or integrated methods of two MCDM
techniques. All of the integrated MCDM methods applied were carried out in recent
years, i.e., after 2015.

ii. Since 2015, environmental and social sustainability have been garnering the attention
of researchers (see Tables 1 and 2). In recent years, several MCDM methods, such
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as ISM-TOPSIS [31], grey BWM-grey TODIM [18], and BWM [4,33] were applied in
social sustainability while DEMATEL [25], fuzzy DEMATEL [23], fuzzy VIKOR [26],
and TOPSIS [24] were applied in environmental sustainability areas.

iii. Most of the individual methods analyzed barriers, drivers, enablers, challenges,
success factors, forces, and criteria in SSCM and green supply chains (see Tables 3–6).

iv. Integrated MCDM methods were applied in evaluating and analyzing sustainable
suppliers and different alternatives in SSCM (see Table 7).

v. There are very few studies which integrated three or more MCDM methods and
applied them in SSCM [112,126].

In conclusion, we would like to acknowledge some study limitations and propose
some future research directions. At present, the study has been limited to three databases:
Scopus (primary), Web of Science, and Google Scholar. Therefore, potential additional
sources of information and knowledge such as conference proceedings or books not in-
dexed in the three databases have not been included. Further, the research was limited
to documents published in English exclusively, therefore potentially excluding local con-
tributions redacted in other languages. Additionally, as there is limited research on the
integration of three or more MCDM methods, it would be interesting to develop new
integrated methodologies with three or more MCDM methods for decision-making in
SSCM. Moreover, the fuzzy BWM method is a newly developed tool that can optimize a
decision based on multiple criteria [153]. Currently, few studies apply BWM and fuzzy
BWM in SSCM [4,13,79,119–122]. In the future, BWM and Fuzzy BWM could be applied
widely in SSCM. In addition, the literature is lacking contributions able to integrate barriers
and challenges with strategies and analyzes using an integrated MCDM method. In this
regard, further research could explore the following research question: ‘How can sustain-
able strategies be analyzed along with barriers and challenges to extend the current studies
using MCDM methods?’

In the current literature, there is no study that correlated success factors, enablers,
and drivers with sustainability performance analyzed using integrated MCDM methods.
Hence, future research could address how barriers, challenges, drivers, enablers, and/or
success factors can be linked with strategies and performance in one study, so as to
develop a unique research framework using MCDM methods. In addition, it would
be significantly new to the literature to integrate different aspects of SSCM with other
supply chain areas such as risk management, lean supply chains, quality management, and
supply chain network design. For example, the recent coronavirus (COVID-19) pandemic
has impacted supply chains significantly [154]. It would be worth investigating the impacts
of large-scale disruptions such as the COVID-19 pandemic in supply chain sustainability.
Different MCDM methods can be applied to investigate different aspects of impacts on
sustainable practices.

Our review pointed out that though service supply is an important area, research on
applications of MCDM methods in sustainable service supply chains is very limited [130].
Different dimensions of sustainability in service supply chain management could be ex-
plored using MCDM methods.

In the future, another research direction could be integrating MCDM methods with
operations research techniques, such as mathematical modelling and optimization, to make
decisions more accurate. For example, integration of MCDM methods with mathematical
modelling and optimization techniques could help to take optimal and accurate decision
making in SSCM. Moreover, as there is only one study comparing the results of MCDM
methods [76], it is necessary to develop benchmark problems and compare the results
obtained from different MCDM methods used in SSCM. It would also be interesting to
compare the sustainability results between supply chains from developed and emerging
economies.

Finally, as SMEs and emerging economies play significant roles in local and global
supply chains [155,156], it is important to analyze the sustainability of supply chains
of SMEs and emerging economies. Usually, SMEs and emerging economies have fewer
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resources to deal with supply chain sustainability challenges. Hence, it is essential to
analyze their supply chain sustainability and develop policies for improving sustainability
practices. However, in the literature of MCDM methods and SSCM, SMEs and emerging
economies were widely ignored. It would be interesting to develop decision-making tools
using MCDM methods for analyzing different aspects of supply chain sustainability in the
context of SMEs and emerging economies.
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Abstract: Green supply chain management (GSCM) has emerged as an important issue to lessen the
impact of supply chain activities on the natural environment, as well as reduce waste and achieve
sustainable growth of a company. To understand the effectiveness of GSCM, performance measurement
of GSCM is a must. Monitoring and predicting green supply chain performance can result in improved
decision-making capability for managers and decision-makers to achieve sustainable competitive
advantage. This paper identifies and analyzes various green supply chain performance measures
and indicators. A probabilistic model is proposed based on a Bayesian belief network (BBN) for
predicting green supply chain performance. Eleven green supply chain performance indicators
and two green supply chain performance measures are identified through an extensive literature
review. Using a real-world case study of a manufacturing industry, the methodology of this model is
illustrated. Sensitivity analysis is also performed to examine the relative sensitivity of green supply
chain performance to each of the performance indicators. The outcome of this research is expected to
help managers and practitioners of GSCM improve their decision-making capability, which ultimately
results in improved overall organizational performance.

Keywords: green supply chain; performance measurement; Bayesian belief network; sustainability

1. Introduction

Recently, supply chain performance prediction has received increased attention from academics
and practitioners [1]. To predict the supply chain performance, the development of supply chain
performance metrics is crucial. Developing a performance measurement system to empower the
coordination mechanism for mutual decision-making has become a vital issue in supply chain
management [2]. This mutual decision-making process can be used to combine the goals of independent
participants and integrate their individual activities so as to optimize the performance of the whole
supply chain [3]. Hoole [4] discussed that the performance measurement of a supply chain enables a
company to employ more mature supply chain practices and, consequently, enables them to reduce
cost faster than their less mature competitors. More accurately, there can be a variation of 5% to 6% of
annual revenue in supply chain costs among competitor companies of the same industry. Therefore, it is
important for a company to develop a performance measurement model to improve its operation [5,6].

Companies are presently trying to include environmental performance in the evaluation of the
overall supply chain performance because of increased competitive, regulatory, and community
pressures [3]. Companies need to minimize the environmental impact of their goods and services
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and, thus, they have to formulate as well as implement strategies. Consequently, it helps companies
to compensate competitive, community and regulatory pressures and also helps them to achieve
environmental sustainability [7–9]. The basic principles upon which a company’s business is based
can be reviewed and readjusted so that the company can project a green image. In addition,
Bhattacharya et al. [10] discussed that it is important for a company to address environmental issues
to develop a unique competitive advantage for increasing the value of its core business programs.
In 1994, the Confederation of British Industries observed various elements that build a competitive
advantage through environmental performance: market expectations, risk management, regulatory
compliance and business efficiency are some of these elements [11–13]. To handle all these elements
properly, researchers and practitioners use green supply chain management (GSCM) as an effective
tool [14,15]. Thus, GSCM enables a company not only to increase its ecological efficiency but also to
increase profit and market share. It also results in sustainable growth [7].

Green supply chain performance prediction is receiving more and more attention because of the
recent progress in the area of GSCM. Though several metrics have been suggested for supply chain
performance measurement [16–19], these metrics do not include all aspects of the green supply chain.
So, more comprehensive environmental performance metrics need to be introduced. This study aims
to identify these performance indicators and use them to predict green supply chain performance in
different scenarios.

There are significant works completed on traditional supply chain performance measurement but
very few of them focused on the environmental performance of the supply chain. Gunasekaran et al. [20]
described various supply chain performance metrics. Though they did not include environmental
performance metrics, they emphasized a more comprehensive study of these general measures.
In addition, works completed on environmental performance measurement mostly considered
qualitative performance measures and indicators. Hervani et al. [21] considered ISO14031 to develop
the basic principle for green supply chain performance measurement, but no definite quantitative
model was suggested in their study. So, all of the existing literature lacks developing and implementing
probabilistic and quantitative techniques to predict green supply chain performance. Therefore, the
research questions this study aims to answer are:

(a) What are the performance metrics of a green supply chain?
(b) How do the performance metrics affect the supply chain performance?
(c) Which metrics have the most impact on GSCM performance?
(d) How can a manager achieve a specified level of GSCM performance?

This study attempts to answer the above research questions by identifying the GSCM performance
measures by reviewing the existing literature and taking expert opinion, developing a quantitative
and probabilistic model using a Bayesian belief network (BBN). The effectiveness of the model is
demonstrated using a real-world case study, as well as performing sensitivity and diagnostic analyses
to determine the impact of various metrics on overall performance. The BBN-based green supply
chain performance prediction model can consider the cause–effect relationships between different
performance indicators and provide informed decisions effectively in cases of incomplete, imprecise
and ambiguous information. The proposed BBN model is flexible enough to perform both diagnostic
analysis or bottom-up inference, and predictive analysis or top-down inference.

The rest of the paper is organized as follows. Section 2 presents a review of the existing
literature on traditional supply chain management performance measurement and GSCM performance
measurement. Section 3 gives a brief overview of BBN. Section 4 presents the proposed research
framework. Section 5 includes a BBN-based performance prediction model. Data collection and
analysis, results, discussion of the findings and sensitivity analysis are also included in this section.
Finally, Section 6 includes conclusions, managerial implications and recommendations.
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2. Literature Review

In this section, a brief overview of GSCM and review of the related literature is provided. The
literature review is divided into two parts. In the first section, the traditional supply chain performance
measurement is discussed. In the second section, literature focusing on GSCM is discussed.

2.1. Green Supply Chain Management (GSCM)

GSCM is defined by incorporating the environmental aspect into the supply chain management
that considers the effect and association of supply chain management to the surrounding
environment [14,19,22,23]. The traditional supply chain focuses on the economic aspect of the
supply chain, ignoring the environmental impact of the activities, whereas the green supply chain
focuses on and tries to minimize the adverse impact of the supply chain activities on the environment.
A green supply chain, however, must not just be environment friendly, it also must be economically
viable [14]. According to Wilkreson [24], GSCM is not a cost center. Instead, it is an important
business driver.

The rising scarcity of raw materials, environmental pollution and ever-increasing world population
have placed utmost importance on GSCM [14,25]. It encompasses two major areas, green design
and green operations [25]. Mishra et al. [19] expanded the repertoire of GSCM by adding green
distribution and marketing to the definition. Green design is the incorporation of the environmental
effect of a product throughout its life cycle in the design and development process [26]. Several tools
exist that can help designers understand the impact of their product. Life-cycle assessment, design
for environment principles and product stewardship are some of the tools [27]. Green operations
include green manufacturing or remanufacturing, reverse logistics and waste management [28–30].
Reverse logistics is a crucial part of GSCM. Reverse logistics is a method of increasing environmental
performance of a company by using the concept of the 3Re’s (recycle, reuse and reduce the use of
material) [10,19,29]. Swami and Shah [31] included the coordination of functional areas to share the
responsibility for environmental performance as an important element of GSCM.

2.2. Traditional Supply Chain Management Performance Measurement

Though much work on performance measurement and management of internal organizational
activities has been done, only a handful have focused on supply chain performance measurement [18].
Multiple echelon inventory-based supply chain models have generally considered various performance
measures like cost, quality, delivery time, inventory levels, and environmental costs [32,33].

Comprehensive supply chain performance measurement has been the focus of some of the existing
literature. Supplier performance evaluation and study of appropriate performance measures have
received special attention from some researchers [34,35]. Most of these studies have focused on
measuring supplier performance, and also focused on their roles in the supply chain. Beamon [36]
observed the impact of the various elements on supply chain performance and recognized the inherent
association between these elements and supply chain performance. Inventory system stock-out
risk, the probability distribution of demand and transportation time are some of the major elements
identified by the authors.

A. Gunasekaran et al. [20] described various supply chain performance metrics. Using these
performance metrics, they also described sources. Though they did not include environmental
performance metrics, they emphasized a comprehensive study of these general measures. As existing
literature on traditional supply chain measurement fails to include environmental performance, several
researchers have tried to incorporate environmental performance in their different studies. These
studies will be reviewed in the next section.
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2.3. GSCM Performance Measurement

The perception of ecological sustainability has been considered as a basis for studying management
practices by several researchers [37–39]. They have acknowledged its applicability in both operational
and strategic contexts. Greening of supply chains within various contexts has been studied and
these contexts include product design [26], process design [25], manufacturing practices [40–42],
purchasing [43,44], and a comprehensive combination of these factors [25,45].

Several researchers [10,25,46,47] emphasized that GSCM has emerged as an approach to build a
competitive advantage and to fulfill the environmental requirements that are set by various regulatory
bodies. Ahi and Searcy [48] proposed various metrics to measure environmental performance.
Reducing the negative environmental impact (different types of pollution) and reducing the waste of
resources (energy, materials, goods) were considered as overall objectives of a green supply chain by
Hervani et al. [21]. The authors also noted that this reduction process should start from the extraction
of raw material and should continue up to the consumption and shipment of products. Green supplier
selection has attracted quite a bit of attention from researchers [49–51]. Several metrics for assessing
supplier performance were identified by Kuo, Wang, and Tien [52]. These metrics include “green
competencies”, “current environment efficiency”, “supplier’s green image” and “net life-cycle cost”.
Actually, this supplier performance assessment procedure is a part of the green purchasing process.
Yazdani, Chatterjee, Zavadskas, and Zolfani [53] used a Quality Function Development (QFD)-based
multi-criteria decision-making approach for green supplier selection. Tang, Wei, and Gao [54] used the
Muirhead Mean operator and dual Muirhead Mean (DMM) operator to process the interval-valued
Pythagorean fuzzy numbers (IVPFNs), which they then used to solve a supplier selection problem.
Jenssen and de Boer [55] incorporated life-cycle assessment in the green supplier selection problem.
Xu, Shi, Cui, and Quan [56] used interval 2-tuple linguistic hybrid aggregation operators to select
green suppliers.

Researchers have introduced tools such as the analytical hierarchy process (AHP), activity-based
costing and design for environmental analysis; life-cycle analysis and balanced scorecard for Green
Supply Chain Performance Measurement. Although a few tools can be directly implemented for
evaluating the performance, the remaining others need to be modified. For example, a management
tool known as ecological supply chain analysis (ECOSCAN) was developed by Faruk et al. [45] to
observe the effect of environmental management across the supply chain. The life cycle analysis model
is the basis of the ECOSCAN tool, which emphasizes the connection between life-cycle analysis and
GSCM methods.

Handfield, Walton, Sroufe, and Melnyk [57] combined AHP with an extensive information system.
This information system enables environmentally conscious purchasing. Pineda-Henson, Culaba,
and Mendoza [58] used AHP to analyze the impact of environment by following the life-cycle assessment
approach, which mainly considers the manufacturing operations. Handfield et al. considered only
green purchasing and Pineda-Henson et al. considered a particular case study of pulp and paper
manufacturing; however, none of them considered the overall green supply chain performance.

By reviewing the existing literature, eleven corresponding green supply chain performance
indicators were identified. These eleven indicators were then classified into a hierarchy model which
was inspired by the works of Maleki and Machado [33]. The indicators were first clustered into small
groups, e.g., indicators related to water and energy consumption were put into the group ‘consumption’.
These groups were then classified into performance measures. Two performance measures were
considered: business wastage, and emission and consumption. Business wastage, in the context of this
paper, is defined as waste materials produced as a result of various business processes. On the other
hand, emissions and consumption includes all those indicators related to various solid, liquid emission
and different resource consumptions. It is to be noted that two indicators, i.e., ‘Output amount of
hazardous and toxic material’ and ‘Percentage of energy obtained from renewable sources’ were not
clustered into any group as there no performance indicators similar to them. These performance
measures and indicators were used for developing a BBN model. Using these performance measures
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and indicators, the green supply chain performance in different scenarios can be predicted. These
performance measures and indicators are presented in Table 1 along with corresponding references
and notations that will be used throughout the paper.

Table 1. Green supply chain performance measures and indicators.

Measures Groups Indicators Reference

Business Wastage related

Materials related.

Total flow quantity of
scrap. [59,60]

Percentage of materials
remanufactured. [21,61]

Percentage of materials
recycled/re-used. [15,62]

Output amount of
hazardous and toxic
material.

[32,63]

Waste related.
Amount of solid wastes. [46,64]

Amount of liquid wastes. [46,64]

Emissions and
consumption related

Emission.
Amount of greenhouse
gas emissions. [65]

Air emission quality. [66,67]

Consumption.
Amount of water
consumption. [68,69]

Amount of energy
consumption. [68,69]

Percentage of energy
obtained from renewable
source.

[70,71]

3. Bayesian Belief Network

As mentioned before, Bayesian Belief Network is the method of choice for predicting the
performance of green supply chain in this study. A Bayesian Belief Network, or Bayes net in short form,
is a probabilistic graphical model that presents knowledge about an uncertain domain. Bayes net is an
effective method to represent causality and conditional probabilities among various factors [72,73].
Moreover, this method is suitable when the factors are probabilistic in nature. According to several
authors, such as Langseth and Portinale; Mahadevan, Zhang, and Smith; Maleki and Machado [33,74,75],
BBN shows high performance in handling uncertainty. As the factors and the relationships among them
are represented using nodes and edges, any model represented using this method is easier to understand
for practitioners than any other techniques [72]. As the performance indicators used in this study are
probabilistic and the state of performance measures are conditionally dependent upon the states of
performance indicators, Bayesian Network has been chosen to predict environmental performance.

BBN consists of two parts B = (G, θ). The first part, “G”, is a directed acyclic graph (DAG) which
includes nodes and arcs. DAG presents the network visually where variables of the data set X1, . . . . . . ,
Xn represent nodes and arcs indicate dependencies among nodes [76]. The second part of BBN is the
conditional dependency distribution of θ where θxi |πxi = PB(xi|πxi) is the set of direct parent variables
of xi in G [77]. Using the joint probability distribution, the network B can be represented by:

PB(X1, . . . ., Xn) =
n∏

i=1

PB(Xi |πXi) =
n∏

i=1

Xi |πXi (1)
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In a BBN, random variables are represented by nodes, and probabilistic dependencies among
the corresponding random variables are represented by edges between the nodes. A BBN actually
is a probabilistic model that can compute the posterior probability distribution of any unobserved
stochastic variables, given the observation of complementary subset variables [78]. In a BBN,
“backward” probability propagation is also possible and it is helpful to find the most probable scenario
indicating the evidence set [79].

Inference in BBN is used to update the probability for a hypothesis as more evidence or information
becomes available. Figure 1 illustrates a simple Bayesian network where “A” and “B” are parent nodes,
“C” is a child node. There are two types of inference support: predictive and diagnostic support for
a node Xi. Predictive support for node Xi is a top-down approach that considers evidence nodes
connected to Xi through its parent nodes. On the other hand, diagnostic support for node Xi is a
bottom-up approach that considers evidence nodes connected to Xi through its child node [80].

Figure 1. A simple Bayesian network.

4. Framework Development

The aim of this research work is to find out the most significant quantitative green supply
chain performance measures and predict green supply chain performance in different scenarios.
Figure 2 illustrates the methodology of this research. The proposed research consists of five steps as
described below.

Figure 2. Proposed research framework.

38



Sustainability 2020, 12, 1101

Step 1: Identification of performance measures and their corresponding indicators

In the first step, an extensive list of green supply chain performance measures (GSC-PM) is generated
based on the factors that have a significant influence on green supply chain performance. The most
significant GSC-PM are identified through a literature review. For the literature review, papers
published from 1995 to present day were chosen for the review timeline. Literature about green supply
chain was searched for factors that the authors believe can significantly affect the environmental
performance of a company. Papers about green purchasing, green consumption, green marketing, green
manufacturing, green 3R (reduce, reuse, recycle) and supply chain performance measurement were
also studied for green performance indicators. A total of 11 performance indicators were identified,
which represent two major performance measures. These indicators and measures were identified by
reviewing the existing literature.

Step 2: Collection of data about performance indicators

In this step, data about performance indicators were collected. These data were used for calculating the
prior probability of each performance indicator in the BBN model and for learning in the BBN model.

Step 3: Introducing dependency and independency among performance measures and their indicators
in the BBN model

In this step, dependency and independency among performance measures and their indicators are
introduced. They determine the mutual influence between performance measures and their indicators.

Step 4: Using a learning algorithm to draw an inference from data sets

In this step, a learning algorithm is used to draw an inference from data which are collected during
step 3. The inference is used to update the probability for a hypothesis (here, the hypothesis is whether
the performance indicator will be in a satisfactory state or in an unsatisfactory state) as more evidence
or information becomes available.

Step 5: Monitoring performance measures and predicting green supply chain performance by applying
evidence to specific nodes in the BBN model

In this step, performance measures are monitored and green supply chain performance is predicted
by applying evidence to specific nodes which represent performance indicators in the BBN model.
Evidence will be different for different scenarios and, as a result, green supply chain performance will
be different for different scenarios. The methodology of this research is illustrated in Figure 2.

5. BBN-Based Performance Prediction Model

5.1. Identification of Performance Measures and Their Corresponding Indicators

Using a thorough literature review, eleven performance indicators have been identified which
will be used to build the model.

5.2. Data Collection

The developed methodology has been applied to a real-world case study and used to predict the
green supply chain performance of this case company. Necessary data about performance indicators
have been collected from this company. These data and information will help to determine the prior
probability of the performance indicators being in the satisfactory state, and also the prior probability
of performance indicators being in the unsatisfactory state. The data of “Amount of Solid Wastes”
performance indicator are highlighted in Table 2 as an example.
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Table 2. Data about ‘Amount of Solid Wastes’ performance indicator.

Time Period (Month) Amount of Solid Wastes (Kg)

1st 64,100

Recommended
Level ≤ 68,000 kg

2nd 60,000

3rd 65,700

4th 62,000

5th 59,800

6th 63,500

7th 71,000

8th 60,500

9th 73,000

10th 70,500

11th 69,000

12th 72,000

13th 68,500

14th 66,000

15th 61,000

16th 66,700

17th 69,700

18th 63,300

19th 67,600

20th 64,500

Using a histogram, collected data about performance indicators and their corresponding
recommended levels are presented in Figure 3.

  

  

Figure 3. Cont.

40



Sustainability 2020, 12, 1101

  

  

  

 

Figure 3. Histogram of performance indicators.

According to Table 2, the company has met the recommended level 13 out of 20 times. For this,
the probability that performance indicator “Amount of Solid Wastes” will be in the Satisfactory state =
((13/20) × 100) % = 65% and Unsatisfactory state = ((7/20) × 100) % = 35%. Similarly, prior probabilities
for other performance indicators have been calculated and are listed in Table 3.
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Table 3. Prior probabilities for green supply chain performance indicators.

Performance Indicators
State Probability (%)

Satisfactory (S) Unsatisfactory (U)

1. Total flow quantity of scrap. 60 40

2. Percentage of materials recycled/re-used. 35 65

3. Percentage of materials remanufactured. 40 60

4. Output amount of hazardous and toxic material. 60 40

5. Amount of solid wastes. 65 35

6. Amount of liquid wastes. 55 45

7. Amount of water consumption. 50 50

8. Amount of greenhouse gas emissions. 60 40

9. Air emission quality. 90 10

10. Amount of energy consumption. 35 65

11. Percentage of energy obtained from renewable sources. 10 90

5.3. BBN Model Development

The BBN model was developed using commercially available software Netica [81] and prior
probabilities of performance indicators listed in Table 3 are presented in Figure 4. To learn the
conditional probabilities in the network, Netica has counting algorithms, expectation-maximization
(EM) and gradient descent [79]. As there are no hidden variables or incomplete data, Netica used
counting algorithms for the model development.

 

Figure 4. BBN Model for predicting Green Supply Chain performance.

From Figure 4, it can be found that there is a 52.4% probability that performance measure “Business
Wastage” will be in a satisfactory state and 53.6% probability that performance measure “Emissions”
will be in a satisfactory state and, finally, there is a 57.6% probability that Environmental Performance
or Green Supply Chain Performance will be in a satisfactory state. These results are based on current
prior probabilities of performance indicators which were collected from the data.

5.4. Model Validation

Both qualitative (extreme-condition test and scenario analysis) and quantitative (sensitivity
analysis) validation approaches were performed for validation of the proposed model [82].
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5.4.1. Extreme-Condition Test

To validate the model, two extreme conditions are considered in this paper. In extreme case 1, all the
performance indicators are in a satisfactory condition. In extreme case 2, all the performance indicators
are in an unsatisfactory condition. The results for extreme cases 1 and 2 are shown in Figures 5 and 6,
respectively. From Figure 5, it can be found that, when all the performance indexes have a 100 percent
probability of being satisfactory, the environmental performance has a 92.8 percent probability of being
in a satisfactory condition. Similarly, according to Figure 6, when all the performance indicators have a
100 percent probability of being in an unsatisfactory condition, the environmental performance has
only 4.15 percent probability of being in a satisfactory condition. So, the extreme-condition tests show
that the proposed environmental performance model works according to expected model behavior.

 
Figure 5. Extreme 1 case when all the performance indicators are in satisfactory states.

Figure 6. Extreme 2 case when all the performance indicators are in unsatisfactory states.

5.4.2. Scenario Analysis

In this analysis, different hypothetical scenarios are considered except the two extreme
cases. Due to space limitations, only two performance factors, namely, Scrap_Flow_quantity and
Hazardous_Toxic_Material have been considered here. Eight different scenarios are considered where
the probability of a satisfactory state of these two performance factors is varied from 90 percent to
10 percent in increments of 10 percent. The results of the analysis are shown in Figure 7 and summarized
in Table 4.
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Figure 7. Scenario analysis of simultaneous change of Scrap_Flow_quantity and Hazardous_Toxic_Material.

Table 4. Scenario analysis results of the proposed BBN-based model.

Nodes Sates
Conditional Probabilities of Different Scenarios

Sc-1 Sc-2 Sc-3 Sc-4 Sc-5 Sc-6 Sc-7 Sc-8

Scrap_Flow_quantity Satisfactory 90 80 70 50 40 30 20 10

Unsatisfactory 10 20 30 50 60 70 80 90

Hazardous_Toxic_Material
Satisfactory 90 80 70 50 40 30 20 10

Unsatisfactory 10 20 30 50 60 70 80 90

Materials Related
Satisfactory 59.8 55.4 50.9 41.9 37.4 32.9 28.5 24

Unsatisfactory 40.2 44.6 49.1 58.1 62.6 67.1 71.5 76

Business Wastage Related Satisfactory 74.4 68.2 62 49.6 43.5 37.3 31.1 25

Unsatisfactory 25.6 31.8 38 50.4 56.5 62.7 68.9 75

Environmental Performance Satisfactory 61.3 57.6 54 46.6 43 39.3 35.7 32

Unsatisfactory 38.7 42.4 46 53.4 57 60.7 64.3 68

In scenario 1, where Scrap_Flow_quantity and Hazardous_Toxic_Material are at 90 percent,
Environmental Performance is at 61.3 percent. In scenario 2, where the probability of satisfactory
states of performance indicators decreases to 80 percent, the nvironmental performance decreases
to 57.6 percent. Scenario 3 depicts 70 percent satisfactory probability of performance indicators
where Environmental Performance decreases to 54 percent. Similarly, from scenarios 4–8, where the
probability of a satisfactory state of Scrap_Flow_quantity and Hazardous_Toxic_Material decreases,
the probability of Environmental Performance being in a satisfactory state also decreases. In scenario 8,
where the performance indicators are at 10 percent of the probability of being in a satisfactory state,
the Environmental Performance has only a 32 percent probability of being in a satisfactory state. Thus,
the scenarios show the expected model behavior.

All these eight scenarios represent the anticipated model behavior. In a similar way, the different
combinations of the performance indicators are considered to generate different scenarios and their
Environmental Performance probability distribution is tested to perform model validation.

5.4.3. Sensitivity Analysis

To identify the contribution of each individual input in the model output, a sensitivity analysis was
performed. This analysis provides information about how slight variations in input parameters like
water consumption and solid wastes can affect the model output, which in this case is Environmental
Performance. Because the input variables, in this case, are discretized continuous parent nodes, using a
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variance reduction method is recommended [82]. However, the results of an entropy reduction method
are also provided.

The variance reduction method calculates the variance reduction of the expected real value
of a query node E (e.g., Environmental_Performance) due to a finding in a varying variable node I
(e.g., Recycled/re-used, Remanufactured, Renewable_Source). The variance of the real value of E given
evidence I, V(e

∣∣∣i) is computed using the following equation [82,83]:

(e|i) =
∑

e
p(e|i) [Ye − E(e|i)]2, (2)

where e is the state of the query node E, i is the state of varying node I, p(e|i) is the conditional
probability of e given i, Ye is the numeric value corresponding to state e and E(e

∣∣∣i) is the expected
value of E after the new finding i for node I.

Entropy reduction calculates the expected reduction in mutual information of E from a finding for
variable I (Kabir et al., 2019). The formula is given below:

ER = H(E) −H(E|I) =
∑

e

∑
i

P(e, i)
log2[P(e, i)]

P(e)P(i)
, (3)

where H(E) and H(E|I) are the entropy before the new findings and after the new findings. The results
of the sensitivity analysis are provided in Figure 8.

Figure 8. Sensitivity analysis of environmental performance node.

For query node Environmental_Performance, Hazardous_Toxic_Material has the highest contribution
(1.830% variance reduction and 5.354% entropy reduction, respectively) followed by Renewable_Source
(0.386% and 1.141%), Solid_Wastes (0.223% and 0.645%), Scrap_Flow_quantity (0.195% and 0.564%),
Remanufactured (0.133% and 0.385%), Liquid_Wastes (0.099% and 0.287%), Recycled/re-used (0.090% and
0.260%), Greenhouse Gas Emission (0.053% and 0.153%) have medium effects on Environmetal_Performance.
Energy_Consumption and Air_Emission, Water_Consumption have very low contributions. The variance
reduction and entropy reduction for both are below 0.05%. The total contribution of parent nodes in
variance reduction is 3.039% and for entropy reduction is 8.856%.

The result of sensitivity analysis allows the decision-maker to identify the input parameters
that affect the output most and prioritize them in the decision-making. In the case of Environmental
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Performance, the managers should first prioritize reducing toxic waste and focus on using renewable
sources to improve environmental performance.

5.5. Diagnostic Analysis

Marginal probabilities of root or parent nodes can be determined by performing a diagnostic
analysis [83]. The posterior probabilities conditioned to the aggregated risk can be identified using this
analysis. The posterior probabilities of the parent nodes conditioned to aggregated risk are shown
in Table 5. Table 5 shows the change in the probability of performance indicators in two extreme
cases of Environmental Performance. All the probabilities for a satisfactory state decrease when
Environmental Performance goes from a satisfactory state to an unsatisfactory state. On the other hand,
the probabilities of an unsatisfactory state go up. This is in line with the expected model behavior.

Table 5. Posterior probabilities of parent nodes conditioned to Environmental Performance.

Parent Nodes
Posterior Probabilities
of States

Environmental Performance

Satisfactory Unsatisfactory

1 1

Air Emission
Satisfactory 0.906 0.894

Unsatisfactory 0.094 0.106

Energy Consumption Satisfactory 0.361 0.339

Unsatisfactory 0.639 0.661

Greenhouse Gas Emi
Satisfactory 0.622 0.577

Unsatisfactory 0.378 0.423

Hazardous_Toxic_Material
Satisfactory 0.732 0.466

Unsatisfactory 0.268 0.534

Liquid_Wastes Satisfactory 0.581 0.518

Unsatisfactory 0.419 0.482

Recycled/re-used Satisfactory 0.378 0.321

Unsatisfactory 0.622 0.679

Remanufactured Satisfactory 0.436 0.364

Unsatisfactory 0.564 0.636

Renewable_Source
Satisfactory 0.137 0.062

Unsatisfactory 0.863 0.938

Scrap_Flow_Quantity Satisfactory 0.643 0.556

Unsatisfactory 0.357 0.444

Solid_Wastes
Satisfactory 0.695 0.605

Unsatisfactory 0.305 0.395

Water_Consumption Satisfactory 0.508 0.492

Unsatisfactory 0.492 0.508

6. Conclusions, Implications and Limitations to This Study

In this study, a BBN-based probabilistic model is proposed for predicting green supply chain
performance. Eleven green supply chain performance indicators and two green supply chain
performance measures were identified through a review of the existing literature, and then BBN was
used to develop the model that would predict the overall environmental performance. Inputting the
satisfactory/unsatisfactory states of the performance indicators in the model will provide the decision
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maker with the overall green supply chain environmental performance state. This will allow the
manager to see how the performance metrics can affect the overall green supply chain performance.
To validate the model, an extreme condition test was used. Furthermore, performing a sensitivity
analysis reveals the most important performance indicators and provides the decision makers with
a ranking of the indicators in the order of importance. For the case company in this study, output
amount of hazardous toxic material was found to be the most important indicator having the highest
variance reduction and entropy, followed by percentage of energy obtained from renewable sources.
Amount of solid wastes, total flow quantity of scraps, and percentage of materials remanufactured are
also some important indicators with relatively high sensitivity. On the other hand, amount of water
consumption, quality of air emission and amount of energy consumption were found to be the least
important indicators with low sensitivity. The manager of this company can give relatively less focus
to these factors without worsening the environmental performance too much. This model can also
help a manager to achieve a prespecified level of performance. The model allows a manager to input
the required level of environmental performance, and the model will determine at what level each
environmental indicator needs to be.

This study makes several theoretical contributions in the field of green supply chains. First, this
study identified the key performance indicators that affect the overall environmental performance
across the supply chain of an organization. Second, this study proposes a BBN-based framework for the
green or environmental performance prediction of a supply chain. The final contribution of this paper
is that it investigates how the individual key performance indicators affect the overall environmental
performance of a supply chain.

Using this model, managers and executives will be able to understand which performance
indicators most affect green supply chain performance of their company. They will also be able to
understand which performance indicators to focus on first, and where the resource should be allocated
first to achieve the optimum level of environmental performance. As managers usually have limited
resources at their disposal, prioritizing and optimizing resource allocation can greatly help in achieving
environmental objectives of a supply chain. Using the current performance level of each performance
indicator, they will be able to monitor current environmental performance, which will help them
to understand the company’s current relative position in the industry. Using diagnostic analysis,
managers can determine the target performance indicator levels required to achieve satisfactory
overall performance.

This study has some limitations. Due to limitations in collecting data, only one company’s data has
been used to test the model. Another limitation is that not all possible key environmental performance
indicators were added to the proposed BBN model. This model only considered two states, namely
satisfactory and unsatisfactory states for the BBN nodes.

There are several directions future researches on this topic can take. One direction can be adding
more performance indicators. A more comprehensive model validation test can be performed by
collecting data from multiple sources and performing multiple case studies. Another direction for
future research can be incorporating multiple states instead of just satisfactory and unsatisfactory states,
which can be an exciting direction for future research. IoT devices can be used to collect environmental
data in real time which can be used as the input for an online algorithm. This algorithm can update
the BBN model in real time for monitoring purposes. Other artificial intelligence-based tools such as
knowledge systems, fuzzy AHP, or Bayesian Regression Trees can be developed for predicting green
supply chain performance and the results can be compared.
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Abstract: Traditionally, it is believed that small- and medium-sized enterprises (SMEs) do not have
enough ability to adopt and persistently practice social sustainability. This is because SMEs are not
capital-intensive companies and neither are their returns nor skills. At the same time, the wellbeing
of the employees in SMEs cannot be ensured and sustainable development goals cannot be achieved
without making SMEs socially sustainable, as they account for the majority of world businesses.
Moreover, the expectation of the stakeholders and subsequent pressure on SMEs to practicing social
sustainability remains. Such pressure from the stakeholders creates a “mismatch problem” between
stakeholders’ expectations and SMEs’ abilities to adopt socially sustainable practices. This study
aims to explore what factors are responsible for this “mismatch problem”, and how SMEs can handle
this mismatch to be socially sustainable firms. Based on a rigorous literature review, this study
reveals that both internal issues, such as a lack of resources and awareness, and external issues,
such as the non-existence of a tailored social sustainability standard for SMEs and lack of institutional
support, are responsible for this gap. This study develops several propositions that highlight the
requirements in various situations and provides strategies outlining the implications for SMEs and
their stakeholders to make SMEs socially sustainable. Overall, this study discloses that cooperative
support from stakeholders, especially during a disruption such as the COVID-19 pandemic, a finance
mechanism, the development of awareness and human capital in SMEs, and a unified standard for
SMEs are likely to improve social sustainability practices in SMEs.

Keywords: social sustainability; small- and medium-sized enterprises (SMEs); stakeholder support;
social sustainability awareness

1. Introduction

There has been a widespread agreement that achieving social sustainability is critical for businesses,
organizations, and society [1,2]. Big companies and corporations have traveled far towards attaining
their goal of implementing social sustainability practices (SSPs). However, small- and medium-sized
enterprises (SMEs) are falling significantly behind in terms of achieving social sustainability goals [3,4].
While the advancement of multi-national and big corporations in this regard is appreciable, nonetheless,
the full benefit of social sustainability cannot be realized by society unless SMEs implement SSPs,
as these smaller firms account for the majority of the businesses in all countries around the world.
For example, more than 99 percent of European enterprises are SMEs, generating more than 85 percent
of new employment in Europe [5]. Therefore, it is obvious that achieving social sustainability in SMEs
will be vital for society as a whole. It has also been established that socially sustainable companies
generally perform better than other companies that do not adequately maintain these practices,
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as these non-participating firms suffer from a negative reputation and a loss of brand value [6,7].
Therefore, practicing social sustainability is important for SMEs to maintain their competitiveness [8,9].

Although research on social sustainability in SMEs is not well explored and still at a nascent stage,
a notion can be extracted from the literature that indicates SMEs’ inability to adopt SSPs. Many factors
can be cited as responsible for such an inability. For example, a lack of finance and capital investment,
knowledge, skills, and awareness and the misperceptions of SME owners and managers regarding
their role are predominantly mentioned in the literature [10,11]. No matter what the factors are,
stakeholder expectations and subsequent pressures for SSPs in SMEs are inevitable. This creates a gap
between the expectation of stakeholders and the ability of SMEs to implement SSPs in the supply chain
or business environment. Therefore, it is important to comprehensively understand this gap, which has
been termed in this study as a “matching problem”, and to formulate appropriate strategies to reduce
the gap. Due to the lack of focus on SMEs, the current body of literature is unable to provide such
understandings. On the other hand, underlying factors in adopting SSPs are different in multinational
or large companies and SMEs [4], suggesting that knowledge on social sustainability in the context of
large firms is not readily applicable to SMEs. Therefore, studies are particularly needed in the context
of SMEs to understand the “matching problem” and to formulate strategies to handle the problem.

In this study, therefore, we aim to provide an understanding of this issue. Based on a rigorous
literature review, we first explore the factors responsible for creating the gap between stakeholder
expectation and SMEs’ abilities to adopt SSPs. Then, we find strategies to reduce the gap so that
SMEs can be socially sustainable. In designing the strategies, we also outline the role of SMEs and
various stakeholders, such as buyers, government, and NGOs involved in the implementation of social
sustainability requirements in SMEs. By doing so, the study contributes to the literature on social
sustainability, as well as on SMEs. More importantly, we believe the study findings can serve as a
guide for SMEs and their stakeholders in formulating strategies to enhance SSPs in these smaller firms.

The rest of the paper is structured as follows. Section 2 outlines the concept and necessity of social
sustainability in SMEs. Section 3 introduces the “mismatch problem” and Section 4 explores it further
and develops propositions to understand why it exists in SMEs and how various factors contribute to
handling this problem. In line with the propositions, Section 5 provides the strategies and outlines
the role of SMEs and their stakeholders to make SMEs socially sustainable. The contributions of the
study are highlighted in Section 6, and a concluding remark, along with the future research directions,
are provided in Section 7.

2. Social Sustainability in SMEs

Supply chain social sustainability is concerned with the human side of sustainability [3,12,13].
It refers to the practices and ways firms address issues related to the health, safety, career progression
initiatives, freedom, and welfare of the people associated with the supply chain [1]. In an attempt to
specify the SSPs, Wolf [14] mentioned nine (9) main indicators: (1) a healthy and safe work environment,
(2) an acceptable minimum wage, (3) the specification of maximum work hours, (4) freedom to join
an employee union, (5) a policy for child labor, (6) suitable living conditions, (7) non-discrimination,
(8) a clear policy for corporate disciplinary practices, and (9) a policy for forced labor. In addition to the
organizational side, social sustainability is also concerned about advocating for the local community and
culture. For example, according to Zhang and Zhang [15], social sustainability addresses issues relating
to respecting, protecting, and advocating for native cultures and communities via providing benefits to
neighboring residents and actively participating in various community functions. More specifically,
firms can engage in several local programs on health, education, and sports via developing these services
or collaborating with the existing local providers to help the low-income earners of the community [16].
From the social sustainability perspective, participating in these functions is generally considered as
an intervention towards the enrichment of the society and community development [8,17].

Valuing and practicing SSPs are important for all firms, including SMEs. The importance for SMEs
is twofold: (1) SMEs can improve various performances by practicing SSPs efficiently and (2) the active
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participation of SMEs in SSPs is required to reach overall social sustainability goals from the societal
perspective. By being socially sustainable, SMEs can enjoy tangible performance improvements [18].
For example, Mani, Jabbour, and Mani [4] found that SSPs contribute to improvements in the supply
chain performance of SMEs. Moreover, the study revealed that the higher the investment made by SMEs
in SSPs, the better their supplier performance, customer performance, and operational performance.
These SSPs also significantly improve the financial performance of SMEs and enhance customer
satisfaction and employee satisfaction [16]. Moreover, SMEs’ opportunities to improve innovation are
increased when they can integrate SSPs with their core business policies and strategies [19], as well
as with other operations of the organization [9]. In addition, the integration of workforce-oriented
and society-oriented sustainability practices has a positive impact on the overall competitiveness of
SMEs [8]. Lee, Che-Ha, and Alwi [9] also argued that SSPs enhance the competitive advantage of
SMEs. Furthermore, the implementation of adequate SSPs enhances the reputation of SMEs in societies
and communities [20].

The adoption of SSPs by SMEs is also important from the societal point of view. Complete social
sustainability cannot be achieved if it is only practiced by large organizations as, in some economies,
such as EU countries and Malaysia, more than 99 percent of businesses are SMEs [21,22]. In addition
to adopting SSPs in workforce management, SMEs can play a substantial role in achieving complete
sustainability via focusing on local development by employing from surrounding areas and solving
local problems, as they generally manage niche social resources [19]. Moreover, SME operations have
substantial impacts on societies due to their large numbers. Therefore, their active participation in
SSPs is essential for overall social sustainability development [10,23].

While SSPs in SMEs are necessary from both SME and societal points of view, SMEs find it
challenging to implement and generally consider these practices as elective [9,10]. They perceive
that the potential benefits of SSPs are far less than the cost associated with their implementation [24].
Although they are not under the intense scrutiny of stakeholders, stakeholder’s expectations remain a
pressure for SMEs, which creates a mismatch between their abilities and expectations. Through an
extensive literature review, this research has identified a “mismatch problem”, which is yet to be
investigated in the literature. The objective of this study is to materialize the mismatch problem and
seek potential solutions to be carried out.

3. What Is the Mismatch Problem?

There is a growing concern among stakeholders about implementing sustainability practices in
the SME sector. Although the perception of SMEs is that they have a little individual impact on the
environment [25], collectively, their impacts are very high [26]. So, it is expected that this sector will
step forward to make their operations sustainable. Stakeholders around the world are taking measures,
such as new legislation, to force SMEs to behave ethically, collaborating with them by educating
them on social sustainability issues, providing direct or indirect incentives or rewards, and so on.
However, the concern within SMEs is how a single economic entity, especially a small-scale enterprise,
can be engaged in the uptake of sustainability practices. It is known that SMEs have a lack of expertise
and understanding with regard to strategies to address social and environmental issues [27]. This can
further be elaborated into many other issues faced by SMEs, such as the cost of implementation and
the limited capacity to absorb the cost within the volume of their operation. It is well known that cost
is a major barrier for SMEs to show more proactive sustainable behavior, with mangers perceiving little
financial benefit from environmental investments. This is even more exacerbated by little or no access
to finances from banks and other investment corporations, as they tend to favor large organizations
due to credit rating history and wealth. A lack of awareness regarding sustainability practices among
SMEs is evident, especially in the least developed or developing countries, where cultural factors
play a big role [10]. In many countries, children are employed in SMEs rather than going to school
because the legislation does not work fully due to cultural issues. The health and safety of workers
and workplaces are also among the things with the least priority. Despite all these issues limiting
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SMEs’ abilities to take up social sustainability issues, stakeholders’ expectations are still increasing.
Therefore, there is a clear mismatch between the expectations of stakeholders and the reality of SMEs’
abilities to meet those expectations. We envisage that this mismatch between expectation and reality
could hinder the progress of social sustainability implementation in SMEs and thus we investigate
further. Accordingly, we aim to explore the following research questions:

i. Why there is a gap between stakeholders’ expectations and SSPs adopted by SMEs?
ii. What should be the strategies to minimize the gap?

4. Exploration of the Mismatch Problem in SMEs

4.1. Factors Responsible for the Gap in SMEs’ SSPs

The literature suggests a number of reasons why there is a social sustainability gap in SMEs.
Among them, a lack of various types of resources, such as finances, skills, staff, and time, are mentioned
most frequently [9,10,28]. A lack of financial resources to invest in implementing sustainable practices
is considered one of the main barriers to adopting SSPs in SMEs [27,29,30]. The initial investment is
required for several SSPs, such as building infrastructure for a safe work environment. While SMEs
have a lack of infrastructure, they also cannot only make compliance investments to build such
infrastructure due to a lack of financial resources [19]. As such, SMEs are unable to implement
several SSPs in their firms. Moreover, an efficient implementation of SSPs requires appropriate skills
in the labor force and managers that may not be adequate in SMEs [19,31]. The lack of skills in
SMEs is evident in the findings in Johnson and Schaltegger [10], who report that, even when SMEs
are aware of the impacts and benefits of SSPs, they are still unable to implement these practices
properly due to a lack of skills, knowledge, and expertise. In line with this, a recent study [32]
also suggests that practitioners and leaders in SMEs need to be skilled to properly implement SSPs.
Furthermore, SMEs generally have too few human resources (staff) to assign someone specifically to
the job of taking care of social sustainability or sustainability issues. Due to wearing different hats
within a business, SME practitioners also face time constraints in implementing social sustainability
indicators [33]. For example, according to the Chamber of Commerce, Industry, Craft and Agriculture
of Milan (2003), while more than 80 percent of SMEs with five to nine employees are not willing to
implement SSPs, this percentage drops substantially when the results are analyzed for SMEs with 10 or
more employees (cited in [24]).

In addition to a lack of resources, a lack of long-term orientation, and the misperceptions of SME
owners and managers are mentioned as barriers to adopting SSPs. The investment made in improving
SSPs does not provide sufficient return in the short to medium term [24]. However, SMEs care more
about the investment that gives them immediate returns, as they do not value the investment that
only provides benefits in the long term [34,35]. As a result, smaller firms perceive very few benefits of
sustainability practices compared to larger firms [36]. Moreover, SMEs generally lack a consistent and
proactive sustainability culture to promote SSPs. Given that such culture and orientation are important
for all firms, including SMEs, in adopting both basic and advanced SSPs [37–39], a lack of these
elements certainly creates obstacles in the implementation of these practices. In addition, while SMEs
are characterized by a small number of employees, they also have a high degree of necrocracy, as they
are mostly family businesses where conflict among family members is a common issue [40]. Due to
these conflicts, it is difficult for firms to reach a consensus for implementing a social practice unless
there exists an established culture and formal governance mechanism for SSPs [41,42]. The other
barrier is that SMEs often perceive that their operations have no or minimal impacts on society [30].
However, research shows that the cumulative impacts of SME operations are very high, as most of the
businesses across the world are SMEs [26]. These misperceptions are found to be counterproductive to
adopting SSPs [10,11,23].

While SMEs’ lack of resources and poor social sustainability orientations are mostly mentioned as
the barriers to adopting SSPs in the literature, we dig deeper into the SME literature to understand
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if any other factors are also responsible for the gap between stakeholders’ expectations and SMEs’
SSPs. It is important to understand this because some SMEs successfully implement SSPs [43]. If some
can, a common question is what makes the gap bigger for other companies. Moreover, both resources
and orientation are internal issues of SMEs. Highlighting only these issues means that the blame is
on SMEs for the social sustainability gap in their firms. The literature survey reveals that SMEs face
problems in finding guidelines for implementing a social sustainability standard that is specifically
designed for them [24]. This is a crucial factor for increasing SSPs in SMEs because many guidelines
are set in the context of large multi-national companies and may not be applicable for SMEs [44].

The other issue that increases the gap is the lack of support from other stakeholders in
implementing SSPs. Due to their smaller size, the business counterparts of SMEs, such as buyers and
suppliers, often consider them less critical; hence, they provide limited support in implementing SSPs.
Moreover, SMEs do not have enough bargaining power [23], which is required to solicit support from
other supply chain partners in complying with social sustainability standards [45]. Due to limited
bargaining power, SMEs are also not able to provide requirements to their supply chain partners to
ensure supply chain-wide social sustainability. For example, Jorgensen and Knudsen [29] found that
SMEs receive more social sustainability requirements from their buyers than they provide to their
immediate suppliers. Due to the lack of support from their supply chain partners or other relevant
stakeholders, SMEs tend to ignore SSPs.

As discussed, many issues are responsible for the social sustainability gap in SMEs. These include
several internal issues, such as the resource, skill, and knowledge constraints of SMEs and the poor
orientation culture of SMEs, as well as external issues, such as the complexity of the standards and a
lack of stakeholder support. Therefore, we come up with the following proposition:

Proposition 1 (P1). Both internal factors, such as a lack of resources and poor social sustainability orientation
and culture, and external factors, such as a lack of standard and institutional support from various stakeholder
groups, are responsible for the gap between stakeholders’ expectations and SSPs adopted by SMEs.

4.2. Role of Stakeholder Pressure and Support

Stakeholder pressure has been considered as a dominant factor for firms to implement sustainable
practices in their organizations. However, as big organizations are under the intense scrutiny of
stakeholders, such as government, media, NGOs, and so on, they generally act on the requirements
of their stakeholders. This is because they tend to have the necessary capabilities to implement
such practices. However, not all organizations will be able to integrate these into their business
practices, particularly when it concerns SMEs [9]. Although SMEs are a significant driver of economic
growth, wealth, and job creation [22], their lack of awareness and interest in sustainability is well
acknowledged in literature [10]. Furthermore, SMEs are generally not under the attention of the
media or other stakeholders and so enjoy less accountability for their activities in society. As they
operate below the radar screen of regulators and the general public, they can easily escape public
scrutiny. Strict regulations are sometimes considered as a possible option to make firms comply with
sustainability issues.

Although legislation could drive SMEs to engage in sustainability activities, legislative pressure,
or other forms of pressure, alone is not enough because of the poor surveillance of sustainability
activities in developing countries. For instance, research by Baden, Harwood, and Woodward [46]
found that pressure by government and big organizations to include social sustainability requirements
in procurement works as an incentive for only 49% of SMEs. Moreover, because SMEs’ prime concern
is general competitiveness and a preference for short-term monetary benefits, it has become very
complex for policymakers to set up a proper policy for SMEs to adopt sustainable practices. As a
result, mere pressure from government and policymakers cannot substantially improve SSPs in SMEs.
In addition, SMEs only strive to meet the requirements of their immediate partners, especially powerful
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ones, in the supply chain [47]; hence, any pressure that comes from other supply chain partners does
not work profoundly for the implementation of SSPs.

Instead, support from stakeholders can work better to motivate SMEs to implement SSPs.
Many governments and business associations across the globe have reward packages, policy support,
and other schemes to encourage SMEs to implement SSPs [48]. A number of schemes, such as
the “Living Business Programme” and “Caring Company Award”, to improve SMEs’ sustainability
performance, can be found in Studer et al. [48] in the context of Hong Kong. Many of these schemes are
provided because small firms do not have sufficient internal resources or the expertise to implement
sustainability practices on their own, and they tend to have limited access to information concerning
sustainability management [49]. Egels-Zandén [50] found that implementing SSPs is an emergent and
complex process, as it involves political consideration, traceability, and trade-offs in product design.
Due to having limited skills, SMEs find it hard to undertake initiatives to implement SSPs on their
own. Hence, support for the implementation of and apprehension about adopting SSPs could be a big
factor in this regard. In addition, policy support with direct and indirect monetary benefits could be an
added factor.

In short, support from and the involvement of various stakeholders, such as governments,
business associations, buyers, and other stakeholders, can boost SMEs’ confidence in implementing
SSPs. If the stakeholders pressurize them to implement the practices without proper support, the traditional
command-and-control approach would be less likely to work. Therefore, it can be proposed that:

Proposition 2a (P2a). When support from various stakeholders, such as governments and buyers, is available,
SMEs are more motivated to implement SSPs. Mere pressure or law enforcement might not work for SMEs.

Such support becomes more important during a disruption that has a severe impact on the
operations of SMEs. SMEs are generally more vulnerable to disruption. For example, disruption has a
more severe impact on the profit and other financial measures, such as return on assets and return on
sales, of SMEs than those of large corporations [51,52]. With higher impacts of disruptions and a lack of
resources, SMEs find it difficult to survive and maintain SSPs. For example, a recent study [53] reported
that SMEs struggle to practice social sustainability during a disruption or an extended economic crisis
due to a lack of liquidity. As a result, they tend to sidestep social sustainability commitments and
initiatives to ensure their survival and overcome the problem of liquidity. During such a disruption,
SMEs need support from their various stakeholder groups to continue their commitment towards SSPs.

Take the example of the current pandemic outbreak of acute respiratory syndrome coronavirus 2,
known as COVID-19. Organizations of all sizes, including SMEs, across the world are facing problems
in retaining their workforce and maintaining social sustainability. According to the International
Labour Organization (ILO), around 200 million employees globally could lose their jobs due to
this extraordinary outbreak [54]. While larger firms are struggling to retain their employees and
perform other sustainable practices because of continued loss [55,56], it can be clearly understood
how difficult it is for SMEs to retain their employees and show commitment to social sustainability.
During such a crisis period, support from various stakeholder groups can serve as an incentive to
practice social sustainability. The government and policymakers of a country can play a crucial role in
this regard [53]. For example, Australian SMEs could access job-keeper support, an incentive provided
by the government, to retain their employees [57]. Similar incentives from the government are also
provided in other countries to assist SMEs in maintaining SSPs, such as retaining staff, paid leave,
and other subsidies. For instance, in Cambodia, the government has contributed to the salary of the
staff of SMEs who were rendered jobless because of a factory closure and confirmed their eligibility to
receive 60 percent of their salary for six months [53]. The government of Sri Lanka also confirmed that
employees are entitled to paid leave if factories are temporarily closed [58]. Not only the government,
but other stakeholders, such as large buyers of SMEs, can also support SMEs to maintain SSPs during a
disruption. Support from various stakeholder groups can give a positive impression of connectedness
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to SMEs. In return, they show their commitment to their employees and communities via performing
SSPs. Therefore, we propose:

Proposition 2b (P2b). SMEs require support from various stakeholders to perform their SSPs during disruption.

4.3. Cost Implications

The implementation of various SSPs incurs costs for organizations. Depending on the types of
costs incurred, the practices can be divided into a two-by-two matrix, showing operating cost and
initial investment (Figure 1). Some practices require a high initial investment but incur low operating
costs over time. For example, developing infrastructure for workplace safety and amenities, such as a
cafeteria and restroom, needs substantial investment at the beginning [59]. However, once developed,
the operating cost of these facilities is not too high. On the other hand, there are some other SSPs that
incur high operating costs over time but need less initial investment. For instance, a firm that wants to
adopt a decent pay structure for the staffmay need to increase remunerations substantially [8]. In such
a situation, firms need to pay additional remuneration every month. Similarly, if a firm joins with a
local NGO to participate in a poverty reduction program, it may need to contribute to the program
every month or year over a certain period.

 

Figure 1. Social sustainability practices (SSPs) and types of cost required.

On the other hand, some practices may need both high operating costs and high initial investment.
For example, if a firm wants to develop childcare facilities, first it needs to make an initial investment
in developing a childcare center within the organization. Then, the firm also needs to hire one or more
staff to take care of the children, which increases the operating costs for the firm. Similarly, when a firm
decides to develop and run a community facility, such as a local school or health care facilities for local
people, it needs to invest in the infrastructure as well as carry the running cost [11,16]. Finally, there are
some SSPs that neither need high initial investment nor incur a high operating cost. Rather, these types
of SSP need a proactive mindset and organizational governance structure. For example, to promote
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non-discrimination, a clear disciplinary policy, and women leadership, a firm just needs to value
such practices.

SMEs face huge challenges in implementing SSPs that require a high initial investment. This is
mainly because they have a lack of financial resources and are characterized by low capital [29]. It is
not feasible for SMEs to make such a huge initial investment to adopt these SSPs. Moreover, SMEs face
problems in obtaining compliance loans because of their lack of collateral. This challenge of SMEs is
already noted in the literature. For example, the initial cost or investment is found to be one of the main
barriers to why SMEs do not implement many SSPs in their businesses [41]. For adopting SSPs that
need high initial investment, SMEs need financial support from other stakeholders. The support can
be provided in various forms. For example, government or relevant SME policymakers, or even NGOs,
can provide donations to SMEs to develop infrastructure to adopt SSPs. On the other hand, buyers can
provide finance to SMEs to adopt SSPs, such as giving a certain amount to SMEs for adopting an
SSP which will be later adjusted with the price of the products. In such a situation, SMEs would
be able to develop infrastructure without obtaining a loan from a bank or other financial institution.
Such financial support from the stakeholder is likely to encourage SMEs to do their part by adopting
SSPs in the firm. Therefore, we propose:

Proposition 3a (P3a). When social sustainability implementation attracts high investment, SMEs are less
likely to adopt such practices on their own; hence, they require donations, finance, or other financial support from
governments or other stakeholders, such as buyers or NGOs.

When the implementation of an SSP requires a low initial investment, it is the SME’s responsibility
to increase the efficiency of the operation so that it can cover the increased operating cost. It is very
natural that the implementation of SSPs has an impact on other enterprise functions, for example,
the impact on the operating cost [37]. For example, to ensure SSPs in sourcing, firms may need to
change the location of suppliers, which may incur higher transportation costs [23]. In adopting these
SSPs, SMEs need to be innovative so that they can reduce the cost of the activities in their operation [60].
As an example, while SMEs implement decent pay, they can be innovative in designing shifts for
the employees to maximize the use of human resources. Such an innovation in the operation can
also increase productivity for the firms. SMEs should not expect that their stakeholders will provide
financial assistance over the entire period needed to adopt these high operating cost-generating SSPs.
Rather, they need to increase their efficiency and productivity to increase the flow of liquidity to
practice these SSPs. Hence, rather than expecting financial support from the stakeholders, SMEs can
seek know-how from the stakeholders so that they can efficiently implement these SSPs [61]. SMEs can
also create a separate budget for covering the running cost of SSPs, as such a budget is found to be
effective in implementing SSPs [62]. Based on the above discussion, we propose the following:

Proposition 3b (P3b). When an SSP requires an increased operating cost, it is the SMEs’ responsibility to
increase their productivity and/or efficiency to make the SSP financially viable.

4.4. Role of Awareness Development

Employees’ and employers’ awareness both play a significant role in implementing SSPs in
SMEs [46]. If the entrepreneurs of SMEs have the proper knowledge and understanding of their
employees’ human rights, for example, the availability of proper sanitation facilities, a safe workplace
considering occupational health and safety (OHS) requirements and standards, wages paid on time,
and provisions for working overtime, the implementation of SSPs becomes easier. SMEs can be
opportunistic, as in many countries, the legislation for SMEs is not in place or rules of laws are
not strictly maintained throughout society [48]. So, it is critical that SMEs are aware of the benefits
of social sustainability in the long run to the company and to society, in addition to the ethics
of business and their responsibility to society. For example, Zhang and Zhang [15] found that,
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when SME practitioners understand their role in protecting local people or the local culture, they tend
to hire more local people and develop their brands with local culture, as well as train local people.
Similarly, employees’ awareness can make big differences as well. If the employees are aware of their
rights, it is difficult for SMEs to show opportunistic behavior. They will be forced to take proper
measures to ensure the health and hygiene of the workplace, pay on time, and act according to local
legislation. In this regard, internal communication regarding SSPs with employees is suggested [61].
An appropriate level of education of employees could help to increase awareness regarding their rights
and responsibilities. As mentioned earlier in this section, regulations are not strictly enforced in many
countries, especially in developing countries; hence, awareness among employees and society is the
key to social sustainability. For example, in the least developed countries, child labor is a big problem.
Children are often forced to work due to the financial constraints of the family in the least developed
countries, although child labor is banned in almost all the world by law. Only the awareness of both
parties can help to overcome this situation where law enforcement is lacking.

Proposition 4 (P4). SMEs’ and their employees’ awareness may further encourage SMEs to adopt SSPs.

5. Strategies to Handle the Mismatch Problem

A number of strategies can be undertaken to tackle the matching problem identified in this
study. We propose some strategies (shown in Table 1) that we believe are pragmatic and useful.
Depending on each SME’s circumstances, any or a combination of strategies could be adopted.
Building a cooperative relationship is one of the most cited strategies in supply chain research and
it could be very relevant in this context. The implementation and practice of social sustainability
issues are complicated [50]; hence, they need support from stakeholders. The support can be in the
form of receiving know-how and technical support from a stakeholder [15]. For example, when a
buyer provides their requirements for SSPs, SMEs can actively seek advice, training, and assistance
from the buyer for the implementation of such practices. Moreover, stakeholders can give support
via providing immediate finances for implementing the SSPs. For enhancing SMEs’ capabilities to
practice social sustainability, various stakeholders need to extend their support via sharing knowledge
and providing technical assistance and finance. In order to obtain such support, SMEs need to build
trustworthy relationships with the relevant stakeholders. SMEs need to understand that support from
stakeholders can only be achieved when there exists a reciprocal relationship between them. In this
regard, they need to maintain their commitment to the business partners, such as by providing superior
services within their capacity and sharing relevant and timely information so that a cooperative and
respectful relationship is created [44].

The next strategy that we suggest to reduce the gap is undertaking awareness development
programs for creating awareness in both SME owners and employees towards SSPs. We suggest this
because it has been revealed that the positive attitude and orientation of SME owners/managers is one
of the most crucial factors that motivates them to implement SSPs [46]. The government and other
policymakers should organize campaigns and other awareness development programs to demonstrate
cases (SMEs) that successfully implement SSPs. In these programs, both the benefits of SSPs and the
roles of SME practitioners in implementing such practices should be highlighted. Such understanding
is likely to encourage and guide them to undertake necessary actions for implementing SSPs. SMEs also
need to organize internal programs for their staff so that they become aware of their roles in performing
SSPs. A culture for the timely and free flow of internal communication on social sustainability should
be created to develop awareness within the organization.

61



Sustainability 2020, 12, 6408

Table 1. Suggested strategies for reducing the gap between stakeholders’ expectations and SSPs
adopted by small- and medium-sized enterprises (SMEs).

Strategy Implications for SMEs Implication for SMEs’ Stakeholders

Building cooperative relationships

Maintain commitment;
Information sharing;

Provide premium customer
service.

Technical support;
Specific investment;

Training;
Knowledge sharing.

Awareness development programs
towards social sustainability.

Internal communication;
Internal programs;

Knowledge development.

Policy support by the government;
Demonstration of successful cases

(SMEs that implemented SSPs)

Sustainable finance mechanism. Participation in buyers’ financial
packages.

Creation/development of financial
packages for SMEs;

Easy access to finance from buyer;
Government support in the form of

loan, subsidy.

Governance structure.
Initiative to develop corporate

governance structure that supports
social sustainability adoption.

Compliance audit for SSPs.

Human capital development.
Development of various programs

such as training, education, and
skill database.

Assist SMEs in developing programs;
Expert knowledge sharing by buyers.

Implementation of innovative
changes.

Efficient and innovative
implementation of changes. Guide SMEs in innovative changes.

Unified standards to follow. Liaise with buyers to come up with
standard adoption requirements.

Develop a framework by involving
various stakeholders and come up
with a unified standard for SMEs.

In the literature, there is a notion that a sustainable supply chain finance mechanism could
enhance sustainability practices and thus improve the sustainable performance of supply chains [63].
We propose that this could be an effective strategy to minimize the identified gap between expectation
and ability. A sustainable finance mechanism is a platform where buyers come up with some financial
packages for SMEs to easily access cash in return for discounted prices or any other agreed conditions.
Financial institutions are invited to facilitate those packages. This mechanism can work in different
ways; however, it increases the cash flow in the supply chain, which is absolutely critical for SMEs
to operate. Understandably, SMEs have less access to capital and so always seek loans/credit from
financial institutions, which is often difficult for them to get due to mortgages/bonds and other
contractual arrangements. Financial packages from buyers in sustainable finance packages could help
to build trust, collaboration, and eventually build up SMEs’ confidence and motivate them to work
towards implementing buyers’ social sustainability requirements [63]. Therefore, the government and
buyers should create a sustainable financial package for SMEs and ensure easy access to this package.

The next strategy that we suggest is maintaining a sound organizational governance structure
that supports the proper implementation of SSPs in SMEs. While social sustainability fosters
non-discrimination and career progression, these should be well articulated by the organizational
governance mechanism. SME entrepreneurs/managers should ensure that organizational policies
and processes for social sustainability issues are clear and communicated properly to the staff so that
they are aware of their roles in implementing SSPs. In addition to developing a positive orientation,
such clear policies and processes can also the build capabilities of the practitioners, as these may
serve as a guide to improve the understanding of social sustainability issues [12]. Policymakers and
governments can also play a role in this regard. For example, an audit program could be initiated to
track whether SMEs properly maintain SSPs and guide them to improve such practices.

It is also essential to develop the human capital in SMEs to improve SSPs. Dynamic entrepreneur
leadership is found to have a positive effect on SSPs in the context of Malaysian SMEs [32]. Such dynamic
leadership or managerial competencies cannot be achieved without providing training to the
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practitioners on various issues. Therefore, SMEs need to organize various skill and knowledge
development programs, such as training and education, on social sustainability for their staff.
In addition, other relevant stakeholders should also help develop the human capital of SMEs.
For example, buyers can provide technical support to SMEs and the government can create education
programs for SME practitioners to improve their skills base on SSPs.

We also suggest that SMEs need to be innovative in changing their operations to implement
SSPs. A previous study [43] showed how Metalquimia, a medium-sized family business in Spain,
successfully adopted SSPs through innovation in the adoption of change. While implementing SSPs,
firms may need to change their other organizational practices. For example, a firm that wants to
strictly comply with maximum work hours may need to reduce the working hours of the staff.
Without ensuring innovation in the operations, such as process innovation to maximize the utilization
of the working hours, the cost will increase as a result of the reduced work hours of the staff. SMEs may
not be able to tolerate a substantial increase in cost by adopting SSPs. The implementation of SSPs
may become a burden to SMEs if they are not able to ensure innovation in the adoption of change.
Therefore, SMEs need to be innovative in implementing SSPs. In this regard, various stakeholder
groups, especially buyers and policymakers, should guide SMEs.

Finally, we suggest a unified social sustainability standard for SMEs to follow. The literature
argues that the complexity of social sustainability standards is a major reason why SMEs do not
implement SSPs. These standards are generally developed to account for international, and at least
national, issues. On the other hand, SMEs act at a local level; hence, they find adopting standards to be
challenging unless they are well supported by stakeholders [10]. SMEs are often required to adopt the
standard certifications suggested by their stakeholders. Depending on the statutory or non-statutory
obligations, stakeholders pressurize them to implement various standards, such as ISO26000, LEED,
to ensure social sustainability standards are being properly followed by SMEs. There are many different
types of standards required by buyers because of the local and international regulations and it is often
impossible to have them all implemented due to a lack of resources. In addition, there will be a problem
of fit even when they overcome the problem of the lack of resources [64]. Therefore, SMEs need a
unified standard to be implemented. This will save a lot of resources, decrease the complexity of
implementation, and motivate them to implement more SSPs, as the cost of implementation will be
reduced greatly. Therefore, policymakers need to create a unified social sustainability standard for
SMEs by involving various stakeholders. SMEs also need to provide inputs, such as requirements for
buyers, so that policymakers can create a comprehensive standard to follow.

6. Contributions of the Study

This study investigates why there is a social sustainability gap in SMEs. It formulates some
propositions and provides strategies to reduce the gap. By doing so, the study makes some notable
contributions to the literature. The main contribution of this study is to identify the gaps in SMEs’
SSPs and subsequent strategies, which will help the SME sector to be more socially sustainable.
While previous reports broadly highlight the importance of social sustainability in SMEs and the
difficulties and challenges in implementing SSPs in SMEs, none of them spotted the gap and provided a
comprehensive understanding on this issue. Similarly, most of the academic articles that focus on SSPs
in SMEs mainly discuss the importance, challenges, and barriers to implementing SSPs. For example,
according to MacGregor and Fontrodona [43], the majority of the studies on SSPs in SMEs mostly
focus on the development of awareness of SSPs. While enough justifications are already available
in the literature as to why SMEs should implement SSPs, at this stage, it is more important to know
the specifics of how SMEs can implement SSPs. This study discusses how social sustainability can
be achieved in SMEs, which is a unique and noble contribution to the existing body of knowledge.
Addressing such adequacy is important given that it is vital to know how SMEs can implement SSPs
despite having resource and skill constraints and other challenges.
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Next, the study supplements the limited research focusing on social sustainability, or sustainability
in general, in SMEs [4,11,65]. Through a systematic literature review on social sustainability,
Nakamba, Chan, and Sharmina [3] reported that research to date mostly focuses on large firms,
and studies investigating the practices of and approaches to social sustainability in SMEs are inadequate.
Finally, the study contributes to the literature on social sustainability. While environmental sustainability
has been rigorously investigated in the previous literature, research on social sustainability is scarce [7].

7. Conclusions and Future Research Directions

Aiming to provide guidelines to make SMEs socially sustainable, this study has explored why
there is a gap between stakeholders’ expectations and the SSPs adopted by SMEs, and how the gap can
be minimized. Based on a rigorous literature review, the study has revealed that both internal and
external factors are responsible for this social sustainability gap in SMEs. Various internal issues, such as
poor organizational orientation and culture and lack of resources, skills, and knowledge, create the gap.
Moreover, external factors, such as a lack of a tailored standard for SMEs and a lack of support from
stakeholders, are also responsible for creating this gap or making the gap bigger. In order to minimize
the gap, we propose that stakeholder support, a supply chain finance mechanism, the improvement of
SMEs’ efficiency and productivity, and the development of the awareness of employees will lead SMEs
to be more socially sustainable. In line with these propositions, we have also provided several strategies,
outlining the implications for both SMEs and their stakeholders. The strategies include building
cooperative relationships with various stakeholders, developing programs to create awareness of SSPs,
creating a sustainable finance package, ensuring a supportive governance structure, developing human
capital, innovation in implementing SSPs, and developing a unified social sustainability standard
for SMEs.

While the study findings make notable contributions to the literature, it also has a number
of limitations that can be seen as the directions for future research. For example, in designing
the proposition, this study only uses the current body of literature and does not consider
any particular context. Therefore, future studies could empirically investigate and validate the
propositions. For validating the findings of this study, a future study could formulate and test
several hypotheses grounded in appropriate theories and based on the propositions suggested in this
research. Moreover, a comparative study could be undertaken to explore how the proposed strategies
contribute to increasing SSPs in SMEs in developed and developing countries. Such a study might
provide useful information, as SSPs and their characteristics vary between developed and developing
countries [4]. Moreover, there is a difference in implementing SSPs in developing and developed
countries. For example, a study by Malesios et al. [18] revealed that French SMEs are different from
Indian SMEs in practicing social sustainability. Therefore, a comparative study could be useful to
further refine the strategies in the context of developed and developing economies. Finally, we suggest
a future study for unveiling whether, how, and to what extent the strategies proposed in this research
can contribute to the achievement of the sustainable development goals of the United Nations.
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Abstract: Recently, as global warming has become a major issue, many companies have increased their
efforts to control carbon emissions in green supply chain management (GSCM) activities. This paper
deals with the multi-item replenishment problem in GSCM, from both economic and environmental
perspectives. A single buyer orders multiple items from a single supplier, and simultaneously
considers carbon cap-and-trade under limited storage capacity and limited budget. In this case we
can apply a can-order policy, which is a well-known multi-item replenishment policy. Depending on
the market characteristics, we develop two mixed-integer programming (MIP) models based on the
can-order policy. The deterministic model considers a monopoly market in which a company fully
knows the market information, such that both storage capacity and budget are already determined.
In contrast, the fuzzy model considers a competitive or a new market, in which case both of those
resources are considered as fuzzy numbers. We performed numerical experiments to validate and
assess the efficiency of the developed models. The results of the experiments showed that the
proposed can-order policy performed far better than the traditional can-order policy in GSCM. In
addition, we verified that the fuzzy model can cope with uncertainties better than the deterministic
model in terms of total expected costs.

Keywords: green supply chain management; carbon tax and cap; can-order policy; mixed-integer
programming; fuzzy constraints

1. Introduction

Since the 1997 Kyoto protocol, many countries and organizations have presented legislation
or policies about managing carbon emissions as global warming destroys the Earth’s ecosystem.
Accordingly, any company can concentrate on reducing and managing its carbon emissions in a variety
of areas such as supply chain management (SCM), production, contracts, inventory, and replenishment,
with the result that green supply chain management (GSCM) is quickly spreading [1]. The main
purpose of GSCM is to minimize supply chain costs and simultaneously reduce carbon emissions. In
line with this goal, many governments have implemented carbon cap-and-trade regulation, which is
well known as an effective economic-based mechanism [2]. Under such regulation, each company is
allocated limited carbon emissions credits from its government, and it can buy or sell rights to emit
carbon emissions with other companies in the carbon trading market [3,4]. In the European Union, the
European Union Emissions Trading Scheme, which is the largest carbon trading market, has covered
almost 50% of total carbon emissions [5]. Therefore, it becomes important to consider GSCM in the
context of carbon cap-and-trade regulation.

Beyond governments’ efforts to reduce carbon emissions, some companies have tried to manage
their own carbon emissions through their supply chains. For example, the retailers Asda, Tesco,
Wal-Mart, and H&M require their suppliers to reduce carbon emissions during multi-item replenishment

Sustainability 2020, 12, 4877; doi:10.3390/su12124877 www.mdpi.com/journal/sustainability

69



Sustainability 2020, 12, 4877

activities [6,7]. In this way, a company considers carbon emissions simultaneously with the multi-item
replenishment problem under limited resources, such as storage capacity and budget [8]. However, a
company could face two realistic situations based on either known or unknown market information [9].
When a company is in a monopoly market, it knows all of the relevant market information so it can
easily decide on storage capacity and budgets. In contrast, when a company is in a competitive or a
new market, the needed market information is difficult to grasp. In this case, because of weak market
information, neither proper storage capacity nor budgets can be estimated in a stochastic sense. It is
difficult to predefine them [10]. Therefore, this paper focuses on the multi-item replenishment problem
with limited resources under two market information cases, the certain and the uncertain.

Given current real-world practices, this paper considers the multi-item replenishment problem
with carbon cap-and-trade under limited storage capacity and budget. This work (1) develops two
mixed-integer problem (MIP) models based on a periodic can-order policy, which is a well-known
multi-item replenishment policy; (2) includes carbon cap-and-trade for GSCM; and (3) covers two
market information cases: certain and uncertain information. This paper makes the following
contributions. First, we develop a deterministic model with carbon cap-and-trade for GSCM with
certain (known) market information. In this model, both storage capacity and budget are already
predefined. The deterministic model can be applied in a monopoly market case. Based on this model,
we develop a fuzzy model applying fuzzy constraints. Because of uncertain market information, both
storage capacity and budget are considered as fuzzy numbers. The fuzzy model can be applied in a
competitive market case. Second, we suggest both MIP models based on the periodic can-order policy.
Thus, each model can obtain optimal results under replenishment planning and inventory control.

The structure of this paper is as follows. A literature review is presented in Section 2. Notation,
assumptions, and problem definitions are introduced in Section 3. The deterministic model and the
fuzzy model are developed in Sections 4 and 5, respectively. We present numerical experiments in
Section 6. Academic, managerial, and environmental insights are presented in Section 7. Finally,
conclusions are presented in Section 8.

2. Literature Review

This paper is related to three elements of the relevant literature: a multi-item replenishment
problem for GSCM with carbon emissions, the can-order policy, and GSCM with fuzzy constraints. The
research on multi-item replenishment for GSCM with carbon emissions has been approached in various
ways. Konur [11] suggested an integrated inventory-transportation model which considers a carbon
cap and the emissions characteristics of trucks during transportation. Nia, Far, and Niaki [8] considered
an economic order quantity model under the green vendor-managed inventory (VMI) policy, which
includes limited warehouse capacity, pallets, deliveries, and greenhouse-gas emissions. Mokhtari and
Rezvan [12] applied VMI policy to solve a multi-item replenishment problem in GSCM. In their model,
each retailer decides on a replenishment plan based on a limited amount of total GHG emissions. Noh
and Kim [1] considered a single-setup/multiple-delivery policy for a green supply chain contract under
an uncertain demand situation. They proved that the cooperative contract is useful to improve the
performance of GSCM. Cui et al. [13] focused on a business-to-consumer (B2C) e-business company
with distribution centers, and they utilized the strategy of multi-item joint replenishment-distribution.

The theory of the can-order policy was first established by Balintfy [14]. Based on that study,
Silver [15] focused on an inventory replenishment problem with Poisson demand and non-zero lead
time. He established that a can-order policy performed better than an independent order policy.
Liu and Yuan [16] developed a Markov model for a two-item inventory system with coordinated
replenishment and a heuristic method for solving the problem. Kayiş et al. [17] presented a continuous
can-order policy model with two items with Poisson demand under a semi-Markov decision process,
and developed a simple enumeration algorithm to solve the problem. Tsai et al. [18] developed an
association clustering method that gathers items with similar demand in a hierarchal way to evaluate
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the correlated demand for handling a large number of items. Kouki et al. [19] considered a continuous
review can-order policy, developed as a Markov process with perishable items and zero lead time.

According to the basic theory of the can-order policy, the inventory system should be continuously
reviewed. However, because the supplier has limited replenishment opportunities, Johansen and
Melchiors [20] suggested a can-order policy model with a periodic review system. To simulate
their idea, they suggested a new method based on Markov decision theory to obtain a near-optimal
solution. Nagasawa et al. [21] presented a periodic can-order policy model that uses multi-objective
programming to obtain the optimal can-order level. Most previous studies dealt with the continuous
review system and focused on deriving the reorder level, can-order level, and order-up-to level based
on various algorithms. In the real world, a supplier might ship items once or twice a day, so a company
might not receive items as frequently as desired [20]. Although those researchers assumed that those
levels cannot be fixed to certain values, a decision maker usually sets those levels according to inventory
strategy and service level, respectively. Besides, they did not consider carbon cap-and-trade and
limited resources, which are storage capacity and budget in the uncertain market information case.

In a competitive or a new market, it is impossible to describe the market information as a
specific stochastic distribution because of this uncertainty. To handle this problem, many researchers
apply the fuzzy method, a common way to handle uncertainty and non-stochastic situations [22].
Some researchers have tried to apply the fuzzy method to replenishment models. Sadeghi et al. [23]
considered the economic production quantity policy under the consignment stock policy in a fuzzy
demand situation, and they applied particle swarm optimization to solve their model. Nia et al. [24]
presented a fuzzy resource nonlinear integer programming model that regards customer demand,
storage capacity, and the budget as fuzzy numbers. Sadeghi et al. [25] focused on a nonlinear integer
programming model with a trapezoidal fuzzy number for demand. However, for handling uncertain
resource constraints, no previous studies have applied the fuzzy method to GSCM which focuses on a
multi-item replenishment problem.

3. Notation, Assumptions, and Problem Definitions

3.1. Notation

Index:
i item, i = 1, . . . , I
t period, t = 1, . . . , T

Decision variables:
yt binary variable indicating the order during period t
lit inventory level of item i at the end of period t
li+t on-hand inventory of item i at the end of period t
li−t backorder level of item i at the end of period t
xi

t order amount for item i in period t
Si

t the order-up-to level of item i in period t
αi

t if lit drops below si, then αi
t = 1, otherwise αi

t = 0
βi

t if lit drops below ci, then βi
t = 1, otherwise βi

t = 0
γi

t if lit drops below ci and at least one item is ordered in period t, then γi
t = 1, otherwise γi

t = 0
zi

t if minor setup is done for item i during period t, then zi
t = 1, otherwise zi

t = 0
e+t amount of buying carbon credit in period t
e−t amount of selling carbon credit in period t

71



Sustainability 2020, 12, 4877

Parameters:
ut major ordering cost in period t ($/order)
vi

t minor ordering cost of item i in period t ($/order)
bi

t per unit backorder cost of item i in period t ($/unit)
hi

t per period holding cost of item i in period t ($/unit)
p carbon tax ($/ton)
CE carbon cap for entire planning horizon
ĥi

t amount of carbon emissions when a buyer holds inventory of item i in period t
v̂i

t amount of carbon emissions when a buyer orders inventory of item i in period t
di

t demand for item i during period t
oi volume of item i
wt storage capacity during period t
gi purchase price of item i
Pt amount of budget during period t
ci can-order level of item i
si reorder level of item i
M big M, very big number

3.2. Assumptions

1. A single buyer orders multiple items from a single supplier and simultaneously considers carbon
cap-and-trade under limited storage capacity and budget.

2. The system considers a periodic review can-order policy to obtain the order-up to level.
The supplier can utilize limited transportation, so the review period is dependent on the
contract period between the buyer and the supplier.

3. Both the buyer and the supplier share the demand information of the items in real time. Thus,
the supplier can deliver multiple items with no lead time. Also, the demand for each item
is known.

4. The reorder level and the can-order level are assumed as constant.
5. The storage capacity and budget are assumed as constant in the deterministic model and fuzzy

numbers in the fuzzy model.
6. The buyer’s carbon emissions occur throughout the ordering item and holding inventory. A buyer

has a carbon cap and could buy or sell its own carbon credit to other company depending on the
carbon emissions.

3.3. Problem Definition

In this GSCM, a single buyer orders multiple items from a single supplier, considering storage
capacity, budget, and carbon emissions. Because of limited market information, both the storage
capacity and the budget could have some level of uncertainty. For developing multi-item replenishment,
we apply a can-order policy to GSCM. Figure 1 compares the inventory patterns with the traditional
can-order policy and the proposed can-order policy for two items. By the proposed can-order policy,
the order-up-to level Si

t, where xi
t = Si

t − lit, is decided individually through the planning horizon. The
inventory level of both items in period t0 explains the initial inventory level. In period t1, only the
inventory level of item 1 is lower than reorder level s1, so item 1 is replenished up to S1

1. In period
t2, the inventory levels of items 1 and 2 are lower than the reorder level s1 and can-order level c2,
respectively, so both items are replenished up to S1

2 and S2
2. In period t3, both items are replenished

because both of their inventory levels are lower than the reorder level. In contrast, in the traditional
can-order policy, when the inventory level of an item drops to or below the reorder level si, an order is
placed and the order amount xi

t can make the inventory level up to Si. Thus, the order-up-to level Si,
where xi

t = Si − lit, is always the same through the planning horizon.
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Figure 1. Inventory patterns with can-order policies for two items.

4. Deterministic Model

In this section we use MIP to develop a deterministic model for GSCM. The total cost consists of
the major ordering cost, minor ordering cost, backorder cost, inventory holding cost, and carbon tax
cost. The major ordering cost, incurred when an order is placed during period t, is given by:

T∑
t=1

utyt (1)

where
yt = 0 or 1, t = 1, 2, . . . , T.

The minor ordering cost of each item occurs when item i is ordered in period t, and it cannot be
incurred unless the major ordering cost is also incurred. It is given by:

T∑
t=1

I∑
i=1

vi
tz

i
t (2)

The holding cost can be derived as the sum of the order-up-to level and the on-hand inventory at
the end of each period. At the beginning of each period, the order-up-to level is delivered, and that
amount is decreed by the amount of on-hand inventory at the end of the preceding period. Thus, the
expected inventory of each item in each period is approximated as the average of those amounts.

T∑
t=1

I∑
i=1

hi
t

⎛⎜⎜⎜⎜⎝S
i
t + li+

t
2

⎞⎟⎟⎟⎟⎠ (3)

The backorder cost of item i at the end of period t is:

T∑
t=1

I∑
i=1

bi
tl

i−
t (4)
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A buyer has its own carbon cap. If the buyer emits less carbon than the given carbon cap, it would
get rewarded by receiving money. Otherwise, the buyer pays penalties in the form of a carbon tax [26].
The buyer’s carbon cap cost at period t is:

T∑
t=1

p
(
e+t − e−t

)
(5)

Based on Equations (1)–(5), the following mathematical model can be developed:

Min
T∑

t=1

I∑
i=1

⎛⎜⎜⎜⎜⎝hi
t

⎛⎜⎜⎜⎜⎝S
i
t + li+

t
2

⎞⎟⎟⎟⎟⎠+ bi
tl

i−
t + vi

tz
i
t

⎞⎟⎟⎟⎟⎠+
T∑

t=1

(
utyt + p

(
e+t − e−t

))
, (6)

subject to
Si

t − li
t = di

t, i = 1, 2, . . . , I, t = 1, 2, . . . , T, (7)

li
t = li+

t − li−
t , i = 1, 2, . . . , I, t = 1, 2, . . . , T, (8)

xi
t ≤Myt, i = 1, 2, . . . , I, t = 1, 2, . . . , T, (9)

li
t−1 + Mαi

t ≥ si, i = 1, 2, . . . , I, t = 1, 2, . . . , T, (10)

li
t−1 −M

(
1−αi

t

)
≤ si, i = 1, 2, . . . , I, t = 1, 2, . . . , T, (11)

Si
t ≤ li

t−1 + xi
t + M

(
1−αi

t

)
, i = 1, 2, . . . , I, t = 1, 2, . . . , T, (12)

Si
t ≥ li

t−1 + xi
t −M

(
1−αi

t

)
, i = 1, 2, . . . , I, t = 1, 2, . . . , T, (13)

li
t−1 + Mβi

t ≥ ci, i = 1, 2, . . . , I, t = 1, 2, . . . , T, (14)

li
t−1 −M

(
1− βi

t

)
≤ ci, i = 1, 2, . . . , I, t = 1, 2, . . . , T, (15)

γi
t ≤ βi

t, i = 1, 2, . . . , I, t = 1, 2, . . . , T, (16)

I∑
i=1

αi
t ≤ Mδt, i = 1, 2, . . . , I, t = 1, 2, . . . , T, (17)

δt ≤
I∑

i=1

αi
t, i = 1, 2, . . . , I, t = 1, 2, . . . , T, (18)

γit ≤ δt, i = 1, 2, . . . , I, t = 1, 2, . . . , T, (19)

γit ≥ δt + βi
t − 1, i = 1, 2, . . . , I, t = 1, 2, . . . , T, (20)

Si
t ≤ li

t−1 + xi
t + M

(
1− γi

t

)
, i = 1, 2, . . . , I, t = 1, 2, . . . , T, (21)

Si
t ≥ li

t−1 + xi
t + M

(
1− γi

t

)
, i = 1, 2, . . . , I, t = 1, 2, . . . , T, (22)

xi
t ≤M

(
αi

t + γ
i
t

)
, i = 1, 2, . . . , I, t = 1, 2, . . . , T, (23)

Si
t ≤ li

t−1 + M
(
αi

t + γ
i
t

)
, i = 1, 2, . . . , I, t = 1, 2, . . . , T, (24)

Si
t ≥ li

t−1 −M
(
αi

t + γ
i
t

)
, i = 1, 2, . . . , I, t = 1, 2, . . . , T, (25)

αi
t + γ

i
t ≤Mzi

t, i = 1, 2, . . . , I, t = 1, 2, . . . , T, (26)

T∑
t=1

I∑
i=1

⎛⎜⎜⎜⎜⎝ĥi
t

⎛⎜⎜⎜⎜⎝S
i
t + li+

t
2

⎞⎟⎟⎟⎟⎠+ v̂i
tz

i
t

⎞⎟⎟⎟⎟⎠+
T∑

t=1

e−t ≤ CE +
T∑

t=1

e+t , (27)
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I∑
i=1

oiSi
t ≤Wt, t = 1, 2, . . . , T, (28)

I∑
i=1

gixi
t ≤ Pt, t = 1, 2, . . . , T, (29)

yt,α
i
t, β

i
t,γ

i
t, zi

t ∈ {0, 1}, i = 1, 2, . . . , I, t = 1, 2, . . . , T,

Si
t, xi

t, li+
t , li−

t ∈ Z+ + {0}, li
t ∈ Z, i = 1, 2, . . . , I, t = 1, 2, . . . , T,

e+t , e−t ∈ Z+ + {0}, t = 1, 2, . . . , T,

Equation (6) presents the objective function that minimizes the total inventory holding cost,
backorder cost, major ordering cost, and minor ordering cost. Equation (7) ensures that the inventory
position at the end of period t is equal to the difference between the order-up-to level and demand.
Equation (8) ensures that the inventory at the end of period t is equal to the difference between the
on-hand inventory and the backorder level. Equation (9) presents the constraint of incurring the major
ordering cost whenever at least one item is ordered. Equations (10) and (11) regulate ordering when
the inventory position falls below the reorder level. If lit−1, the initial inventory level at t, drops below
si, then αi

t = 1, otherwise αi
t = 0. According to Equations (12) and (13), if the inventory position at

the end of the previous period is below the reorder level, the item is ordered in the amount equal to
the difference between the order-up-to level and the inventory position at the end of the previous
period. Equations (14) and (15) regulate whether the inventory position is below the can-order level.
If lit−1, the initial inventory level at t, drops below ci, then βi

t = 1, otherwise βi
t = 0. According to

Equations (16)–(20), if the inventory position of at least one item is below its reorder point, the following
order includes other items whose inventory positions are below their can-order level. According
to Equations (21) and (22), if the inventory position at the end of the previous period is below the
can-order level, that item is ordered in the amount equal to the difference between its order-up-to level
and its inventory position at the end of the previous period. Equation (23) regulates the ordering of
items whose inventory position is below the reorder or can-order level. Equations (24) and (25) indicate
that the order-up-to level is set based on the inventory position, which is below the reorder level or
the can-order level. Equation (26) indicates that any item below its reorder level or can-order level
incurs the minor ordering cost. Equation (27) ensures the carbon cap-and-trade constraint. The carbon
emissions are incurred from the ordering and holding activities. Based on the amount of emissions,
the buyer could buy or sell the carbon credit from the participating companies [26]. Equation (28)
ensures that the sum of the inventory position for each item at the beginning of each period and the
order-up-to level will not exceed the storage capacity. Equation (29) ensures that the buyer cannot
order items over its budget.

5. Fuzzy Model

We here develop a fuzzy model based on the deterministic model. A company that is in a
competitive market or moves into a new market usually has less information about that market. In this
case, to fit the information as a specific stochastic distribution is usually impossible. It is difficult to
predetermine the amount of resources, such as limited storage capacity and/or budget. This uncertain
market information can be handled by using the fuzzy method.

To apply the fuzzy method to our deterministic model, which is also called a crisp model, the model
must first be transformed into a fuzzy model. In order to obtain a crisp value from the fuzzy model, the
fuzzy model should be converted to a new crisp model through a defuzzification process. Although
many researchers have developed various defuzzification methods, we used the symmetry method
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introduced by Zimmermann [22]. The crisp objective function with fuzzy constraints, where Aix ≤ b̃i
and Dix ≤ Ci are a set of fuzzy and crisp constraints, respectively, is formulated as:

Min f(x) = cTx, (30)

subject to
Aix ≤ b̃i, i = 1, 2, . . . , m,

Dix ≤ Ci, i = 1, 2, . . . , m,

x ≥ 0.

Now, using a membership function for a fuzzy set, an element x of X is mapped to a value
between 0 and 1. The membership function for the fuzzy sets that represent the fuzzy constraints can
be defined as:

μi(x) =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

1 if Aix ≤ bi
bi+pi−Aix

pi
if bi < Aix ≤ bi + pi

0 if Aix > bi + pi

⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭
, i = 1, 2, . . . , m + 1. (31)

In Equation (31), μi(x) could be 1 when the constraints are well satisfied, otherwise 1. The pi is the
tolerance interval which is assumed a constraint to be linearly increasing. Defining the membership
function of the objective function requires solving the following two problems. The first problem is the
original crisp model, and the optimal result is set as supR1 f =

(
cTx
)
opt

= f1.

Min f(x) = cTx, (32)

subject to
Aix ≤ bi, i = 1, 2, . . . , m,

Dix ≤ Ci, i = 1, 2, . . . , m,

x ≥ 0

In the second problem, the fuzzy constraints in Equation (32) are changed to the crisp constraints
with tolerances, and the optimal result is set as supS(R̃) f =

(
cTx
)
opt

= f0.

Min f(x) = cTx, (33)

subject to
Aix ≤ bi + p, i = 1, 2, . . . , m,

Dix ≤ Ci, i = 1, 2, . . . , m,

x ≥ 0.

In short, f0 and f1 are the minimum total cost with and without tolerances for resources, respectively.
Based on that, the membership function of the objective function is obtained as:

μG̃(x) =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

1 if f1 < cTx
cTx−f0
f1−f0

if f0 ≤ cTx ≤ f1

0 if cTx < f0

⎫⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎭
. (34)
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Based on Equations (30)–(34), both the objective function and the constraints have ‘symmetry’
such that the crisp model by the defuzzification process is transformed.

Max λ, (35)

subject to
cTx ≤ λ

(
f0 − f1

)
+ f1,

Aix ≤ bi + (1− λ)pi, i = 1, 2, . . . , m,

Dix ≤ Ci, i = 1, 2, . . . , m,

x ≥ 0,

0 ≤ λ ≤ 1.

As mentioned earlier, we considered the storage capacity and the budget as fuzzy numbers. The
following table methodically shows the fuzzy constraints of Equations (28) and (29).

I∑
i=1

oiSi
t ≤ W̃t, t = 1, 2, . . . , T,

I∑
i=1

gixi
t ≤ P̃t, t = 1, 2, . . . , T.

Next, those constraints are converted to the defuzzification of the storage capacity and budget,
where p1,t and p2,t are their respective tolerances:

I∑
i=1

oiSi
t ≤Wt + (1− λ)p1,t, t = 1, 2, . . . , T, (36)

I∑
i=1

gixi
t ≤ Pt + (1− λ)p2,t, t = 1, 2, . . . , T. (37)

Finally, the equivalent crisp model, transformed from the fuzzy model using the method of
Zimmermann [22], is obtained:

Max λ, (38)

subject to
T∑

t=1

I∑
i=1

⎛⎜⎜⎜⎜⎝hi
t

⎛⎜⎜⎜⎜⎝S
i
t + li+

t
2

⎞⎟⎟⎟⎟⎠+ bi
tl

i−
t + vi

tz
i
t + Gieixi

t

⎞⎟⎟⎟⎟⎠+
T∑

t=1

utyt ≤ λ
(
f0 − f1

)
+ f1,

I∑
i=1

oiSi
t ≤Wt + (1− λ)p1,t, t = 1, 2, . . . , T,

I∑
i=1

gixi
t ≤ Pt + (1− λ)p2,t, t = 1, 2, . . . , T,

with Equations (7)–(27)

yt,α
i
t, β

i
t,γ

i
t, zi

t ∈ {0, 1}, i = 1, 2, . . . , I, t = 1, 2, . . . , T,

Si
t, xi

t, li+
t , li−

t ∈ Z+ + {0}, li
t ∈ Z, i = 1, 2, . . . , I, t = 1, 2, . . . , T,

e+t , e−t ∈ Z+ + {0}, t = 1, 2, . . . , T,
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0 ≤ λ ≤ 1.

We denote p1,t and p1,t as the ‘tolerance intervals’ of Wt, and Pt, respectively.

6. Numerical Experiments

To validate our proposed two MIP models, we tested three kinds of numerical experiments. First,
we conducted an efficiency test for the deterministic model by comparing it to the traditional can-order
policy with predetermined values, (si, ci, Si). Second, we compared the traditional can-order policy
with the proposed can-order policy. In this experiment, we determined which the policy best fit with
GSCM. Third, we tested the fuzzy model with various tolerances. In all the experiments we set the
very large number M at 1,000,000. To solve the MIP models, we used LINGO 17.0 software.

6.1. Efficiency Test

To show the efficiency of the proposed can-order policy, we compared it to the traditional can-order
policy with predetermined values. In the traditional can-order policy, a decision maker sets the values
for (si, ci, Si) based on previous data or their experience. Thus, this comparison is necessary to show
whether the proposed deterministic model can reduce the total cost compared to the traditional
can-order policy with predetermined values.

Table 1 presents the basic input parameters for three items in 12 periods. The major ordering
cost (ut) is $1000/order. It is difficult to apply constraints, such as storage capacity, budget, or carbon
cap-and-trade, to it in the traditional can-order policy with predetermined values, so we did not
consider those constraints in this test.

Table 1. Input parameters for the basic test.

Item 1 2 3

vi
t U(38, 46) U(89, 91) U(25, 30)

bi
t U(137, 140) U(239, 288) U(83, 85)

hi
t U(68, 75) U(119, 144) U(51, 64)

di
t N

(
600, 502

)
N
(
500, 302

)
N
(
100, 52

)
Notes: U(∗, ∗): uniform distribution; N(∗, ∗): normal distribution.

Table 2 shows the initial inventory position, the reorder level, and the can-order level that we used
during the test of the traditional can-order policy with predetermined values. The order-up-to level for
the traditional can-order policy with predetermined values was assumed to be S1 = 697, S2 = 590, and
S3 = 184, the highest demand for each item during the 12 periods. We used Excel 2017 for calculating
the traditional can-order policy with predetermined values.

Table 2. Initial inventory position, can-order level, and reorder level.

Item li
0 si ci

1 0 50 80
2 0 70 100
3 0 10 20

Table 3 shows that the proposed model led to a total cost of $757,120.50. To see the precise efficiency
of the proposed model, we tested it against the traditional can-order policy with predetermined values.
Otherwise, it is difficult to discover whether the order-up-to level is biased in predetermined values.
We set the order-up-to level from 95% to 75% of the highest demand in 5% decrements. Table 4 shows
the results of this test.
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Table 3. The results of the basic test.

Traditional Can-Order Policy with
Predetermined Values ($)

Proposed Model ($)

1,107,962.00 757,120.50

Table 4. The effect of the order-up-to level.

Test Number
Percent of the

Highest Demand

Order-Up-to Level Total Cost of The Traditional Can-Order
Policy with Predetermined Values ($)S1 S2 S3

1 95% 662 561 175 928,417.00
2 90% 627 531 166 935,320.50
3 85% 592 502 157 940,683.00
4 80% 558 472 148 1,045,999.00
5 75% 523 443 138 1,155,508.00

As shown in Table 4, the set of order-up-to level S1 = 662, S2 = 561, and S3 = 175 obtains the best
result, $928,417.00. The total cost is increased with a lower order-up-to-level because the company
cannot cope with the demand. The proposed model strongly outperforms the traditional can-order
policy with predetermined values. This result shows that predetermined values, which are biased by a
decision maker, rarely set the order-up-to level properly, which increases the total cost.

6.2. Comparison Test between the Proposed Can-Order Policy and the Traditional can-order Policy

To determine the better policy, we compared the proposed can-order policy to the traditional
can-order policy. Based on the deterministic model, we developed a new model about the traditional
can-order policy, which can obtain the same order-up-to level through the planning horizon. We
conducted this test using an experimental design in which we varied the number of items and periods
from 6 to 10 and 10 to 20, respectively. The major ordering cost was $1000/order and the initial inventory
position was zero. The amount of carbon emissions for holding and ordering were assumed as 10% of
each cost. Both carbon tax and carbon cap were assumed as $2 and $80,000, respectively. The storage
capacity was set as 4,000 m2 and the amount of budget was set as $80,000. Table 5 presents each item’s
input data. The demands for each item were generated using a normal distribution. The reorder level
was set as 99% of the safety stock, and the can-order level was assumed as 20% above the reorder level.

Table 5. Input parameters for the comparison test.

Item Number vi
t ($) bi

t ($) hi
t ($) di

t oi gi

1 1 13 1 N
(
200, 102

)
0.1 1

2 2 14 2 N
(
400, 202

)
0.5 0.1

3 1 10 1 N
(
300, 152

)
1 0.2

4 1 15 3 N
(
200, 202

)
0.8 1

5 2 8 1 N
(
500, 102

)
1.1 2

6 2 9 2 N
(
100, 202

)
2 0.2

7 1 6 1 N
(
60, 52

)
1 0.1

8 1 10 1 N
(
1000, 502

)
0.9 0.3

9 2 11 2 N
(
200, 152

)
1.5 2

10 1 13 1 N
(
100, 52

)
1.3 0.1

Table 6 shows the results of the comparison test. In all cases, the proposed can-order policy
outperformed the traditional can-order policy because the proposed policy produced less total cost
than the traditional policy. In some of the five-period tests the total costs are negative values, which is
an interesting point. Those cases illustrate that a company sells carbon caps to other companies so that
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it receives profits. The result proves that the proposed policy benefits the company that replenishes
multi-items under carbon cap-and-trade. The proposed policy could be efficacious in the large-scale
multi-item replenishment problem in GSCM. Thus, based on these discussions, the proposed model is
promising for practical applications.

Table 6. The results of the comparison test.

Number of Items Periods
Total Cost ($)

Traditional Can-Order Policy Proposed Can-Order Policy

6

5 −5599.80 −7264.20
10 8800.40 5471.60
15 23,200.60 18,207.40
20 37,600.80 30,943.20

8

5 −895.60 −4021.20
10 18,208.80 11,957.60
15 37,313.20 27,936.40
20 56,417.60 43,915.20

10

5 987.80 −2448.60
10 21,975.60 15,102.80
15 42,963.40 32,654.20
20 63,951.20 50,205.60

6.3. Fuzzy Model Test

We also tested the fuzzy model to demonstrate the effects of changing the tolerances. To initialize
and solve the model in Equation (38), we first solved the two models in Equations (33) and (35) such
that we could obtain the values of f0 and f1. We considered three items during 12 periods and used
the parameters in Section 6.2. Table 7 shows the tolerances for the parameters of the storage capacity
and the budget. The base values of the storage capacity and the budget were 1000 m2 and $8000,
respectively. Table 8 also shows the value of f1 which is the total cost of the deterministic model,
and the result of the fuzzy model.

Table 7. The various tolerances for the parameters.

Test Number p1 p2

1 300 3000
2 300 4000
3 400 2000
4 400 4500
5 450 2500

Table 8. The results of the fuzzy model test.

Test Number f0 ($)
Fuzzy Total

Cost ($)
λ (1−λ)p1 (1−λ)p2 f1 ($)

1 907,298.50 1,039,618.0 0.73 1081 8810

1,400,277.0
2 884,448.50 1,011,266.0 0.75 1075 9000
3 930,148.50 1,078,992.0 0.68 1128 8640
4 881,762.50 1,002,462.0 0.77 1092 9035
5 918,723.50 1,062,622.0 0.72 1126 8700

Table 8 shows that all the results of the fuzzy model test produced better results than the
deterministic model, $1,400,277. Two factors explain this. First, the uncertain market information
on storage capacity and budget might lead to large on-hand inventories to avoid large backorders.
Second, the strict constraints of storage capacity and budget in the deterministic model are strongly
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fixed. Based on the value of λ, the decision maker can obtain the values of the storage capacity and
budget, being (1− λ)p1,t and (1− λ)p2,t, respectively. This test illustrates that the fuzzy model not only
handles the uncertainty but also improves the system performance. Thus, the fuzzy model is a good
option for a decision maker when the market information has uncertainty.

7. Academic, Managerial, and Environmental Insights

7.1. Academic Insights

We developed two MIP models dealing with the periodic can-order policy for GSCM with limited
storage capacity, limited budget, and carbon cap-and-trade. We also developed a deterministic model
under certain (known) market information, based on which we suggested a fuzzy model that considers
the fuzzy numbers of storage capacity and budget. This is the first study to develop both deterministic
and fuzzy models of the can-order policy under carbon cap-and-trade for GSCM. Thus, our study can
be considered initial research which considers multi-item replenishment with carbon cap-and-trade
for GSCM.

7.2. Managerial Insights

A company interested in GSCM could benefit from our study. The deterministic and fuzzy models
developed here can help a company systematically replenish multi-items with carbon cap-and-trade
regulation. The deterministic model suggests practical insights on multi-item replenishment for
minimizing the total cost under limited resources and carbon cap-and-trade regulation. It can also help
a company in a monopoly market make sound investment decisions. For a company that has uncertain
market information, the fuzzy model can support preparation of appropriate storage capacity and
budget, and also planning for cost minimization. Thus, the correct implementation of these models
will give a company better decisions in managing GSCM and reducing its total cost.

7.3. Environmental Insights

This paper incorporates carbon cap-and-trade regulation into GSCM. Considering carbon
cap-and-trade regulation, the companies can increase resource-use efficiently and grow together.
This sustainable situation is regarded on the 2030 Agenda and the Sustainable Development Goal 9
(SDG 9), which is industry, innovation, and infrastructure. Thus, using this paper, the company can
help protect environment while earning profits.

8. Conclusions

This paper presents two MIP models, a deterministic model and a fuzzy model, which address the
multi-item replenishment problem with carbon cap-and-trade for GSCM under limited resources. We
developed the two models based on the can-order policy, which is one of the well-known multi-item
replenishment policies. Reflecting real-world situations, we considered limited storage capacity,
budget, and carbon cap-and-trade regulation. The deterministic model can be used when a decision
maker has solid market information, while the fuzzy model can be applied when a decision maker
faces uncertain market information in a competitive or a new market. In this model, both limited
storage capacity and budget are denoted as fuzzy numbers.

We carried out three experiments to test the efficiency of the two models. First we compared our
deterministic model with the traditional can-order policy which already has predetermined values
(si, ci, Si), and proved that our deterministic model was significantly better because it resulted in lower
total costs. In the second experiment, by using our deterministic model, we compared the proposed
can-order policy with the traditional can-order policy. The result showed that the proposed can-order
policy outperformed the traditional can-order policy by, again, resulting in lower total costs. Finally,
we quantified the effects of the fuzzy model with various tolerances. The results showed that applying
fuzzy constraints is useful to make decisions under uncertain situations. We demonstrated the validity
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and practicality of our models in those experiments, confirming that our models can be useful for
multi-item replenishment in GSCM.

There are some research limitations in this study and also some indications for possible future
works. First, this paper only considered a single supplier and a single buyer. In the real world there
are many suppliers, so it is an important decision to select one among several. Our current models
could be applied to extend GSCM with this supplier-selection problem. Also, this paper assumed the
deterministic demand. For replenishment planning, forecasting demand theory could be considered.
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Abstract: In a supply chain management context, the effective management of Information Technology
(IT) flexibility has been an issue to be resolved. However, no analytical method that calculates
the required and actual level of IT flexibility dimensions has been proposed. This paper aims to
provide an analytical tool that measures the required and actual levels of IT flexibility dimensions
to provide the best value from a logistics firm’s IT flexibility. To do so, we propose a combined
Importance-Performance Analysis (IPA) and Partial Least Squared Structured Equation Modelling
(PLS-SEM) method based on a multidimensional IT flexibility model. By comparing industry-level
data with client firm data, our method allows for effective identification of a client logistics company’s
multiple IT flexibility gaps and indicates where particular management interventions are required. By
proposing importance and performance as measurement scales, our research suggests an analytical
tool that managers can utilize to assess IT flexibility and identify any gaps that exist between actual
and required flexibility levels. This allows managers to effectively address areas that demand further
attention. This approach also leads to an improved understanding of how organisations can extract
the best value from their investment in IT flexibility to contribute to sustainable growth.

Keywords: flexibility; IT flexibility; importance-performance analysis; partial least squared structured
equation modelling; performance gap; sustainable growth

1. Introduction

Information Technology (IT) flexibility is one of the most widely used concepts for identifying
a firm’s ability to cope with the variation generated by its business environment [1–4]. With
the recognition of IT flexibility as a multidimensional concept, previous research has focussed
on the identification of, and validated the dependence of firm performance on, IT flexibility
dimensions [5–9]. Further, as echoed by several researchers [4,10–13] an investigation of the mismatches
between the actual and required level of each flexibility dimension is required to execute efficient
resource allocation to each dimension so that finite firm resources can be used effectively. However, little
attention has been given to a method to improve firm performance through a flexibility requirements
analysis. Specifically, there has been a lack of analytical tools that calculate the required and actual
level of IT flexibility dimensions, hence impeding strategic decision-making in resource investment.

To fill this research gap, we suggest the use of Importance-Performance Analysis (IPA), combined
with Partial Least Squared Structured Equation Modelling (PLS-SEM), to identify the gaps between
the required and actual levels of each flexibility dimension. We particularly highlight the usefulness
of this application, which indicates particular dimensions that might be under- or over-resourced.
The combined use of IPA and PLS-SEM is a largely neglected method, particularly in the Technology
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Management field. To the best of our knowledge, our paper is the first to apply combined IPA and
PLS-SEM in the context of operational flexibility more generally, and IT flexibility specifically.

The rest of the paper is organised as follows. Section 2 offers a theoretical background for managing
multiple flexibility dimensions. Section 3 discusses our methodological approach in applying IPA to
examine the IT flexibility gap. This is followed by a discussion of our research findings in Section 4.
We draw conclusions in Section 5 by highlighting our theoretical and practical contributions. We also
acknowledge our research limitations and discuss future research directions.

2. Literature Review—Managing Multiple Dimensions of IT Flexibility

There is general agreement that IT should be flexible to help companies deal with outward
uncertainties through advancing, adapting or coordinating the functionalities of the IT. IT flexibility is
thought to increase the capacity for adjust to variations in internal and external business circumstances.
For instance, adaptability to novel or dissimilar circumstances and scalability [8], IT investment
and IT infrastructure to adapt to a changing business environment [10], support to alter business
strategies [14], information system functionality, database, interface and processing capacity [3],
compatibility, information sharing, modularity and capacity to handle multiple applications [15],
adaptability for changing business partners and environment, reconfiguration of communication
linkages and capability to redesign business process are highlighted as the principal components of IT
flexibility [1].

IT flexibility is a multidimensional concept. The seminal work of Duncan [2] categorised IT
flexibility dimensions into compatibility, connectivity and modularity, focusing on IT infrastructure.
On the other hand, Saraf et al. [6] claimed that the value of IT flexibility depends on the ability to
adapt to the different types of business requirements that emerge from different organisational levels
(e.g., operational tactical and strategical levels). So, to generate value, a continuous redesign of IT
infrastructure that supports incremental and revolutionary environmental changes is required. By
defining IT flexibility as the manner in which a firm’s IT is organised and integrated to adapt to
rapid changes, Saraf et al. [6] proposed scalability, system design for new business relationships, and
system design for rapid business requirement change as the primary components of IT flexibility.
Gosain et al. [16] give examples of different resource uses. According to Gosain et al. [16], if there is
a need to change business partners quickly then IT should be exploited to lower the switching costs.
If the capability requirement is to increase the volume of interfirm business transactions, IT should
enable enhanced information sharing via the standardisation of processes.

Lee and Xia’s [17] findings also strongly support the multidimensional characteristics of IT
flexibility. They identified that two types of IT flexibility co-exist, namely response extensiveness and
response efficiency. The multidimensionality of IT flexibility is also recognised in a comprehensive
review by Kumar and Stylianou [4]. They pointed out that prior research focused on information
technology infrastructure flexibility and highlighted the importance of IT flexibility as both a strategic
and an organizational capability. Specifically, flexibility in IT operations, IT service development and
IT management that responds to changing business process and consumer requirements are viewed as
IT flexibility categories. Another contribution to defining the different roles of IT flexibility dimensions
was supplied by Han et al. [11]. By integrating the traditional infrastructure-focused view and value
creation in their IT flexibility dimensions, they revealed that IT flexibility encapsulates transactional,
operational and strategic flexibilities, and further tested the causal effect between three dimensions and
firm performance. From the perspective of a technology acceptance model, Kwak et al. [18] showed
that information reliability, networking capability and security of a logistics platform are the logistics
platform dimensions that increase the logistics platforms’ dynamic capabilities. In particular, Kwak
et al. [18] highlighted the role of scalability as a part of networking capability. They argue that
the scalability of the logistics platform enables network effects so increases the flexibility of the logistics
platform in responding to changing business demand.
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Despite previous research efforts in articulating the multiple dimensions of IT flexibility and
their influence on firm performance, there have been limited discussions of how to interrogate
the effectiveness of each flexibility dimension. Lee and Xia [17] and Kumar and Stylianou [4] are
the notable exceptions that discuss the possible trade-offs among different dimensions of flexibility
for firm performance. Kumar and Stylianou [4] argued that different IT flexibility dimensions play
different roles and make synergies or conflicts in different situations requiring IT flexibility. Even
though Kumar and Stylianou [4] did not provide the exact meaning of the trade-off, synergies and
conflict, they implicitly argued that a set of concurrent actions that address specific needs for IT
flexibility could be developed when the required and actual levels of flexibility are identified. Lee and
Xia [17] argued that the gap between existing and desired IT flexibility should be identified by helping
“managers attack the flexibility gap by developing theories” (p. 88). However, none of them was able
to propose how such trade-offs or gap closing could be conducted.

Given the limited IT flexibility literature on assessing how well a firm performs against industry
norms, we refer to the well-established OM flexibility literature that indicates the following practices are
required to measure the flexibility gap. First, the desired configuration of heterogeneous dimensions of
flexibility should be identified; that is, identifying the required level of flexibility needed within each
dimension to yield performance benefits [19–22]. Second, an analysis of actual performance within
each flexibility dimension is undertaken to identify performance mismatches between the required
and observed levels of IT flexibility [20,23–26]. This process of performance measurement identifies
where the flexibility levels may need to be raised or reduced [21]. Third, once a given performance gap
has been identified, a management decision is required as to where to close the gaps at an acceptable
cost [21,23,26,27].

The aforementioned process may provide a good guideline to identify the gaps in IT flexibility.
However, the flexibility measuring process still has a number of limitations. One of the core reasons is
the absence of universal criteria that encompass different flexibility dimensions. Different flexibility
dimensions are not homogenous and hence require different measures [28–30]. For instance, Cousens
et al. [27] propose a series of steps for increasing manufacturing flexibility and suggested six key
performance indicators (KPIs) to measure volume and mix flexibility in manufacturing. However,
because the KPIs are very factory-specific, such as the number of variants per key product family,
one cannot use them as a total set for the measurement for other dimensions such as labour or
material handling flexibility. Seebacher and Winkler [31] also measured flexibility by developing
a two-dimensional framework to identify the performance and usefulness of batch production systems.
Their method of evaluating manufacturing flexibility is to compute a coefficient of variation from
the deviations of the manufacturing order lead times and then calculate an efficiency in manufacturing
performance. Although their approach is effective for evaluating manufacturing flexibility, they
acknowledge that the application of the model is restricted to discrete manufacturing due to the specific
parameters adopted (i.e., coefficient of variation).

Flexibility is a relative, situation-specific concept, so a certain dimension is viewed as a more
imperative dimension when a specific environmental necessity emerges [32]. This relative importance
in different situations also makes the flexibility measurement difficult. For instance, when a large
variety of service accessibility and speedy transition proficiency exists, they both denote the flexibility
concept. When the marketplace needs an advanced level of service diversity for a specific situation or
time, the flexible capability for a large variety of services would take greater value [32,33]. The biased
measurements used for flexibility performance are a similar problem. For example, existing empirical
studies, such as Chang [34], have only prioritized the required flexibility dimensions in environmental
uncertainty, and therefore are unable to identify actual levels of flexibility dimensions. As a result, they
offer limited insights into identifying the flexibility gap to be closed.

Further, previous research has also suggested the need to show the link between an increased
level of flexibility and the improvement of firm performance. To show that firm performance is
conditional and dependent on flexibility levels, concurrent validation of the positive impact of
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flexibility configurations should also be undertaken [35–40]. However, much of the performance
research in flexibility-related works has focused on the justification of IT flexibility dimensions and/or
their impact on firm performance and has not extended to requirements analysis [38–40]. The most
relevant work regarding the decision-making process and how to fill the performance gap is probably
the work of He et al. [23]. By developing the concept of “flexibility fit,” they showed that the levels
of required and available flexibility can be determined through a set of simulations. However, as
their guidelines were limited to a single dimension of process flexibility, i.e., range, it is not clear if
their approach can be applied to the multiple flexibility dimensions found within a firm. Focusing on
a single dimension overlooks the fact that multidimensionality is an essential attribute of a flexibility
construct, and resources within a firm need to be shared in a cost-effective manner.

Therefore, given the limitations of existing flexibility research as Table 1 presents, namely the lack
of objective measurements for different dimensions of flexibility and the lack of methods to determine
the correlation between the level of IT flexibility and firm performance, the opportunity to close
the flexibility gaps is lacking in previous literature. Furthermore, it would be difficult to pinpoint
specific areas where a proper action plan can be devised for resource allocation or adjustment. The same
problem exists for IT flexibility gap measurements. There is therefore a need for an effective tool that
measures both the required and observed flexibility levels exploiting comprehensive, objective criteria.
Those criteria also need to be aligned with different flexibility dimensions while showing uniformity
towards performance improvement.
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3. Methodology

3.1. A Combined IPA and PLS-SEM Method: Background

This study proposes the combined use of an IPA matrix and PLS-SEM to identify the flexibility
gap. While the IPA matrix concept has its origins in marketing [45], it has since been applied in
a number of different industry management settings [46–50]. IPA allows a company to detect which
attributes of its product or service ought to be improved. Its main structure is a four-dimensional
grid based on the importance and performance level of the identified attributes. For instance, for
a particular product attribute, importance ratings could be obtained, from “extremely important” to
“not important,” and, similarly, performance ratings could be obtained, from “excellent” to “poor.”
Attributes can then be classified according to their relative importance and performance ratings by
mapping the scores in a four-dimensional plot. Its introduction to operations management was
through Slack [49], who modified the classic 2 x 2 importance-performance grid into alternative zones
allowing a more constant evolution in inferred priorities. The matrix was later extended by Tontini
and Silveira [50]. By incorporating the Kano Model for the arrangement of service features, namely
basic, performance and excitement attributes, they developed a way to identify gaps between expected
satisfaction, current and average market satisfaction.

A notable aspect of Slack’s research [49] is that, based on focus group discussions with company
personnel, he configured a zoning representation, as shown in Figure 1. In this representation,
companies must determine how well the performance aligns with the line AB, which represents
the “best fit” with respect to the performance level. Anything below the line requires improvement—or,
in extreme cases, as defined by curve CD, urgent action. Anything above the line may be deemed
appropriate or, if above the curve EF, questionably excessive. As indicated by Slack [49], the AB
line does not provide a clear cutoff point where being over (or under) the line definitely indicates
being over- (or under-) resourced. Nonetheless, it helps to reveal the potential gap and signals that
organisations may need to investigate that are the potential causes of the performance gap.

Figure 1. Zoning representation of the IPA matrix (Source: Adapted from Slack 1994).

Recent developments of the IPA matrix have combined the analysis with PLS-SEM applications
by Hair et at al. [46] and Ringle and Sarstedt [51]. The process of identifying the flexibility performance
gap is elaborated as follows. On the one hand, the importance level on the x-axis of a given matrix
denotes the valuation of the direct, indirect and overall relationships between latent constructs. This is
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computed with the inner and outer coefficients. The coefficients range from 0 to 1.0. On the other hand,
the performance level is rescaled to 0 to 100 on the y-axis of a given matrix, according to the average
scores of the latent construct values. In addition, the scores for the importance level and performance
level of each variables are united in a matrix with a bootstrapping method that is employed to measure
the significance level of the indicators’ importance scores.

3.2. Application of the Method to IT Flexibility Dimensions

In this analysis, one can interpret the importance level as the required flexibility level and
the performance as the actual flexibility level. Ideally, the most important dimension will show
the highest performance score. If the actual performance does not meet the required level, the IPA
matrix identifies the performance gap (i.e., the mismatch). Moreover, with this tool we can expand
our analysis to the indicator level, thus identifying specific areas that may contribute to the under- or
overperforming flexibility dimensions, which may then require rectifying actions [46,51,52].

This method resolves the aforementioned issues in flexibility measurement. First, by providing
a universal, all-encompassing measurement, namely performance, different dimensions can be
measured in a consistent manner. Second, by providing the two types of measurement, i.e.,
the importance and performance, this method measures the required and actual flexibility levels
simultaneously. Further, as PLS-SEM structural model analysis can demonstrate the impact of
independent variables (flexibility dimensions in this case) on dependent variables (firm performance
in this case) [53,54], it validates the correlations between flexibility dimensions and firm performance
concurrently while testing the uniformity of the dimensions towards firm performance.

Applying IPA with PLS-SEM in our research, we undertook the following steps. First, the results
of the IT flexibility model analysis with PLS-SEM with industry-level data are incorporated into an
IPA matrix. This step is meant to validate our method in a generalized industry setting, and also
to determine whether the general performance levels are consistent with the line AB in Figure 1. If
the performance level of each dimension is appropriate when compared to its importance level, that is,
consistent with AB, then this tends to indicate that the resources are fairly distributed, and no resource
reallocation is required. Second, a case firm that needed IT flexibility improvement was selected, and
its data were analysed with the same method to determine if the performance levels are consistent with
the line AB in Figure 1. We also compared the importance and performance levels of the case firm to
the general industry results. If the performance levels show different distribution patterns compared
to the industry norm, with performance gaps, this strongly indicates that there may be under- or
over-resourcing from the case firm. Third, where the case firm’s data are not consistent with the line
AB, a further analysis was conducted to identify which indicators may require more or fewer resources.

To apply IPA combined with the PLS-SEM method in closing IT flexibility gaps, a model that
meets IT flexibility-specific requirements needs to be employed. We applied our method to an existing
IT flexibility model proposed by Han et al. [11]. By incorporating exploitive purposes of IT use and
an explorative view [55,56], Han et al. [11] classified multiple dimensions of IT flexibility such as
transactional IT flexibility, operational IT flexibility and strategic IT flexibility. Transactional (TR) IT
flexibility refers to a capability to utilise advances in IT infrastructure. Operational (OP) flexibility is
the ability to use IT for information distribution and process enhancement. Strategic (STR) flexibility
is the ability to use IT expertise to generate novel, future-oriented operations together with supply
chain partners [11]. Such a classification enables us to measure the gap in IT flexibility given that
each dimension has different roles. We required a prevalidated model that shows the uniformity
of each firm’s IT flexibility performance. Based on the theory that IT interacts with intermediate
business practices [57], Han et al. [11] showed that IT flexibility is created when the integration of
supply chain operations inside the firm and with external business partners is ensured. Thus, Han et
al.’s model is well placed to assess the firm performance. One can refer to Han et al. [11] for detailed
model development discussions and the hypothesis of the IT flexibility research model. Measurement
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indicators of the three different dimensions of IT flexibility and the hypotheses are presented in
Appendix A.

3.3. Data Collection

Due to the different IT flexibility dimensions at different organizational levels, the current research
requires every respondent to acquire adequate interfirm and functional understanding and experiences
at all areas and levels. Our rationale is that senior executives would have a more integrative and
strategical perspective, but they might not automatically possess in-depth understanding or experience
regarding present working systems. On the other hand, more junior member of staff may be well
acquainted with certain IT systems, due to their close engagement with the systems, but may lack
a holistic view. Further, the respondents should be capable of assessing the promoting roles of
IT flexibility for intra-/interfirm process improvement and the enhancement of firm performance.
Respondent validation ensures that the acquired data are reliable and credible for our empirical analysis.
Such complex qualifications inevitably reduce the availability of suitable respondents. Because of
the aforementioned constraint, this study opted for nonprobability sampling.

Specifically, a mixture of purposive data collection and convenience data collection method was
chosen for the current research. The purposive data collection method was selected because it employs
the experiences and skills of the researcher to gain well-informed respondents [58,59]. With this
data collection method, researchers stipulate the features of a population of interest and attempt to
find people who have those features. In the convenience data collection method, the informants are
asked to contact new informants, as a focal contact point, who satisfy specific requirements and are
willing to take part in specific research [58]. Our survey was organized into five parts (1–5). In order
to confirm that the informants satisfy the inclusion principles and measure their ability to assess
the dimensions of IT flexibility, a supplementary check was conducted within part 1. It also inquired
about the technologies that the informants’ firms use to check if the informants are familiar with
different IT use patterns, based on the recommendation of Kumar et al. [60]. Further, only the responses
from respondents successfully answering the full questionnaire were used for empirical analysis. This
data collection method is in line with prior IT flexibility research. By employing a nonprobability
data collection method, Gosain et al. [16] collected dependable information from both senior-level
respondents and junior-level employees. This is to integrate the insights from the workers associated
in daily operations. Rai et al. [61] used similar data collection method as high-level managers are
not responsible for repetitive problem settlement and the principal responsibility of the executives
is more tactical in nature than the operations conducted by junior-level workers. Parts 2-4 supply
questions measuring the level of different dimensions of IT flexibility and other variables (Appendix A).
The questions in Part 5 in our survey questionnaire supply general information on the respondents.

For the industry data, the professional network at the authors’ university was accessed, which
contains professionals who worked at the university for several years on shared research work and
information assimilation projects, as well as graduates likely to be familiar with the current research
subject. Furthermore, professionals were encouraged to distribute the survey to their co-workers
to invite them to take part in the current study. A firm-level dataset was collected within a case
company, hereafter known as MultiLogistics. MultiLogistics is a multinational logistics service
provider that provides a diverse range of logistics services, such as warehousing, transportation,
custom clearance and freight forwarding. Acting as an intermediary, it provides order fulfilment
services for a large number of customers, such as telecommunication manufacturers and fashion
retailers. It also works with shipping lines and freight transport companies for supply chain execution.
The nature of the business indicates that it transmits a large quantity of information and has exhaustive
information interchange activities with its customers and business partners. Therefore, IT is critical
to the successful execution of MultiLogistics’ operations. Under intensifying marketing pressures,
whereby logistics services are increasingly seen as a commodity, senior executives feel IT flexibility
is an important enabler to allow the company to respond and adapt to a changing environment
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quickly and to remain competitive. Therefore, they feel the need to assess their current IT flexibility
and compare it with industry practices to see whether the company is underperforming in certain
areas, and to identify opportunities for improvement. We distributed the survey to 62 key informants
from over 20 operating units of MultiLogistics globally. In doing so, an international director of
the MultiLogistics was actively involved in the data collection. He distributed the survey questionnaire
to potentially suitable respondents. Follow-up emails were sent two weeks and four weeks after
the initial questionnaire distribution to encourage the respondents to participate in the survey. We
followed up our quantitative analysis with qualitative interviews with key respondents from the case
company in order to understand the significance of the results from the quantitative stage.

Regarding the industry data (n = 128), the analysis of the questionnaire showed that
the questionnaires were answered by professionals from production and manufacturing (22%, n = 29),
warehousing and inventory management service (28%, n = 36), integrated transport service providers
(30%, n = 38), logistics and transport service brokers like 3PL firms (16%, n = 20) and others (4%,
n = 5). The sample included vice presidents or higher position professionals (4%, n = 5), directors or
vice directors (16%, n = 21), managers or assistant managers (42%, n = 54), supervisors (12%, n = 15),
operators and clerks (24%, n = 31) and others (2%, n = 2), so the survey obtained information covering
different areas and levels of an interorganizational business, namely transactional, operational and
strategic operations. A majority of informants were from supply chain-related areas (13%, n = 17) and
the transport and logistics field (71%, n = 90). The sample also included marketing position informants
(8%, n = 10), IT personnel (2%, n = 3), CEOs (2%, n = 3) and others (4%, n = 5). The company’s age and
number of staffwere also captured. To preserve the case firm’s anonymity, we will not disclose detailed
background information on MultiLogistics. We were able to attain 35 returns. Our sample size seems
to be relatively small. However, this study falls into the category of exploratory research. So, a 10%
significance level was thought to be theoretically adequate [46,62]. With a minimum R2 of 0.25–0.50,
the required sample size was 34–53 [46] (p. 38). Bearing in mind that the R2 from the client firm’s
model analysis was 0.261–0.735, the acquired sample size of 35 satisfies the recommended criteria.

4. Data Analysis

We investigated the industry-level data by employing PLS-SEM, and then extended
the investigation to an IPA matrix method by using SmartPLS 3.0. The scores we calculated serve as
the foundation for our investigation.

4.1. Industry-Level Analysis

In Table 2, each score of importance and performance level of the different IT flexibility dimensions
using the industry data is provided. This is produced using the method described in Section 3. TR
IT flexibility showed the highest importance score (0.369). OP IT flexibility had the second-highest
score (0.201). STR IT flexibility had the lowest score (0.186) in importance among the three flexibility
dimensions. Such an output strongly indicates that TR flexibility’s score in performance (i.e., desired
performance) should be the highest among the three dimensions. In fact, TR flexibility’s actual score
in performance was 26.276. This was the highest score, while OP IT flexibility’s performance score
is the second highest (23.835). STR flexibility’s performance came in third (20.459). The output of
the structural model analysis is summarised in Appendix C. In this analysis, the direct influence of STR
flexibility on firm performance and indirect influence of TR and OP flexibility on firm performance via
PIC is captured. Therefore, correlations between IT flexibility dimensions and firm performance are
demonstrated. A validity test for the measurement models is as reported in Han et al. [11].
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Table 2. Importance–performance level analysis of industry: construct scores.

Constructs (Dimensions) Importance Performances

TR IT flexibility 0.369 26.276
OP IT flexibility 0.201 23.835
STR IT flexibility 0.186 20.459

Source: authors.

From Table 2, we observe that the actual performance levels of different IT flexibility dimension
are suitable to their relative levels of importance. Specifically, at the industry level, the resource
distribution for the three different IT flexibility dimensions follows a line of “best fit,” as given in
Figure 1. This is also demonstrated by presenting a trend line among the three different flexibility
levels that establish the AB line in Figure 2.

Figure 2. Importance–performance analysis of MultiLogistics: construct matrix. Source: authors.
(Note: flexibility_I stands for industry and flexibility_ML is for MultiLogistics.)

4.2. Firm-Level Analysis

Table 3 shows that MultiLogistics’ importance scores are in line with the findings from
the industry-level data investigation. However, its performance scores in the three dimensions
are inconsistent with the industry results. Notably, TR flexibility’s performance score (i.e., desired
performance) should be the highest among the three dimensions, as this dimension has been deemed
the most important among the three. However, in the case of MultiLogistics, TR IT flexibility showed
an actual performance score of 39.013 (the lowest score). In terms of OP flexibility’s importance, it had
the second-highest score (40.184). With regard to the STR IT flexibility’s performance, it came in first
(45.363). This indicates that MultiLogistics performed best at the STR dimension, followed by OP, then
TR. The detailed PLS-SEM analysis results for MultiLogistics are provided in Appendix D.
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Table 3. Importance–performance analysis of MultiLogistics: Construct scores.

Construct (Dimension) Importance Performance

TR IT flexibility 0.635 39.013
OP IT flexibility 0.384 40.184
STR IT flexibility 0.142 45.363

Source: authors.

Both the industry and MultiLogistics scores were united in a plot, given in Figure 2. As can
be identified from Figure 2, MultiLogistics’ perception of the order of importance of the three IT
flexibility dimensions conforms with the industry-level analysis. However, its performance for the three
dimensions is greater than the general industry measure. In particular, MultiLogistics’ STR flexibility
performance far exceeds the industry norm. This indicates that MultiLogistics may have invested
excessively and hence overperformed in this dimension. If the company invested unnecessarily in
resources in an effort to build STR flexibility, it might not get the rewards it expected. Alternatively,
resources could have been better allocated to other areas, which would have a bigger influence on
firm performance. What exactly could have contributed to this potential overperformance? The next
section offers further insights via an indicator-level analysis.

4.3. Indicator-Level Analysis—Development of a Resource Allocation Action Plan

To identify which indicators of STR flexibility may be consuming resources that could be reallocated
to other indicators, the performance of indicators is analysed. Table 4 provides the performance scores
of each indicator for both MultiLogistics and the industry as a whole, as well as the score difference
between MultiLogistics and the industry. We examine the three STR indicators in particular.

Table 4. The relative performance analysis for MultiLogistics versus the industry: indicator scores.

Dimensions Indicator
Performance Score

MultiLogistics Industry Difference

TR
flexibility

HW 40.952 23.177 17.775
SW 37.619 21.654 15.966
NW 28.095 19.271 8.824
ACC 34.706 29.134 5.572
LINK 45.455 28.042 17.412
INTP 42.857 38.320 4.537

OP
flexibility

QLT 37.255 20.604 16.651
VIS 39.524 24.147 15.377
SPD 40.476 22.572 17.904

STMR 46.667 24.800 21.867
OPT 36.667 26.640 10.026

STR
flexibility

PTN1 40.000 8.889 31.111
PTN2 48.095 30.577 17.518
OFF 47.059 23.228 23.830

Source: authors.

All three indicators of STR show high performance scores, as expected. However, if one examines
the score difference between MultiLogistics and the industry as a whole, there is evidence that some
indicators have consumed extensive resources. First, the actual performance of PTN 1 (the ability of
the company to establish and adjust information connections with existing supply chain partners)
is considerably higher than the industry norm with a gap of 31.111—the largest gap among all 14
flexibility indicators. Moreover, the observed performance of OFF (the ability of the company to use
ICT in offering novel products and services to their customers) (47.059) also shows a relatively high
score difference (23.830) when compared to the industry score (23.228). The performance of PTN2 (the
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ability of the company to establish and adjust information linkages with new supply chain partners) is
of less concern as it is more in line with the other indicators from the TR and OP dimensions.

Such potential overcommitment on PTN1 and OFF could be appropriate due to MultiLogistics’
mission to be a truly customer-centric company. Given the increasing market pressure, and the fact that
logistics and freight forwarding services are increasingly being perceived as commodities, the company
has seen its profit margin being squeezed to a single digit in some regions. Therefore, the company has
invested heavily in IT, including implementing a popular commercial transportation management
system (TMS) globally, and an enterprise resource planning (ERP) customer relationship management
suite to manage its air and freight transactions. According to its annual report, it expected that
the flexibility brought about by such investments would provide better visibility to existing and new
customers, simplify and speed up information flows, and streamline financial transactions across all
its divisions. A lack of information on how the rest of the industry has performed could have led to
a potential overcommitment. However, the seeming overinvestment could also be a deliberate act from
the company in order to outperform its competitors and retain its leading position in the marketplace.

In order to find the underlying reasons why there is a large gap in PTN1 and OFF between
the case company and the industry norm, we conducted a follow-up study. Interviews were conducted
with four senior staff from the company: global innovation manager, IT manager, country fulfilment
manager and a senior supply chain executive from one of the company’s biggest clients, which, in
order to retain anonymity, we call TelCo. With each interviewee, we first talked through the rationale
of our study and the data analysis results. We then pointed out the gap we identified in the strategic
dimension and asked our interviewees what might have contributed to the gap.

The interviews with participants from the case company largely confirmed our initial speculation
that the “customer-centric” strategy drives the company’s investment decisions in strategic IT flexibility.
Investments have been made to streamline internal information integration (e.g., investment on
Transport Management Systems and Enterprise Resource Planning) for efficiency and productivity
gains. “This is the area that we can control,” commented the IT manager. Areas that the case company
has less control over but nonetheless must be committed to are building interorganisational information
links and improving communications with various clients, particularly with large clients. The biggest
challenge is that those large clients tend to have different in-house information systems, and the case
company often has to build a dedicated information link with each of the clients, rather than a standard
and cost-effective interface with all. The bespoke information connectivity demands a heavy resource
commitment and contributes largely to the gap identified in factor PTN1.

The interviewee from TelCo explained why bespoke connectivity is needed in order for them to
work with MultiLogistics: “We are a large global manufacturing company and have multiple factories
in Europe. MultiLogistics is in charge of our UK order fulfilment process. This means the company
needs to be able to interact with a number of our in-house systems. For inbound logistics, they also
need to interact with each factory’s ERP system to manage and receive goods coming into the UK. We
have a central inventory management system that they need to access in order to gain visibility to
stock levels. This means their WIS [warehouse information system] needs to integrate with our WIS.
For outbound logistics, every time we issue them our customer’s PO [purchasing order] and a packing
list. They will then have to pick and configure the parts needed for that PO and send us a picking list
via EDI [Electronic Data Interchange] link to our CRM [Customer Relationship Management] system.”

As to the gap identified in OFF, the global innovation manager from the case company explained
that, different from other logistics companies that tend to outsource many of their IT functions,
MultiLogistics manages most of its IT in-house and sees technology as the core of its ability to adapt
to changing demands in industry. Unlike asset-heavy logistics companies like DHL, the company’s
core competitiveness lies in its dynamic capability to continuously innovate and provide value-adding
services to their clients. “So rather [than] just managing stocks for our clients, we actually work
with our clients to reduce their overall inventories. We’ll get paid less [for] warehousing, but we
could then implement [a] VMI [vendor-managed inventory] type of exercise and take over our client’s
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replenishment function,” commented the innovation manager. Other interviewees also commented
that a number of explorative initiatives took place in MultiLogistics—for example, introducing
manufacturing services and 3D printing. Hence it seems that “overcommitment” under the factor of
OFF is a deliberate act that the company undertook to differentiate itself from its competitors. They
did acknowledge that they had limited knowledge about how the rest of industry performed, and
therefore our tool helped them to gain a clear sense of their competitive position in the marketplace.

By translating the PLS-SEM analysis output to the IPA matrix, the current research has assessed
the performance gap in different IT flexibility dimensions. The assessment was based on their relative
levels of importance to firm performance. In the case of MultiLogistics, our analysis shows that
STR flexibility may overperform, given that its importance does not deviate much from the industry
standard. A further indicator-level analysis offers additional insight as to which factors contribute to
the possible excessive performance of STR flexibility and where downscaling might be possible. Our
follow-up study reveals the complex coercive and competitive forces that drove the case company’s
deliberate action to commit considerable resources.

5. Conclusions

5.1. Theoretical Contribution

Previous research has stressed the importance of effective IT flexibility management through
a requirements analysis that mitigates deficiencies or excesses in dissimilar flexibility dimensions. Yet
there has been a lack of analytical tools that evaluate the required and actual level of IT flexibility
dimensions. To resolve this issue, we propose a combined method of IPA and PLS-SEM. Our method
shows that prioritization among multiple dimensions of IT flexibility is made by employing the two
universal measurements, namely importance and performance. Furthermore, the distribution of firm
resources to the most important dimensions is advised.

Application of this method to a client company’s data (Multilogistics in this study) also visualizes
how this client firm can distribute its resources through the prioritization of different IT flexibility
dimensions. In doing so, we proposed an action plan to distribute finite resources to different IT
flexibility dimensions in a well-organized and efficient method. The method of PLS-SEM combined
with the IPA matrix revealed the most important variables that contribute to the highest level of
performance. To the best of the authors’ knowledge, there has been no study that has proposed such
an analytical tool that assesses multiple dimensions of IT flexibility. The unique contribution of this
study is, therefore, an improved understanding of how to get the greatest value out of an investment
in IT resources by revealing areas where particular management attention and subsequent rectification
may be necessary. By proposing a combined method of IPA and PLS-SEM, we provide a novel insight
about the mechanisms that firms can utilize to control their IT flexibility levels in rapidly changing
business environments.

The IPA-PLS-SEM tool, however, does not offer detailed explanations as to why companies
overcommit in certain areas. There may well be positive and legitimate reasons why companies acted
in this way—for example, to maintain a competitive advantage by managing clients who require
a certain IT flexibility, as illustrated in the case of MultiLogistics. Or equally, the areas identified could
be “blind spots,” or mismatches between required and committed investment, that senior executives
were not aware of. Those areas could then be targeted for further improvement, or resources could be
redeployed elsewhere to deliver improved value to the businesses. Furthermore, without this tool it is
not possible to detect the IT flexibility gaps at an indicator level. Consequently, it will be difficult for
organisations to develop a strategy for better resource exploitation. Once organisations are confident
that the flexibility gaps identified via the use of the IPA—PLS-SEM tool are due to misinvestment in
certain areas, action can be undertaken to rectify the situation. Certain resources could be transferred
from one area to another in order to achieve the desired IT flexibility outcomes. The concept of resource
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mobility is well established in the literature, and reallocating resources from one dimension to another
often incurs lower penalties when compared with additional investment.

5.2. Practical Contribution

Our research also suggests a measurement tool that managers can utilize to assess IT flexibility
and identify any gaps that exist between current and desired flexibility levels. This output encourages
logistics managers to consider the importance of IT flexibility in a more integrative and clear manner.
It also helps logistics managers to decide how to coordinate their IT flexibility dimensions efficiently to
deal with upcoming changes with finite firm resources. The current literature on quantifiable flexibility
measurements has been accused of not being relevant to real-life industry settings. However, in this
study, we propose that the IPA tool can be applied directly to industrial practice. Both supply chain
and IT managers can use the IPA tool to understand what their competitive priorities should be when
examining the performance of their IT flexibility, and identify whether some dimensions may be over-
or underperforming. This will enable managers to review their IT flexibility capabilities and make
more informed choices about where to best concentrate their resources, ultimately increasing managers’
abilities to control and manipulate organizational factors to increase firm performance.

5.3. Limitations and Future Research

Even though the we did our best to gain many samples for applying the IPA and PLS-SEM
combined method to the client firm, the application was performed with a comparatively small sample
size (n = 35). This is because we required respondents to be key informants who are skilled and
well-informed about inclusive IT use, interorganizational process connections and firm performance
attributes. Moreover, acquiring 100 individuals from a single firm was a difficult task as the sample pool
in a specific company is narrower than in an overall industry sector. If we acknowledge the exploratory
characteristics of this study, the sample size is statistically acceptable [46]. However, even though our
sample size satisfies the recommended criteria, future research should seek to collect more data to
enhance the validity of both industry- and firm-level data.

Although IPA is particularly useful for indicating areas that may either under- or overperform,
it does not offer an explanation as to why this happens. As the development of IT flexibility is
specific to the operational context, environmental (e.g., industrial advances and market circumstances),
organisational (e.g., firm scale, tactics and monetary condition) and technological (e.g., IT proficiency
and human resources, architecture and IT merchants) issues can affect the required IT flexibility
level. Further investigation is thus needed to understand whether a company is indeed over- or
underperforming in a specific dimension. As the IPA matrix assumes linear relationships between
importance and performance, this study does not address lines CD and EF (shown in Figure 1).
Considerations of possible nonlinear relationships, such as the one proposed by Tontini and Silveira [50],
could complement our approach. Future research could also attempt to apply this tool to other, non-IT
types of flexibility.
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Appendix A

Table A1. Multiple dimensions of IT flexibility.

Dimensions Subdimensions
Indicators

(Abbreviations)
Explanations

Transactional
Flexibility

IT Infrastructure

Hardware (HW)

We can successfully transact with external firms
by using our advanced hardware (e.g.,

computers, field devices, sensors, meters,
servers, etc.)

Software (SW)

We can successfully transact with external firms
by using our advanced software and

applications (e.g., logistics portals, email
systems, etc.)

Networks (NW)
We can successfully transact with external firms
by using our advanced network (e.g., internet,

LAN, telephone, text)

Connectivity

Access (ACC)

We can effectively access our IT network
properly and securely to communicate with
external firms (e.g., network access anytime

anywhere)

Linkages (LINK)
We can access a wide range of external firms

through our IT network (e.g., number of
external firms we can access through our portal

Interoperability
(INTP)

We can effectively transact with our external
firms through standardized information format

(e.g., Excel, PDF, HTML, EDI)

Operational
Flexibility

Information sharing

Quality (QLT) We can share accurate and timely information

Visibility (VIS) We can gain good visibility of supply chain
processes

Speed (SPD) We can complete transactions rapidly

Process improvement

Streamlining
(STMR)

We can integrate and automate supply chain
processes

Optimisation
(OPT)

We can optimise the supply chain processes
with external firm

Strategic
Flexibility

Partnering

Partnering1
(PTN1)

We can easily build and alter our information
linkages to our existing supply chain partners

providers

Partnering 2
(PTN2)

We can easily build and alter our information
linkages to new supply chain partners

Offering Offering (OFF)
We are actively exploring innovative ways of

using ICT in offering new products or services
to customers

Process integration capability (PIC)

PIC 1
We have a capability to integrate sourcing,
transport, service process and other areas

internally

PIC 2
We have a capability to integrate sourcing,

transport, service process and other areas with
suppliers

PIC 3
We have a capability to integrate sourcing,

transport, service process and other areas with
customers
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Table A1. Cont.

Dimensions Subdimensions
Indicators

(Abbreviations)
Explanations

Firm performance (FP)

Cost (COST) Transaction costs for your supply chain
operations is reduced

Service (SRV) Level of service provided to customer is
improved

Speed (SPD_P) Speed of supply chain operations is improved

Quality (QLT_P) Quality of service to customers is improved

Value (Value) Value creation in the supply chain is improved

Source: adapted from Han et al. [11].

Appendix B

Table A2. Hypotheses for IT flexibility research model.

Types Hypotheses

Hierarchical structure of IT flexibility

Transactional IT flexibility positively affects
Operational IT flexibility.

Transactional IT flexibility positively affects Strategic
IT flexibility.

Operational IT flexibility positively affects Strategic IT
flexibility.

Indirect impact of IT flexibility dimensions on firm
performance

Transactional IT flexibility positively affects Process
Integration Capability.

Operational IT flexibility positively affects Process
Integration Capability.

Strategic IT flexibility positively affects Process
Integration Capability.

Direct impact of IT flexibility dimensions on firm
performance

Transactional IT flexibility positively affects firm
performance.

Operational IT flexibility positively affects firm
performance.

Strategic IT flexibility positively affects firm
performance.

Impact of mediator on firm performance Process Integration Capability positively affects firm
performance.

Source: adapted from Han et al. [11].
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Appendix C

 

Figure A1. PLS-SEM test results for industry-level data (** p < 0.05, *** p < 0.01, NS: Non-Significant).

Appendix D

Table A3. PLS-SEM test results for MultiLogistics. Summary of validity test results of
the measurement model.

Latent Variables
Number of
Indicators

Internal Consistency
Reliability

Convergent
Validity

Indicator
Reliability

Composite
Reliability

Cronbach’s
Alpha

AVE
Factor

Loadings

TR IT flexibility 6 0.918 0.894 0.655 0.619 to 0.898
OP IT flexibility 5 0.940 0.920 0.758 0.831 to 0.898
STR IT flexibility 3 0.919 0.868 0.792 0.854 to 0.945

Process integration capability 3 0.911 0.856 0.773 0.869 to 0.888
Firm performance 5 0.954 0.940 0.807 0.848 to 0.953

Table A4. PLS-SEM test results for MultiLogistics. Fornell-Larcker criterion.

Latent Variables
Process

Integration
Capability

Firm
Performance

Operational
Flexibility

Strategic
Flexibility

Transactional
Flexibility

Process integration
capability 0.879

Firm performance 0.422 0.898
Operational

flexibility 0.498 0.757 0.871

Strategic flexibility 0.361 0.715 0.739 0.890
Transactional

flexibility 0.401 0.689 0.692 0.805 0.809
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Table A5. PLS-SEM test results for MultiLogistics. Cross-loading analysis.

TR
Flexibility

OP
Flexibility

STR
Flexibility

Process Integration
Capability

Firm
Performance

HW 0.898 0.715 0.759 0.446 0.588
SW 0.889 0.603 0.785 0.208 0.584
NW 0.817 0.331 0.544 0.168 0.349
ACC 0.724 0.404 0.514 0.341 0.638
LINK 0.870 0.762 0.874 0.474 0.678
INTP 0.619 0.312 0.287 0.173 0.397
QLT 0.550 0.854 0.556 0.404 0.700
VIS 0.633 0.897 0.711 0.448 0.671
SPD 0.565 0.872 0.677 0.543 0.732

STMR 0.678 0.898 0.742 0.376 0.603
OPT 0.582 0.831 0.508 0.389 0.584

PTN1 0.588 0.710 0.851 0.227 0.576
PTN2 0.810 0.635 0.945 0.337 0.661
OFF 0.783 0.640 0.871 0.385 0.665
PIC1 0.428 0.439 0.412 0.869 0.430
PIC2 0.215 0.314 0.178 0.888 0.224
PIC3 0.363 0.509 0.309 0.880 0.401

COST 0.590 0.751 0.680 0.351 0.848
SVC 0.694 0.663 0.637 0.399 0.913

SPD_P 0.589 0.684 0.628 0.304 0.917
QLT_P 0.685 0.673 0.685 0.429 0.953
VAL 0.523 0.619 0.570 0.415 0.856

Table A6. Effects and variance explained.

Effects on Endogenous Variable with
Hypotheses

Path Coefficient β (t-Value) Variance Explained (R2)

Effects on OP flexibility - 0.478
H1a: TR→ OP 0.692 *** (7.718) -

Effects on STR flexibility - 0.735
H1b: TR→ STR 0.600 *** (5.418) -
H1c: OP→ STR 0.324 *** (3.020) -
Effects on PIC - 0.261

H2a: TR→ PIC 0.203 (0.659, NS) -
H2b: OP→ PIC 0.474 ** (2.123) -
H2c: STR→ PIC −0.157(0.397, NS) -

Effects on FP - 0.639
H3a: TR→ FP 0.179 (0.921 NS) -
H3b: OP→ FP 0.446 ** (2.224) -
H3c: STR→ FP 0.220 (0.971, NS) -
H4: PIC→ FP 0.049 (0.320, NS) -

Note: *** p < 0.01; ** p < 0.05; * p < 0.1 (all two-tailed).
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Figure A2. Result of path analysis—Company A. (** p < 0.05, *** p < 0.01, NS: Non-Significant).
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Abstract: According to the European Commission Energy Union strategy from 2015, some of the main
objectives are to improve energy efficiency, reduce dependence on energy imports, cut emissions, and
drive jobs and growth. Achieving the objectives of the Energy Union requires significant financing,
particularly for investments in energy efficiency. Serbia and Croatia included the objectives of the
Energy Union in their national strategies and have implemented various investment projects in
this area. This paper focuses on the sustainability of energy efficiency projects for public buildings
which include not only energy efficiency investment cost but also non-energy efficiency investments.
By applying the European Commission methodology for cost-benefit analysis, we assessed the
sustainability of several projects in Serbia and Croatia. The sustainability assessment is done by
quantifying energy savings, greenhouse gas emission reductions and the social and economic benefits
that are related to non-energy efficiency project components. The values of economic performance
indicators imply that society would be better off with projects that would contribute to achieving not
only the targets set in national energy strategies but also to creating broader social benefits.

Keywords: investment projects; financial analysis; economic analysis; energy efficiency; public
buildings; sustainability

1. Introduction

The buildings sector in the EU contributes to approximately 36% of CO2 emissions
and 40% of final energy consumption, while 75% of the building stock is energy inefficient
and 35% of buildings are over 50 years old [1]. Due to the Energy Efficiency Directive
(2012/27/EU and 2018/2002) (EED), the annual rate of refurbishment should amount
to 3% of the total surface area of buildings occupied by the central government [2]. The
Directive on Energy Performance of Buildings (2010/31/EU and 2018/844) (EPBD) requires
decarbonizing the national building stocks by 2050 by establishing national long-term
renovation strategies [3]. In addition to these energy efficiency related directives, the
Directive 2018/2001 on the Promotion of the use of Energy from Renewable Sources
(REDII) calls for more renewable-based heating and cooling in buildings [4]. Current
annual renovation rates of the building stock across Member States ranges from 0.4% to
1.2%, and to reach the targeted 3%, many barriers to renovation need to be overcome [5].

In this paper, we focus on analyzing the sustainability of investing in several public
buildings in Croatia and Serbia. The objective of the study is to assess the technical,
financial, and economic feasibility of investment projects in three public buildings by
calculating corresponding performance indicators. This paper addresses the following
questions: What is the energy consumption in each case? What are the technical options
and what are their implications on the energy performance of buildings? Do the options
contribute to the decarbonization of the building stock? What are the investment, operation
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and maintenance costs and energy savings per every option? Which option offers the most
cost-effectiveness? Is the proposed project financially viable? What are the energy efficiency
and non-energy efficiency benefits in every case? Do the energy efficiency benefits justify
the costs? If not, how can the economic viability of the cases presented in this paper
be assessed?

In Croatia, from 2014 until 2020, the energy refurbishment of buildings was co-financed
by the European Structural and Investment funds with 60% for energy efficiency measures
and 85% for design documentation, energy audit and energy certificate costs [6]. To qualify
for the co-financing, at least 50% of heating energy savings was required and usually this
was achieved by the thermal insulation of the building envelope and the installation of
energy efficient windows. The market was highly motivated to use grants for financing
the energy refurbishment costs. There were 758 projects of public buildings and the total
co-financing amount was EUR 211.81 million. In residential buildings, i.e., multiapartment
buildings and family houses, which included a total of 16,000 households, there were
584 projects and the total co-financing amount was EUR 100 million [7]. Even though
this is a relatively high number of projects and financial resources invested, an annual
refurbishment rate of 0.7% of the total building stock was achieved and 1.35 million m2 of
the building surface area were refurbished. According to the recently published National
building stock refurbishment strategy, a gradual increase in the annual refurbishment rate
is targeted, starting from 1% in 2021 and reaching 4% in 2050, and expecting to refurbish
a total of 104 million m2 and to achieve 2260.9 ktCO2 savings [8]. Decarbonization of the
building stock will include additional energy efficiency measures, such as modernizing
the building systems, using on-site renewable energy, and developing neighborhood
renovation projects instead of single building projects. In Serbia, according to the Energy
sector development strategy until 2025, the energy refurbishment of buildings has been set
out as a priority activity.

To assess the sustainability of the investment projects in several public buildings in
Serbia and Croatia, we took into consideration both energy efficiency and non-energy
efficiency costs and benefits. Economic performance indicators imply that energy efficiency
benefits may not be sufficient to justify the project costs. The inclusion of non-energy
efficiency benefits improves the results of the economic analysis, making the projects
desirable from a socioeconomic perspective.

The paper is organized as follows. Section 2 provides a literature review. Methods on
energy audits, certificates of buildings and the cost-benefit analyses of investment projects
are introduced in Section 3. Case examples of a building in Croatia and two buildings in
Serbia are elaborated in Section 4. Results and discussion on energy cost savings, option
analysis and cost-benefit analyses are presented in Section 5. Finally, conclusions are
presented in Section 6.

2. Literature Review

Improving energy efficiency has been a way to increase the productivity and sus-
tainability of society, primarily through the delivery of energy savings. The impact of
energy efficiency measures can be an important contributor to economic growth and social
development [9]. To investigate the complex and controversial relationship between energy
consumption and GDP, a study concluded that there is mixed evidence on the direction
of causality between energy consumption and GDP [10]. Job creation is an important
socioeconomic effect associated with the development of energy efficiency technologies.
The approaches to estimate job creation effects of the renewable energy and energy effi-
ciency sectors, as well as the existing estimations of job creation figures by technology and
capacity, were summarized in the literature [11,12]. Kerr et al. considered how different
benefits have been used within the overall rationale for energy efficient retrofit policies in
different contexts [13]. The identification of multiple benefits may not imply multiplied
policy support, and instead it is more likely that different rationales will have relevance at
different times, for different audiences [13].
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Bleyl et al. analyzed the economic and financial implications for renovating an office
building to the “Passive House” standard and concluded that the Life Cycle Cost & Benefit
Analysis cash flow model can be used not only for deep energy retrofit business case
analysis, project structuring, and financial engineering, but also for policy design [14].
Gelatioto et al. simulated a public historic building and some permitted retrofit actions were
applied to analyze the effectiveness of national measures in four different climatic zones [15].
Energy efficiency retrofitting of existing buildings is a key program for improving building
energy efficiency in northern regions of China. A methodological framework to conduct an
economic cost-benefit analysis (CBA) for energy efficiency retrofit projects was applied and
the research found that the retrofitting of existing buildings generally lacks attractiveness
to investors from an economic perspective [16]. Energy saving retrofits of residential and
public buildings positively contributed to economic growth, employment, and protection
of the environment in a post-transition country [17].

Novikova et al. analyzed the costs and benefits of the different thermal efficiency
retrofits as well as the impact of user behavior, implying that energy usage in the public
building sector could increase and mitigate savings resulting from energy-saving measures,
making saved energy costs invisible [18]. By reducing energy consumption, other benefits
can be achieved such as reduced government subsidies and improved health due to less
air pollution and a better indoor climate [19]. Filippidou and Jimenez Navaro [1] have
used CBA to identify the cost effective and cost optimal solutions for current and future
EU building stock. Both energy efficiency and sustainable heating and cooling should be
considered when planning the decarbonization of the building sector, thus avoiding lock-in
effects in terms of investments in less than cost-optimal energy efficiency renovations. Cost-
optimal solutions require moderate thermal insulation in southern Europe, and efficient
heating and cooling technologies should be prioritized. On the other hand, in central
Europe, deep energy efficiency improvements are cost-optimal and should be combined
with efficient heating and cooling technologies.

The renovation of large scale buildings is still a difficult task to be accomplished. The
most prevalent reasons for this are, among others, large investments and lack of awareness
of the potential benefits and of the skills required [20,21]. Papers published so far evaluate
the co-benefits (or multiple benefits) of a portfolio of energy efficiency projects by quanti-
fying the effects of such projects on selected macroeconomic variables [9–11,17–19,22]. In
our paper, we try to contribute to the literature by estimating the economic performance of
energy efficiency investments in public buildings on a case-by-case basis.

3. Methods

The European Commission methodology is applied to assess the technical, financial
and economic feasibility of proposed investments in three public buildings [23]. Figure 1
presents the appraisal steps.

Figure 1. Project appraisal methodology steps (Source: Adapted from Sartori et al. [23]).

Project objectives are elaborated in Section 4. The methodology on technical feasi-
bility with option analysis as well as the financial and economic analysis is presented in
Sections 3.1 and 3.2, respectively.

3.1. Energy Audits and Certificates of Buildings

Energy savings in buildings are determined in an energy audit. There are several
standards for conducting energy audits, and the most used ones are ISO 50002:2014 and
EN 16247-1:2012, which promote similar basic steps targeted to identify current energy
performance of a building and building systems and the energy performance improvement
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measures. The energy audit process has two implementation steps, (1) Data collection &
Site Visit, and (2) Analysis & Reporting.

The data collection includes discussion with the building owner and user to define
the energy audit purpose and scope, to acquire data on the building and the energy bills.
Next, a site visit is undertaken to record findings on the current condition of the building’s
elements and systems, and to identify opportunities for energy savings [24].

Savings are achieved by considering various energy efficiency measures that improve
energy performance of building components and systems. Baseline energy consumption,
costs and CO2 emissions are determined from the energy bills. Feasibility of energy effi-
ciency measures is determined by technoeconomic analysis of the investment costs and the
saving potential presented in energy, CO2 emissions and costs (kWh/y, tCO2/y, EUR/y,
respectively). Additional financial indicators as simple payback period (SPB), discounted
payback period (DPB), internal rate of return (IRR) and investment net present value
(NPV) are also prepared to describe the effectiveness of the energy efficiency measures.
All findings on the current energy performance, energy efficiency measures and the im-
proved energy performance of a building are described in a report, which is presented
to the building owner and user to make the decision on the implementation of energy
efficiency measures.

The EPBD has defined a general framework for the calculation of the energy perfor-
mance of buildings where the heat energy demands for heating and cooling, along with
energy efficiency levels of the building systems, are assessed. The energy performance
certificate is a document where the unique energy performance indicator is presented,
grading the building’s energy performance in energy classes, from A+ as the most efficient
level, to G as the lowest efficiency level.

For existing buildings, which are usually graded in low energy efficiency classes from
D to G, there is a high energy saving potential. Deep energy refurbishment measures,
such as thermal insulation of the building envelope and on-site renewable energy-based
technologies, achieve energy savings of up to 80% and the highest energy classes. Major
refurbishment is usually focused on thermal insulation measures and saving up to 50%
more energy and energy classes B or C are reached. Minor refurbishment includes improve-
ments of the existing building systems while savings can range up to 30% and the energy
class usually improves one level up.

In the option analysis, cost effectiveness rather than cost efficiency should be targeted.
Implementing lower levels of energy performance may lead to locking-in energy consump-
tion to unsustainable patterns due to long-term lack of proper maintenance, which remain
unchanged for several decades until the next renovation cycle [25]. As future renovation
rates are expected to remain close to the current level, it is highly important to make sure
that the best available energy efficiency measures are included [26]. In our paper, the
selection of the preferred options is based on cost effectiveness, which allows for high
energy savings.

3.2. CBA Methodology

CBA is defined as an activity that enables calculating and comparing costs and benefits
of an investment project. The impact of financial, economic, social and other factors should
be considered in order to assess the financial and economic viability of projects [27]. When
the value of benefits exceeds the costs incurred, the project is feasible. When an activity
undertaken by an individual or a company affects other individuals or companies who
do not pay for that activity or are not paid, the effect can be either positive or negative;
therefore, there are positive or negative externalities [28]. Sáez and Requena emphasize that
CBA includes our own intergenerational ethics, expressing what our present generation is
willing to pass on to future generations and not the future generations’ preferences [29].
They propose the use of the common Social Discount Rate for market goods and a lower
discount rate (environmental discount rate) for non-market goods in the same CBA exercise
as a way to include a certain level of intergenerational equity [29].
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In this paper, CBA is performed in line with the European Commission Guide to
cost-benefit analysis of investment projects, hereafter the EC CBA Guide [23]. CBA in-
cludes financial analysis and economic analysis. The financial analysis is made on behalf
of the owner of the infrastructure. The methodology used is the Discounted Cash Flow
(DCF) method. Only cash inflows and outflows are considered in the analysis, i.e., de-
preciation, reserves, price and technical contingencies and other accounting items which
do not correspond to actual flows are disregarded. The reference period is 20 years. The
analysis is carried out in constant (real) prices, net of value added tax (VAT), both on costs
and revenues.

The incremental approach is applied, comparing the with-project scenario and the
without-project scenario. The with-project scenario assumes the implementation of the
proposed investment and operations within the reference period. The without-project
scenario is a counterfactual scenario and indicates what would happen in the absence of
the project.

It is assumed that the energy price will be increased according the electricity price
forecasts in the South East Europe Electricity Road Map Country Report [30]. Projected
electricity price growth rates are applied to estimated electricity cost. Fuel scenarios
developed for the Ten-Year Network Development Plan (TYNDP) 2018 from the European
Network of Transmission System Operators (ENTSOs) were considered with regards to
gas price [31]. Projected gas price growth rates are applied to estimated heating cost.

The economic analysis is made on behalf of the whole society and appraises the
project’s contribution to the economic welfare of the region or a country. Investment
projects often have impacts that have no direct market values such as the impacts on the
environment. These effects can be monetized through different valuation techniques. The
key objective of the economic analysis is to prove that the present value of the project’s
economic benefits exceeds the present value of its economic costs, which means that
the project has a positive net contribution to society. This is expressed as a positive
Economic Net Present Value of the net cash flow, a Benefit/Cost (B/C) ratio higher than
1,0 or a project’s economic rate of return (ERR) exceeding the social discount rate. The
economic analysis is based on an incremental approach, comparing economic cost and
benefits of the project. Constant prices are applied and a social discount rate of 5% is
used. As no particular salary distortions are foreseen, the conversion factor of 1 is used.
The following five steps are applied: (1) conversion from market to accounting prices, (2)
monetization of non-market impacts, (3) inclusion of additional indirect effects, if relevant,
and (4) discounting of the estimated costs and benefits and calculation of the economic
performance indicators [23].

In this paper, we assessed energy efficiency and non-energy efficiency benefits. Energy
efficiency benefits included O&M cost savings, avoided CO2 emissions, avoided cost of
airborne pollutants and enhanced security of supply. The non-energy efficiency benefits
are specific for every building and may comprise education-related benefits, avoided
healthcare costs and avoided cost of child care, if applicable.

The recommended values of European Commission (EC) for the shadow price of
CO2 are used in the economic analysis and are available in the European Commission
Directorate-General for Climate Action paper on Climate Change and Major Projects [32].
Changes in the emissions of airborne pollutants are also monetized (PM, NOx, SOx) with
unit damage values from the NEEDS study [33]. If the with-project temperature will
be different from the current temperature, the project would create incremental comfort
benefits. The project is expected to generate security-of-supply benefits at a shadow price
used by the European Investment Bank (EIB) and the EC for power generated from a
combined cycle gas turbine (CCGT) [23].

When applicable, education related benefits are assigned. Such benefits would result
from improved quality of health care services and an increase in the number of survivors.
Value of a Statistical Life (VSL) and income elasticities are elaborated by Viscusi and
Masterman [34].
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4. Case Examples of Public Buildings

4.1. Building 1—Hospital

Building 1 is a clinical hospital built in 1988 and is located in Zagreb, Croatia. The
building is graded in energy class F > 220%. Electricity accounts for 48% of total operational
costs, natural gas for 19% and water for 33%. Although the investment maintenance has
been implemented over the years, the building systems have reached the end of life and
many damages can be observed on the building envelope. Leakage of the flat roofs is
occurring continuously due to the large roof surface area, damaged stormwater outlets
and damaged skylights. Building systems lack all functionalities that would enable stable
and efficient supply of energy, as part of the damaged equipment like heat recovery and
humidification systems were not replaced due to high investment costs. The window
opening mechanisms, window sealing and prefabricated façade panels with thermal
insulation layers are damaged, causing increased heat losses. The water supply and
hydrant network lack proper system pressure due to frequent pipe bursting while all water
fixtures are damaged with continuous leakage. Investment not only in energy efficiency
improvement but also in other major building properties is needed, but the respective
refurbishment program finds only energy efficiency measures and water saving measures
eligible for co-financing.

Energy efficiency measures proposed for this building include reducing heat demand
by improving the thermal insulation of the external envelope, the full replacement of the
centralized air-conditioning and mechanical ventilation systems and the replacement of
steam boilers with hot water boilers. A new lighting system and automation and control
for all building systems with integration in the central management and surveillance
system are suggested. In addition, the revitalization of laundry and kitchen facilities,
refurbishment of the external hydrant network, introducing new efficient water saving
fixtures, refurbishment of the entire indoor supply pipeline, photovoltaic system and solar
thermal collectors are included. Option analysis is performed for this building indicating
various energy efficiency levels of the energy efficiency measures proposed. Option A
presents the minimum improvements of the building envelope and building systems.
Option B aims at achieving the overall highest energy efficiency level. In addition to the
improvements of option B, option C includes a higher building envelope performance.
The building will be graded in energy class C < 100% following the implementation of the
proposed investment.

4.2. Building 2—Emergency Health Care Center

Building 2 was built in 1975 as a medical facility in Belgrade, Serbia. The building
is undergoing significant surface expansion to improve substandard working conditions
and to introduce new medical services. The building is graded in energy class E > 150%.
Electricity accounts for 30% of total operational costs, heat energy for 67% and water for
3%. The overall poor conditions due to lack of adequate maintenance on all installations
and the building structure can be observed, such as leakage of the flat roofs and façade
damages. The existing building systems have substandard energy performance levels, and
additional power capacity, proper cabling and illumination level of the lighting system,
replacement of damaged sanitary furniture, improvement of indoor air quality and indoor
comfort both in summer and winter period are required.

The energy efficiency measures proposed for this building include the reduction of
heat demand by improving the thermal insulation of the external envelope. The supply
of heat from the existing district heating system will remain, but the heat distribution
and transfer system will be completely replaced. Moreover, solar thermal collectors, a
new centralized cooling system, a ventilation system with heat recovery for high priority
areas and building energy management system will be introduced. The sustainability
measures include the reinforcement of the existing loadbearing structure, fire protection
systems and installations, new water and sewage installations, the complete replacement
of the electrical installations, as well as back-up energy generators and reliable and high-
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capacity telecommunication installations. Auxiliary services (kitchen, restaurant, laundry,
car wash), accessibility infrastructure for disabled persons, a video surveillance system
and traffic and landscape infrastructure are provided. Option A includes the minimum
energy efficiency improvement of all building elements and systems and is in line with
national energy efficiency requirements, while option B introduces solar thermal system
additionally. Option C incorporates the mechanical ventilation systems with heat recovery
in high priority areas. The building will be graded in energy class B < 50% in the with-
project scenario. CBA is performed for the preferred option.

4.3. Building 3—Kindergarten Complex

Building 3 is a kindergarten complex with administration offices and a kitchen facility
in Belgrade, Serbia. The building was built in 1975 and is graded in energy class E > 200%.
Electricity accounts for 37% of total operational costs, heat energy for 58% and water for
5%. The building was thermally insulated in 2009 but with the minimum performance
of the façade and windows. The indoor thermal comfort in heating season is low due to
insufficient heating capacity of the central light heating oil boiler plant. Individual electric
heating units are used for the additional heating of rooms. The power capacity is not
sufficient to cover all electric equipment installed.

Energy efficiency measures proposed for this building include reducing heat demand
by improving the thermal insulation of the external envelope. Modernization of building
systems introduces heat pumps for heating and cooling, a mechanical ventilation system
with heat recovery, solar thermal collectors, a new lighting system and a building energy
management system. Option A includes the minimum energy efficiency improvement of all
building elements and systems and is in line with national energy efficiency requirements.
Option B introduces the solar thermal system and heat pump, while option C incorporates
the mechanical ventilation and heat recovery. The building will be graded in energy class B
< 50% following the implementation of the proposed investment. The with-project scenario
of CBA is based on the preferred option.

5. Results and Discussion

5.1. Building 1—Hospital

The investment cost in various options is from 432 to 500 EUR/m2 while the opera-
tional cost savings range from 21 up to 39 EUR/m2 (Table 1). The simple payback period is
from 10 to 21 years. Option B is the most cost-effective one with the highest operational
cost saving, and with an annual electricity saving of 24%, heat saving of 67%, water saving
of 42% and CO2 saving of 57%. Renovation costs in hospitals in Albania for building
envelopes and heating systems were assessed in the literature [18]. Due to the difference in
investment objectives, their findings are not comparable to the results of option analysis.

For Option B, the NPV amounts EUR −406,840 and the IRR is 3.73%. With 40% co-
financing, the NPV is EUR 8.8 million and the IRR is 12.53%. The results suggest that an
energy efficient renovation investment, if not supported by government grants, may not be
financially viable. This is in line with previous findings that government support could
significantly improve the financial viability for investors [17,19].

113



Sustainability 2021, 13, 5837

Table 1. Investment cost and savings for various options for Building 1.

Building 1 Option A Option B Option C

Investment [EUR/m2] 432 480 500
Heat saving [kWh/m2] 325 590 598

Electricity saving [kWh/m2] 29 37 40
Water saving [m3/m2] 4 4 4

Energy class D C C
CO2 saving [tCO2/m2] 107 145 146

Operational cost saving [EUR/m2] 21 46 39
Simple payback period [years] 21 10 13

Source: Authors’ calculations.

5.2. Building 2—Emergency Health Care Center

The investment cost ranges from 67 up to 94 EUR/m2 while the operational cost
saving varies from 5 up to 14 EUR/m2 (Table 2). Total energy savings vary from 41% up
to 49%. Option B has the shortest simple payback period, however, option C is the most
cost-effective as it provides higher indoor comfort.

Table 2. Investment cost and savings for various options for Building 2.

Building 2 Option A Option B Option C

Investment [EUR/m2] 149 157 192
Heat saving [kWh/m2] 99 131 147

Electricity saving [kWh/m2] 35 36 24
Energy class C B B

CO2 saving [tCO2/m2] 0.011 0.017 0.015
Operational cost saving [EUR/m2] 6 8 9

Simple payback period [years] 24 19 23
Source: Authors’ calculations.

The investment cost is estimated to be EUR 7.3 million and includes energy efficiency
(EE) components and non-EE components with 54% and 46% share, respectively (Table 3).
EE components comprise architecture, thermotechnical and electrical items, while non-EE
components contain architectural, structural, sanitary, telecommunication, fire detection
and alarm system, vertical transport, demolition works, smoke extraction, sprinkler system
and landscaping items.

Table 3. Investment cost of Building 2.

Item EUR %

EE components 3,950,000 54%
Non-EE components 3,330,000 46%
Total investment cost 7,280,000 100%

Source: Authors’ calculations.

Operation and maintenance (O&M) costs include electricity, heating and maintenance
costs of both EE and non-EE components (Table 4). Due to the energy cost savings that
would result from the project implementation, the incremental operation and maintenance
costs are negative from the first year of operations in the amount of EUR −5.804. The
energy costs are adjusted to the forecasted changes of energy prices as elaborated in the
methodology section of the paper.

114



Sustainability 2021, 13, 5837

Table 4. Incremental O&M cost in the first year of project operations.

Item EUR

Electricity cost −29.647
Heating cost −16.077

Maintenance cost 39.920
Total incremental O&M costs −5.804

Source: Authors’ calculations.

The economic costs include the investment cost, replacement cost and residual value
(Table 5). As the weighted average life time of investment cost items is equal to the
reference period of 20 years, the replacement costs and residual value are set to EUR
0. Since the project generates energy savings, incremental O&M costs are presented as
economic benefits. The net present value of economic costs is EUR 6.9 million.

Table 5. CBA results for Emergency Health Center.

Item Net Present Value %

Investment cost 6,933,333 100.0%
Replacement cost 0 0.0%

Residual value 0 0.0%
Total economic costs 6,933,333 100.0%

Avoided CO2 emissions 56,950 0.7%
O&M cost savings 157,678 2.0%

Avoided cost of airborne pollutants 85,441 1.1%
Enhanced security of supply 13,936 0.2%

Education benefits 7,674,430 96.1%
Total economic benefits 7,988,436 100.0%

Economic net present value 1,055,103
Source: Authors’ calculations.

The O&M cost savings are a major energy efficiency related benefit with the net present
value of EUR 157 k and a 2.0% share of total benefits. The avoided cost of airborne pollutants
follows in importance with a 1.1% share (EUR 85 k). The avoided CO2 emissions and the
enhanced security of supply account for 0.9% of the total. The project implementation
would not generate incremental revenues. Benefits from education with a net present
value of EUR 7.98 million are considered as a non-EE benefit and are a result of improved
quality of health care services. The economic net present value is EUR 1.0 million while
the benefit/cost ratio is 1.15. Such economic performance indicators imply that the society
would be better off with the project. The energy efficiency benefits are not sufficient to justify
the EE investment cost. The inclusion of non-EE costs and benefits in the analysis provides
the basis for the comprehensive assessment of the project’s feasibility. The assessment
of co-benefits or multiple project benefits of various projects, which include the impact
on GDP, employment, labor income, rental income and building sales price, is presented
in the literature [11,14,16–18]. Since these benefits are not included or applicable to the
cases in this paper, the results of the CBA are not comparable to the indicators presented in
the literature.

A sensitivity analysis was then performed to identify the effect of the choice of a
discount rate on the weighing of costs and benefits. If the social discount rate would
increase, the net present value would decrease as the costs come up-front and benefits
come later. A relevant element of the sensitivity analysis is a value that a variable (social
discount rate) would take in order for the net present value of the project to become zero
or negative.

If a rate of 7% is used, the benefit/cost ratio is 0.99% and the net present value is
negative (Table 6). Such results would suggest that the project is not economically viable
only due to the increase in the social discount rate from 5% to 7%. In the case of the
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Emergency Health Center, an additional increase in the discount rate (7% or higher) would
further deteriorate the results of the cost-benefit analysis.

Table 6. Results of economic analysis under different social discount rates for the Emergency
Health‘Center.

Social Discount Rate 5% 7%

Benefit/cost ratio 1.15 0.99
Economic net present value EUR 1.0 million EUR −72,013

Source: Authors’ calculations.

5.3. Building 3—Kindergarten Complex

The investment cost in various options is from 203 up to 494 EUR/m2 while the
operational cost savings is from 19 up to 26 EUR/m2 (Table 7). The total energy savings
vary from 50% to 80% in different options. Option C achieves the highest savings of
operational costs and CO2 emissions and is the selected (preferred) option. The renovation
costs of the building envelope and heating systems in kindergartens in Albania were
assessed in the literature [18]. Since the investment objectives are not the same, their
findings are not comparable to the results of option analysis.

Table 7. Investment cost and savings for various options for Building 3.

Building 3 Option A Option B Option C

Investment [EUR/m2] 203 321 494
Heat saving [kWh/m2] 114 190 302

Electricity saving [kWh/m2] 19 1.76 15
Energy class C B B

CO2 saving [tCO2/m2] 0.06 58 92
Operational cost saving [EUR/m2] 19 21 26

Simple payback period [years] 10 15 13
Source: Authors’ calculations.

The project investment cost is estimated to be EUR 2.0 million and includes energy
efficiency (EE) components and non-EE components with an 82% and 18% share, respec-
tively (Table 8). The EE components comprise the building envelope, mechanical systems,
solar thermal system, lighting system, architecture and mechanical items, while non-EE
components include electrical, firefighting, interior works, structural, demolition works
and sanitary items.

Table 8. Investment cost of kindergarten complex.

Item EUR %

EE components 1,650,000 82%
Non-EE components 370,000 18%
Total investment cost 2,020,000 100%

Source: Authors’ calculations.

The project generates significant energy savings with the incremental operation and
maintenance costs of EUR −45 k in the first year of operations (Table 9). The savings are
attributed to the heating cost reduction. Energy costs are adjusted over the reference period
as stated in the methodology section of the paper.
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Table 9. Incremental O&M cost in the first year of project operations.

Item EUR

Electricity cost 1768
Heating cost −66,481

Maintenance cost 19,652
Total incremental O&M cost −45,061

Source: Authors’ calculations.

The net present value of economic costs is EUR 1.9 million (Table 10). Replacement
costs and residual value are set to EUR 0 as the average life time of cost components
correspond to the reference period.

Table 10. CBA results for the kindergarten complex.

Item Net Present Value %

Investment cost 1,942,308 100.0%
Replacement cost 0 0.0%

Residual value 0 0.0%
Total economic costs 1,942,308 100.0%

Comfort benefit 1,604,852 57.1%
Avoided CO2 emissions 292,240 10.4%

Avoided cost of airborne pollutants 246,206 8.8%
Enhanced security of supply 7182 0.3%

Avoided cost of child care 544,230 19.4%
Avoided health care costs of influenza 116,529 4.1%

Total economic benefits 2,811,240 100.0%
Economic net present value 868,932

Source: Authors’ calculations.

The with-the-project temperature will be higher by 2 degrees Celsius than the current
temperature, resulting in a comfort benefit. This benefit is monetized on the basis of
the hypothetical additional energy savings associated with a hypothetical higher energy
consumption in the without-project scenario that would have been needed to reach the
temperature of the with-project scenario [23]. The comfort benefit is a major energy
efficiency and project benefit, with the net present value of EUR 1.6 million and a 57.1%
share of total benefits. The avoided CO2 emissions and cost of airborne pollutants follow in
importance, with EUR 292 k and EUR 246 k, respectively. The enhanced security of supply
is estimated to EUR 7.2 k. Due to the improved internal air quality and temperature, a
conservative decrease in absence rate by 1% is applied [35]. The benefit is quantified on the
basis of avoided costs of private child care during illness and the associated health costs of
EUR 544 k and EUR 116 k, respectively. The economic net present value is EUR 0.87 million
while the benefit/cost ratio is 1.45. The benefits on society justify the opportunity cost of
the investment. In this case, EE benefits would be sufficient to justify the EE investment
cost. The inclusion of non-EE costs and benefits enables the assessment of the project’s
impact on society as a whole. The results are not evaluated against the results in previous
studies [11,14,16–18] since the structure of the project benefits is not comparable.

A sensitivity analysis was performed to quantify the effect of increasing the social
discount rate. A relevant element of the sensitivity analysis is a value that a variable (social
discount rate) would take in order for the net present value of the project to become zero
or negative.

If a rate of 8% is used, the benefit/cast ratio is 0.97% and the net present value is
negative (Table 11). Such results would suggest that the society would not be better off
with the project, only due to the increase in the social discount rate. In the case of the
kindergarten complex, an additional increase in the discount rate (8% or higher) would
further deteriorate the results of the cost-benefit analysis.
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Table 11. Results of economic analysis under different social discount rates for the kindergarten complex.

Social Discount Rate 5% 8%

Benefit/cost ratio 1.45 0.97
Economic net present value EUR 0.87 million EUR −56,111

Source: Authors’ calculations.

6. Conclusions

According to the Energy Efficiency Directive (2012/27/EU and 2018/2002), the annual
rate of refurbishment should amount to 3% of the total surface area of buildings occupied
by the central government. Decarbonization of the national building stocks by 2050 is
required by the Directive on Energy Performance of Buildings (2010/31/EU and 2018/844).
More renewable-based heating and cooling in buildings is called by the Directive 2018/2001
for the promotion of the use of energy from renewable sources. The paper presents results
of option analyses and the CBA of investment projects in three public buildings with energy
efficiency and non-energy efficiency costs and benefits in Serbia and Croatia.

• The results of a case study on a hospital building indicate a negative net present value,
implying that the proposed investment is not financially viable. From the owners’
point of view, such a result negatively affects the attractiveness of the project. This is
in line with previous findings that government support could significantly improve
the financial viability of energy efficiency projects [17,19].

• The case studies on an emergency health care center and a kindergarten complex
suggest that energy efficiency benefits are not sufficient to justify the energy related
costs. This does not mean that the project is not convenient for the society. Such a
result requires the calculation of economic return to determine if the society would
be better off with the project. Inclusion of not only EE costs and benefits, but also
non-EE costs and benefits, provides the basis for the comprehensive assessment of the
project’s feasibility and its impact for the entire society. The non-energy benefits are
project specific and consist of health benefits, education benefits and the avoided costs
of child care.

• Following the inclusion of both EE and non-EE costs and benefits in CBA of emergency
health care center and kindergarten complex projects, the economic net present value is
positive and the benefit/cost ratio is greater than 1 in both cases. Such results suggest
that the projects are economically viable. Co-benefits or multiple project benefits of
various projects, which include the impact on GDP, employment, labor income, rental
income and building sales price, are assessed in the literature [11,14,16–18]. Since such
benefits are not applicable to these specific projects, the results of the CBA are not
comparable to the results presented in the literature.

• In the case of the emergency health care center, the greatest benefit is associated with
education as it would improve the quality of health care services. The O&M cost
savings follow in importance due to the expected energy savings. In the case of the
kindergarten complex, a major benefit is the comfort benefit as a consequence of a
higher indoor temperature. The improved air quality is expected to result in avoided
cost of child care and avoided health care costs. The reduction of CO2 emissions and
airborne pollutants would generate significant benefits as well.

• A factor that affects the conclusion of cost-benefit analysis is the choice of a discount
rate. A sensitivity analysis was performed to present the CBA results with different
social discount rates for the hospital building and the kindergarten complex. If the
social discount rate would increase, the net present value would decrease as the costs
come up-front and benefits come later. If a rate of 7% or higher is used, the benefit/cost
ratio would be less than 1 and the net present value would be negative in both cases.
Such results suggest that the conclusions of CBA would change and that projects
would not be economically viable only due to the increase in the social discount rate
from 5% to 7%.
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The next step will be the development of an energy efficiency investment project
prioritization tool. The aim of the tool is to identify projects of highest saving potential
under a specific budget constraint and/or specific retrofit rate. This tool is valuable for
public and any other building stock managing company as it allows the development
of implementation plans for energy refurbishment of buildings, provided the building
inventory is available. Indicators for investment size, energy and CO2 saving and invest-
ment efficiency are defined for different refurbishment scenarios and then evaluated by
multicriteria analysis.

6.1. Contribution

This research establishes a framework for performing option analyses and cost-benefit
analyses for investments in specific public buildings (hospital, emergency health care
center, kindergarten complex) which include not only energy efficiency but also non-energy
efficiency costs by using empirical data. It also empirically examines the feasibility of a
range of options in order to assess the technical, economic and environmental convenience
of a project. The proposed option analyses and cost-benefit analyses, as well as the methods
for calculating energy and non-energy benefits, provide useful cases to conduct CBA of
energy efficiency projects with non-energy costs and benefits of similar characteristics.

The results are derived from case studies in Serbia and Croatia under similar condi-
tions including the building type, climate zone and building systems. Option analyses and
CBA offer a better insight to investors for their decisions. To promote energy efficiency
investments with non-energy costs and benefits, the policy makers will be better informed
of the possible policy directions.

6.2. Policy Implications

The following policy implications are drawn from the case studies:

• The proposed investments are not financially viable. Therefore, government policy in-
struments such as government subsidies need to be in place as they could significantly
improve the financial feasibility for the owner of the infrastructure and investors.

• The financial and economic analysis results satisfy the requirements of applying for
EU grant financing. Given the EU objective of decarbonizing the national building
stocks by 2050, securing EU funds for similar projects would be justified.

• The choice of social discount rate significantly affects the conclusions of the cost-benefit
analyses. The discount rate should be set at the national level to reflect the country’s
social view of how future benefits and costs are to be valued against present ones.

• Establishing building inventory, investigating the saving potential and preparing
high quality projects able to reach the savings in real use and the use of renewable
energy is the way to achieve the decarbonization of the building stock. The key is the
preparation of portfolio of projects, flexibly organized to be easily adapted to a range
of priorities and available financing mechanisms.
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Abstract: In Canada, higher educational institutions (HEIs) are responsible for a significant portion
of energy consumption and anthropogenic greenhouse gas (GHG) emissions. Improving the
environmental performance of HEIs is an important step to achieve nationwide impact reduction.
Academic buildings are among the largest infrastructure units in HEIs. Therefore, it is crucial to
improve the environmental performance of academic buildings during their operations. Identifying
critical academic buildings posing high impacts calls for methodologies that can holistically assess the
environmental performance of buildings with respect to water and energy consumption, and GHG
emission. This study proposes a fuzzy clustering approach to classify academic buildings in an HEI and
benchmark their environmental performance in terms of water, energy, and carbon flows. To account
for the fuzzy uncertainties in partitioning, the fuzzy c-means algorithm is employed to classify the
buildings based on water, energy, and carbon flow indicators. The application of the developed
methodology is demonstrated by a case study of 71 academic buildings in the University of British
Columbia, Canada. The assessed buildings are grouped into three clusters representing different
levels of performances with different degrees of membership. The environmental performance of
each cluster is then benchmarked. Based on the results, the environmental performances of academic
buildings are holistically determined, and the building clusters associated with low environmental
performances are identified for potential improvements. The subsequent benchmark will allow HEIs
to compare the impacts of academic building operations and set realistic targets for impact reduction.

Keywords: higher educational institutions; academic buildings; environmental performance;
performance benchmarking; fuzzy clustering analysis; metabolic flows

1. Introduction

The United Nations Paris Agreement set ambitious goals for 191 countries to reduce the
anthropogenic greenhouse gases (GHG) emissions linked to climate change, in an aim to curb
the global temperature increase by 1.5 ◦C above the pre-industrial levels [1]. Canada is among the
nations that ratified the agreement and committed to reducing their emissions, by 2030, to a level that
is 30% lower than level reported in 2005 [2]. In Canada, the building sector is the third largest GHG
emitting source, and is responsible for 12% of the total emission [2]. Moreover, the building sector
consumes 20–40% of the total produced energy in developed countries; for instance, in the US and EU
this sector is the third largest in terms of energy usage [3]. Buildings are believed to be responsible for
more than one-third of the GHG emissions and 32% of the total energy consumption [4]. A building
emits GHG during different phases, but the largest portion of the GHG emissions is generally associated
with the operational phase, i.e., about 80–94% of the entire lifecycle emissions of a building [5–7].
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The educational sector stays among the largest public sectors of many countries around the world.
For instance, being the largest public sector in China, it consumes 40% of the total energy supplied to
the public sector [8]. Many large universities operate on a scale similar to a small city [9–13]. In Canada,
higher educational institutions (HEIs) generally use 60% of the electricity allocated to the educational
sector, equivalent to that consumed by a small city of 430,000 households [14]. In British Columbia (BC),
Canada, the educational sector alone emitted 309,222 ton of CO2e as of 2018, accounting for 41.25%
of the total public sector emissions in the province; specifically, HEIs in the province are responsible
for 19% of the entire emissions from the public sector alone [15]. Moreover, in the United States,
educational buildings use approximately 6% of the entire public water usage in the country [16]. HEIs
are reported to have a larger impact than any other organizations or institutions in the educational
sector. It is reported that HEIs use 3–4.9 more times of energy than schools [17]. In China, the energy
and water consumed by university/college students are four and two times higher than the average
consumptions [18]. In Norway, the emission per student at a university is significantly higher than the
national average per citizen [19]. Many studies highlighted the significance and challenges of HEIs
buildings in the overall environmental impact reduction in different countries, such as Australia [20],
Spain [21], China [8,22], the UK [23], Norway [19], Saudi Arabia [24], and Canada [25]. These studies
also pointed out challenges that universities are facing to achieve their goals, e.g., 43% of the HEIs in
Canada fell behind their energy baseline targets [26].

The National Science Foundation defines an engineering system as “a combination of components
that work in synergy to collectively perform a useful function.” [27] Infrastructures in HEIs like
academic buildings can be considered as engineering systems because they require many different
components, such as energy, water, lighting, and air circulation systems, in order to function properly.
The operation of academic buildings is associated with significant amounts of water, energy, and
carbon (WEC) flows. The current sustainability assessment tools aggregate the indicators of an HEI
’s performance regarding the social, economic, and environmental sustainability to a final score;
however, this aggregated score may not be very useful to the improvement of the HEI’s environmental
performance from an infrastructure management perspective. Thus, an assessment tool focusing
on WEC flows is essential for enhancing the environmental performance of infrastructure in HEIs.
To this end, this study aims to develop a methodology for environmental performance benchmarking
of academic buildings through the lens of infrastructure management. Thus, the environmental
performance in this paper is evaluated by assessing WEC flows in academic buildings [25].

Significant WEC flows in HEIs make them a pivotal point of attraction for countries to meet the
international emission reduction commitments and sustainable development targets [28]. Figure 1
shows a conceptual road map to improve the sustainability performance of HEIs. Attesting to
declarations is the first step that HEIs acted upon to deal with the plethora of attempts to define,
raise awareness, and communicate sustainable issues on campuses. These non-statutory declarations
cover a wide range of topics in sustainability (pedagogical and operational), and they impact the
sustainability in HEIs in three distinctive ways: (i) They help shape an instrumental argument of the
surrounding role of a university in relation to sustainable development [29,30]; (ii) these declarations
help formulate national legislations around resource utilization and highlight goals towards reducing
the adverse impacts of HEIs; (iii) they pave the road towards the development of tools that help rank,
assess, and communicate the progress of sustainability in HEIs [25,31]. As of 2011, there were 31
declarations in the context of education, and 1400 universities have signed them [31]. However, the
number of universities that have signed these declarations is small comparing to the total number
of HEIs worldwide. Furthermore, the declarations primarily focused on raising the awareness of
sustainability in HEIs but did not provide any mechanism to assess sustainability performance [32].
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Figure 1. Roadmap to a sustainable campus [28].

HEIs began reporting their sustainability performances through reporting systems in early
2006. The first sector-specific reporting system was the Graphical Assessment of Sustainability in
Universities (GASU) [33]. Many reporting systems were created afterwards, and the most used one is
the sustainability tracking, assessment, and rating system (STARS) [34]. STARS evaluates an HEI’s
performance in five categories: engagement, planning and administration, academics, innovation,
and operations. Moreover, within those categories are subcategories and criteria of measurement.
STARS assesses the HEI in terms of its performance in 247 areas and then provides with one of the
overall performance ranks: platinum, gold, silver, or bronze [34]. STARS was firstly used to assess
the HEIs in North America, and later its application was promulgated across the world. The system
launched its first reporting version in 2010 with 149 HEIs and, to date, there are nearly 1000 registered
institutions. Out of the registered HEIs, over 600 reports from 40 different countries. The number of
reporting HEIs is still relatively small in comparison to the overall number of HEIs [35]. This can be
due to certain challenges faced by the HEIs such, e.g., complexity of the sustainability assessment
methods and the limitations in resources to complete the assessment within the allocated timeframe [34].
Another limitation of these reporting systems is related to the weighting structure used [35]. As these
systems cover a wide array of areas, the direct impact on climate change (i.e., GHG emissions) can be
underestimated by assigning higher weights to other socio-economic parameters [36]. One of such an
example is the case of the University of Alberta: The university reported an increase of nearly 34% in
emissions and at the same time received a Gold ranking [37].

HEIs face several challenges in reporting their sustainability performance, such as lacks of
(i) interpretation of sustainability specifically in the area of climate change [38], (ii) guides or mechanisms
to provide systematic roadmaps to a sustainable campus [39], and (iii) baseline values to create a
cross-institutional performance comparison [40]. To overcome these limitations, Martin and Samels [41]
proposed benchmarks as a means to establish a mechanism for disseminating key information,
establishing best practices, and set baseline values for the industry [41]. The current methods consider
a singularity approach in benchmarking buildings, i.e., building type. Such methods may come up
with misleading outcomes because of their inability to consider opposing or multiple features of a
building [42].

Benchmarking is a widely used tool to compare the performance of a building or a set of buildings
to those of a larger pool of similar buildings under similar pressures (e.g., GHG emissions). There
are two approaches of benchmarking: The top-down approach and the bottom-up approach, and
the selection of a suitable approach depends on the purpose of assessment, type of data, and the
level of information available. The top-down approach is suitable for evaluating the overall building
performance, such as the total energy usage intensity (EUI) [43], while the bottom-up approach builds
on the aggregated values of each inner component of the building at each zone, e.g., the summation of
the total heating, ventilation and air condition (HVAC), and lighting [44]. Benchmarking consists of
three stages: Planning (to define the objectives and scope), analysis (to identify performance gaps), and
finally an integration step to continuously and systematically implement the findings [45]. There are
several methods used to benchmark buildings performance depending on the data available and the
degree of benchmarking to be completed: white-box, black-box, and grey-box. The first refers to data
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generated from simulations, the second is referred to when statistical approaches are used, and the
final is a combination of the first two [46]. A number of studies conducted on educational buildings
can be found in the recent literature [20,21,47,48].

Benchmarking for buildings should be performed in buildings with similar functions and
characteristics. For instance, a residential building should not be compared with a commercial building
due to the differences in internal factors (e.g., demand, scope, operational hours) and external factors
(e.g., climatic conditions). Therefore, data need to be collected in ways that meet the definition,
scope, and strategy of the benchmarking process. However, due to the large set of data collected,
issues of misleading information may arise. For example, whether or not to include water used
for irrigation as part of the total water usage could lead to a significant difference in water usage
benchmarking of buildings because this part of water usage is heavily influenced by climate factors,
area of the landscape, and the vegetation species. To minimize the uncertainty caused by dissimilar data,
use of multi-dimensional features instead of one parameter/indicator is encouraged in performance
benchmarking [42].

With a continuous and rigorous data collection, the need to compare the performances of buildings
based on similarities in function, size, and climatic conditions becomes prominent. The act of measuring
the performances of a group (i.e., cluster) of buildings, sharing similar features and characteristics,
and compare those to other building groups has emerged as a new benchmarking approach [42,49,50].
Many studies used classification methods as a means to understand energy consumption patterns in
HEIs. For example, Khoshbakht et al. [20] classified 80 HEI buildings in Griffith University, Australia
into six classes—office, administration, library, research, teaching, and mixed buildings—based on
the major activities that are carried out within those buildings. For instance, if 40% of the area in
a building is allocated to laboratories, then the building will be classified into the research type.
In another study, Chihib et al. [21] classified 33 buildings of the University of Almeria into six classes,
i.e., research, administration, teaching, library, sports facilities, and restaurants, and compared their
performances over a time span of 8 years using independent climate variables and other dependent
variables like occupancy [21]. Both studies found that buildings classified into the research type
(i.e., laboratory-intensive) use a higher ratio of energy than other building types. Tan et al. [22] analyzed
Tongji University in China and broke down the energy consumption for student dorms, research
buildings, classrooms, office, libraries, and others, and the results showed that dorms account for 29%
of the total energy consumption [8,22].

Studies also highlighted that the research buildings equipped with many laboratories consume
significantly higher amounts of energy than other research buildings [20,21]. This agrees with the
findings reported by Mills et al. [51] that laboratorial buildings are 4–5 times more energy-intensive
than commercial and institutional (non-laboratory) buildings. Another study by Federspiel et al. [52]
reported similar findings. One reason for the high energy consumption could be that the air-exchange
rate uses more energy in laboratory-intensive buildings than that traditional buildings [52]. Furthermore,
natural science and engineering buildings are equipped with more laboratories than buildings designed
for economic, law, and art sciences, and thus, they are associated with higher energy consumptions [53].
Federspiel et al. [52] applied a model-based benchmarking methodology on an academic building at
the University of California, Berkeley campus and calculated the total building energy consumption
based on the minimum amount of energy required to fulfill a set of functions in compliance with
code-compliant environmental controls, then used the calculated energy consumption and compared
it with the actual reported data to assess the efficiencies of the cooling equipment and identified the
inefficient mechanical cooling designs. The results can help identify potentials for reducing energy
consumption when devising a laboratory-intensive research building.

Finally, benchmarking is a technical performance tool used in liaison with a broader management
strategy to help the leading organizations to improve their performance through identification of
best in class, communication of performances, and to improve resource utilization systematically
and dynamically [38,54]. However, benchmarking alone does not propose a set of solutions for an

126



Sustainability 2020, 12, 4422

organization—benchmarking is a means to an end, not the final destination [55–58]. A number of
studies focused on different approaches to underpin the cause and effect of inefficient energy use
in universities. Some of the studies used classification approaches to determine the characteristics
of buildings in terms of their intended uses (e.g., library, office, and laboratory) [20–22]. Others
attempted to pinpoint the behavioral aspect by using stochastic approaches to define the influence
of occupancy [48,57,58], and finally, a macro study analyzed the sector performance in terms of their
ability to achieve their commitments to reduce GHG emissions [25].

To establish a benchmark for academic buildings, several issues must be considered. Firstly, the
challenge of appropriate classification of buildings: Since only the performance of similar buildings
can be compared, and there is no publicly accessible database to assist the classification, a methodology
that uses unsupervised learning to derive the hidden patterns of building performance data is
needed. Secondly, conventional crisp clustering approaches, such as the k-means clustering draw
hard boundaries between the classified groups, which may bring uncertainties to the clustering
results. For example, two buildings with similar performance may be classified into two different
groups because of the hard boundary created by the crisp clustering. Fuzzy logic can address
this issue by introducing the concept of “partial truth”. Thirdly, several studies have used fuzzy
logic to help benchmark a building’s performance; however, the performance was benchmarked
based on single-dimensional data (e.g., energy consumption or carbon emission) [42,59]. Limited
attention has been placed to performance benchmarking by considering a multitude of a building’s
characteristics (e.g., WEC flows). To address these issues, this study proposes an unsupervised fuzzy
clustering analysis to reduce the uncertainty of the building classification results generated based on
multi-dimensional data.

Fuzzy clustering analysis is used in the literature to limit the uncertainties that may arise from a
large number of data and parameters used. Many studies applied fuzzy approaches to performance
benchmarking of different systems; for example, Chung [60] applied fuzzy linear regression analysis to
develop a benchmarking method for commercial buildings, Iliadis et al. [61] applied fuzzy c-means
algorithms to determine the risk factors in a Greek forest, Krajnc et al. [62] applied fuzzy logic to
compare performances between two plants, Santamouris [59] applied fuzzy clustering techniques to 320
schools in Greece to assess energy and environmental performance in school buildings. Kouloumpis
and Azapagic [63] used fuzzy evaluation for life cycle-integrated sustainability assessment as a tool to
evaluate five different sources of energy and identified the most sustainable sources of energy to help
decision and policy makers. Haider et al. [64] used a fuzzy synthetic evaluation technique to develop a
sustainability index for small-sized urban neighborhoods. However, limited studies have used fuzzy
clustering analysis to classify academic buildings based on their WEC flows.

The objectives of this paper are to provide a review of the steps and studies taken historically
to define, attain, and measure environmental performance in HEIs; to propose fuzzy clustering
analysis-based framework for HEIs to benchmark the performance of academic buildings by holistically
considering energy and water consumption and carbon emission. The developed framework is applied
to a university in Canada, and based on the benchmarking results, potentials for environmental
performance improvement in the university are recommended. The developed framework can aid
decision-makers in setting, and achieving, environmental goals and targets in the context of HEIs.

2. Methodology

2.1. General Framework

The proposed fuzzy clustering-based framework is outlined in Figure 2. The framework provides
a local classification of different buildings within a university according to their similarities in resource
consumption and GHG emissions, and then holistically benchmarks the environmental performance
of individual buildings, among others within the same class. The first step is to select the performance
indicators needed to be benchmarked. In the case of this study, energy and water consumption data

127



Sustainability 2020, 12, 4422

were collected, and subsequently, the carbon emission was derived from the energy consumption
data collected. These parameters relevant to water, energy and carbon are referred to as metabolic
flows (MF). The MF are used as performance indicators because they are the most important aspects
influencing the environmental impacts within the context of HEIs. The second step is to normalize MF
data using a common factor, such as climatic factors, area, and a number of users. After normalization,
MF data can be converted to several performance indices, such as water usage intensity (WUI), energy
usage intensity (EUI), and carbon usage intensity (CUI).

Figure 2. The framework of fuzzy clustering-based environment performance benchmarking of
academic buildings.

The derived indices are used as inputs to the fuzzy clustering analysis using the fuzzy clustering
algorithm. The optimal number of clusters is determined by using the elbow method. This method
is used to evaluate the reduction of within-group variance that is brought by increasing the number
of clusters. The reduction of within-group variation as a function of the increase of cluster number
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is graphically represented as an “elbow”, where the “elbow point” is often selected as the optimal
number of clusters [42,65]. After the fuzzy clustering analysis, each building assessed will be assigned
a degree of membership (DOM) to the clusters formed. The general environmental performance of
each cluster, in terms of WUI, EUI, and CUI, will be evaluated and ranked. A weighting method may
be needed if the performance indices do not follow the same direction. Finally, an environmental
performance index is generated for each building based on its DOMs to different clusters using a
weighted aggregation method. The environmental performance of individual buildings can be ranked
according to their environmental performance indices.

In this study, the framework is applied at the building level (top-down benchmarking) based on
the available data and the type of study conducted [66]. However, the framework can be generalized
further to include a bottom-up approach of benchmarking by aggregating data of building components
(e.g., HVAC components and lighting type). By including this sort of data for each level of the
building, a better understanding of these characteristics will be gained, and better information will
be provided for the management to act upon (i.e., by determining inefficient components). The
bottom-up approach is shown in Figure 3. As more data becomes available (through simulations
and or measurements), better information can be gained which will help improve the quality of the
data and subsequently improve the assessment results by pinpointing inefficiencies in a building (e.g.,
inefficient cooling method).

Figure 3. Scalability of the framework.

2.2. Case Study

The University of British Columbia (UBC) is investigated as a case study. UBC is one of the largest
and highly ranked universities in Canada, and is home to 64,798 students and a total of 16,891 faculty
and staff. UBC consists of two main campuses: The Vancouver campus (UBCV) and the Okanagan
campus (UBCO) in two different yet close geographical regions. The first is in Vancouver where is
a moderate oceanic climate, while the other campus in Kelowna is roughly 280 km inland towards
the east. Kelowna is characterized as a subcontinental hemiboreal climate that is generally drier than
Vancouver with warmer summers and colder winters. The annual precipitation in Vancouver is about
3.25 times more than Kelowna on average [67]. There are over 160 buildings in both the campuses,
including classroom, laboratory, library, administration, residential, and recreational buildings. Due
to the lack of continuous data recording for more than half of the buildings, only 71 buildings are
included in the case study.

The university uses energy from several sources to operate buildings, such as electricity supplied
by the service providers, natural gas, and biomass-derived energy. Close to 95% of BC’s electricity is
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generated from renewable sources, with hydro being the most dominant and important source [68].
There are other small energy sources, such as geothermal and biodiesel, and limited quantities of
solar energy panels on the residential buildings. UBCV reports energy by source for general usage
as electricity and for the source of energy used for heating as well, in addition to water usage in the
Skyspark portal [66]. The portal provides the energy and water consumption data for most of the
buildings, in days, week, months and years. In addition to the types of buildings (e.g., percentage
of classrooms, laboratories, libraries, and offices), and the areas of buildings are also recorded in the
Skyspark portal. The distributions of heating energy by sources used in this study are presented in
Table 1.

Table 1. Distribution of energy source for building heating in University of British Columbia Vancouver
campus (UBCV).

Energy Source Percent

Renewable Gas 10%
Biomass 25%

Natural Gas 65%

The present study includes 11 buildings in UBCO. The sustainability office on campus provided
the information of source wise energy distribution. Electricity from the main grid and natural gas are
the two primary energy sources at UBCO. The geothermal plant consumes natural gas to increase the
efficiencies of heating and cooling.

To derive the carbon emissions for each building, it is important to know the energy by source for
calculating the carbon equivalent of each building. Energy supplying facilities, such as the central
heating plants, for both campuses were not included in this study, due to their energy exporting nature.

Based on the available data, a total of 71 buildings at both campuses were evaluated. MF of
water and energy consumption data from 1st April 2018 to 31st March 2019 were obtained for the
benchmarking. Carbon equivalents were calculated using the method recommended in the BC Best
Practices Methodology for Quantifying GHG Emissions [69]. The sources of emission factors are
calculated from the relevant literature from the utility companies on the emission factors for the energy
source supplied [70]. Table 2 summarizes the emission factors for different energy sources to estimate
carbon emission. Table 3 shows the reported energy and water consumptions, and the calculated GHG
emissions for Alumni Centre in UBCV as an example. By using the BC Best Practices Methodology for
Quantifying GHG Emissions, the CO2e emissions were found to be 38.4 kg for Alumni Centre for both
heating energy and electricity used.

Table 2. Carbon emission factors by energy source. UBCO, University of British Columbia
Okanagan campus.

Source kg CO2e/GJ UBCV kg CO2e/kWh UBCO kg CO2e/kWh

Renewable Gas 0.29 0.0010 0.0010
Biomass 0 0.0000176 0.0000176

Natural Gas 49.87 0.1795 0.1795
Electricity 0 0.0107 0.0026

Table 3. Metabolic flow data of Alumni Centre, UBCV.

Source Value

Electricity (kWh) 713,572
Heating (kWh) 229,117

Water (m3) 3968
Natural gas (m3) 2025
GHG (kg, CO2e) 38
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The overall goal is to reduce the MFs in the buildings without compromising the operational
efficiencies. Part of the MFs is related to water usage; the usage of water, throughout a building’s
lifecycle, uses energy and emits GHGs. The upstream emissions associated with energy or water
(production, transportation, and recycling) are neglected in this study because they do not fall within a
university’s control or sphere of influence. The WEC data of all investigated buildings are summarized
in Appendix A. Normalization of the WEC data was carried out by using the building floor area as the
normalizing factor.

2.3. Fuzzy Clustering Analysis

The fuzzy clustering analysis conducted in this paper is used in Hu et al. [71]. Before the
application of fuzzy clustering analysis, the MF data were normalized based on the building area.
The resultant WUI, EUI, and CUI have values on a scale ranging from 0 to 1. The c-means fuzzy
clustering algorithm (FCA) was used to group the index values based on their performance on the
three factors. One of the FCA characteristics is that it offers each data point in a dataset a DOM to
every cluster formed, indicating that each data point belongs to different clusters with a different
level of association. The DOM is a unique feature that distinguishes FCA from other crisp clustering
algorithms, such as the k-means clustering and hierarchical clustering. This feature offers FCA great
flexibility in benchmarking of buildings because it can address fuzzy uncertainties (i.e., the concept of
partial truth) and is suitable for grouping data points with weakly defined boundaries [61]. A widely
accepted fuzzy clustering algorithm is fuzzy c-means. For a dataset x = (x1, x2, . . . , xn) comprising n
data points, the fuzzy c-means algorithm classifies the data points into predefined p pclusters based on
measured similarities among the data points. Each cluster has a center ej( j ∈ [1, p]), and the Euclidean
distance dij between a data point xi and ej can be calculated as:

dij = ||xi − ej || (1)

In this study, each additive was considered as a data point defined by three-dimensional values
(a, b, c) the metabolic flows (i.e., WUI, EUI, and CUI). Thus, the Euclidean distance between data point
xi(ai, bi, ci) and ej

(
aj, bj, cj

)
in a three-dimensional space was calculated as:

dij =

√
(ai − aj)

2 + (bi − bj)
2 + (ci − cj)

2 (2)

At the beginning of fuzzy c-means, random centers (usually with a value of zero) are selected for
the clusters. Based on the derived dij, a DOM (μ(xi)) can be calculated as a measure of the similarity
between a data point xi and the jth cluster:

μ j(xi) =
(1/dij)

2/(m−1)

∑p
k=1 (1/dik)

2/(m−1)
(3)

where m is a fuzzification parameter to determine the degree of fuzziness between different clusters.
A higher value of m will lead to higher fuzziness between clusters. Commonly m takes values between
1.25 and 2 [72,73]. In this study, m value was set at 2. The parameter dik is the Euclidean distance
between xixi and the center of the kth cluster. The new centers of clusters can be calculated as:

ej =

∑
i [μ j(xi)]

mxi∑
i [μ j(xi)]

m (4)
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Based on the new ej, μj(xi) will be updated. The iteration will continue until the minimum objective
function J is achieved:

J =
n∑

i=1

p∑
j=1

[μ j(xi)]
md2

i j; p ≤ n (5)

A total of three clusters were formed based on the available factors. The FCA process was carried
out using the statistical computing software R TM (version 1.0.136). Based on the value ranges of
the three factors, the benchmark characteristics of each cluster can be interpreted. After the FCA,
three DOMs (μ1,μ2,μ3) can be generated for each value to show the degrees of similarity between the
benchmark characteristics and the number of clusters. An environmental performance index (EPI) can
be calculated for each value based on the DOMs using Equation (6):

EPI =
p∑

j=1

μ j wj (6)

where wj is the specific quality-ordered weight of cluster j, and p is the total number of clusters. The
values of wj were determined by the characteristics of different clusters. For example, wj values (i.e.,
the DOMs) can be assigned to the number of clusters ordered from the lowest to the highest benchmark,
respectively. The values of wj were assigned subjectively, and they can be modified to accommodate
different levels of the benchmark [74].

To determine the useful number of clusters, an elbow analysis is conducted to calculate
within-cluster sum of squares or validity index (VI) as a function of the number of clusters. VI
is calculated using the equation adapted from [42]:

VI =

⎡⎢⎢⎢⎢⎢⎢⎢⎣
∑

i=1, . . . ,k
∑

j=1, . . .d
∑nij

q=1 (xq − _
xj)

2

∑
i=1, . . . , k

∑
j=1, . . . , d

(
nij − 1

)
⎤⎥⎥⎥⎥⎥⎥⎥⎦

1/2

(7)

where,
_
xj is the mean of data values of j dimension and nij is the number of data values of j dimension

that belongs to cluster i.

3. Results

3.1. Benchmarking

Boxplots of the normalized MF are shown in Figure 4. The mean values are also identified within
the boxplots. All variables are not normally distributed, where CUI is more skewed than WUI and
EUI. Thus, assuming the mean to be the reference point (benchmark), misleading information could be
generated about the distribution of the data.
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Figure 4. Boxplots of the normalized metabolic flows (MF).

An alternative approach to use the mean as a benchmark for each normalized flow, a cumulative
distribution function (CDF) was applied, and the 50th and 75th percentile ranges were used as
the benchmarks. This will allow the nature of the distribution in the data to be better reflected and
subsequently, give more meaning to the benchmarks. Table 4 shows the suggested benchmarks, the 50th
and 75th percentiles, and the number of buildings above and below the benchmark levels. Buildings
above the 75th percentiles are considered the buildings with low environmental performance, and
buildings below the 50th percentile are considered as the high-environmental performance buildings.
A graphical presentation for each normalized MF is presented in Figure 5a–c. By assuming the 75th
percentile as a benchmark, all points (buildings) above would be identified with low environmental
performance and require management attention.

Table 4. Cumulative distribution of functional benchmarking.

Parameter Percentile Value No. of Buildings Above No. of Buildings Below

WUI
50th Percentile 0.84584 35 35
75th Percentile 1.262188 18 53

EUI
50th Percentile 235.05355 35 35
75th Percentile 315.3586 18 53

CUI
50th Percentile 0.01029 35 35
75th Percentile 0.02273 18 35

Academic buildings were considered a subgroup of buildings as per the commercial and
institutional building surveys in Canada. This raises two limitations when interpreting similar
CDF benchmarking results. First, they cannot be compared against similar (academic) buildings in
national reports. Second, it is difficult to conclude which set of buildings has satisfactory environmental
performance in comparison with the overall population if the performance of the entire population is
not satisfactory [52]. Comparing the best performers to a known high-environmental performance
building may help determine whether the performance of the best performers is satisfactory or not.
A clustering approach is used to resolve these two limitations.
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Figure 5. The 50th and 75th percentile benchmarks for (a) water usage intensity (WUI), (b) energy
usage intensity (EUI), and (c) carbon usage intensity (CUI).

3.2. Fuzzy Clustering

The suitable number of clusters is derived from Equation (7), and the variation of the within
cluster sum of squares (WCSS) as a function of the number of clusters is shown in Figure 6. The sum of
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squares is the sum of the squared distance between each member of the cluster and its centroid. As can
be seen in Figure 6, three clusters are selected to optimally represent this case study.

The cluster centers are shown in Table 5. The lower value of the index, the better performance
of the cluster. Based on the centroids for the MF, cluster 2 is identified as the group with the highest
environmental performance, followed by cluster 1 and cluster 3.

Table 5. Cluster centroids.

Cluster WUI EUI CUI

1 1.008317 308.9435 0.016878
2 0.796999 130.3005 0.008255
3 1.603258 714.9797 0.034582

Figure 6. Within cluster sum of squares (WCSS) plot to select the number of clusters.

The detailed fuzzy clustering analysis results are shown in Appendix A. As shown in the appendix,
the green shaded buildings are the buildings with a high environmental performance (cluster 2),
and the red shaded are the buildings with low performance (cluster 3), while the orange being the
moderately performed buildings (cluster 1). In addition to the building name, cluster number and
the codes (which refers to the location of the building) of buildings are also listed in the appendix.
Some buildings have information about the areas for specific functions, namely, classroom, laboratory,
library, and office. For example, the given data from the portal shows that the Alumni Building has
18% of the area used as offices, 0% for libraries, 0% for laboratories, and 0% for classrooms. Similar
information for the other buildings is also provided in Appendix A.

A building may serve multiple functions, e.g., one building may contain a library, classrooms, and
administration offices. Therefore, to negate the intertwined effect of multiple areas within a building, a
building is assumed to be a specific type of building (i.e., lab building) based on the function that most
of the area is used for. For example, the Asian Centre building has 0% of area for classrooms, 3% of
area for laboratories, 42% of area for a library and 14% of area for offices. Because most of its area
serves as a library, it is considered as a library building. Figure 7 presents a plot of three clusters; each
point in the figure represents a building and its proximity to the centroids of each cluster is presented
by the distance.

To examine the variability in the data and set the benchmarks for the data in total and each cluster,
a statistical summary of the obtained data is presented in Table 6. Cluster 1 has 30 buildings, cluster 2
has 33 buildings, and cluster 3 has eight buildings. The variability (IQR: Inter Quartile Range) in each
cluster is a more accurate presentation than the overall buildings in combination. For example, The
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WUI values for cluster 1, 2, and 3 are 0.384, 0.970, and 2.620, respectively, and the value for all of the
buildings is 0.917. This shows that the cluster analysis generates different water usage assessment
results for different clusters, and the different results cannot be revealed by the average water use value
generated by assessing all buildings together. Cluster 3 has a larger data variance in terms of the three
indices, due to the larger number of outliers.

Figure 7. The three cluster layout.

Table 6. Statistical summary of the cluster results.

Variable Total Mean
Standard

Error
Mean

Standard
Deviation

Variance Sum Minimum Q1 Median Q3 Maximum
IQR

Interquartile
Range

WUI_C1 30 1.01 0.15 0.8 0.63 30.3 0.2 0.6 0.87 1.02 4.4 0.38
EUI_C1 30 308.2 13.1 71.9 5170.9 9246 221.1 261.9 283.3 355.2 493.5 93.4
CUI_C1 30 0.02 0.002 0.01 0.0001 0.5 0.002 0.01 0.017 0.02 0.043 0.014
WUI_C2 33 0.8 0.12 0.7 0.5 26.3 0.06 0.292 0.5 1.3 3.22 0.97
EUI_C2 33 127.4 6.58 37.8 1429.6 4204 59.5 89.20 131.3 160.1 189.1 70.92
CUI_C2 33 0.008 0.001 0.007 0.00005 0.3 0.0006 0.00198 0.008 0.01 0.035 0.008
WUI_C3 8 1.7 0.5 1.5 2.3 13.7 0.2 0.754 1.1 3.4 4.16 2.62
EUI_C3 8 690.2 51 144.3 20833 5521 515.8 554.7 652.4 840.0 889.5 285.3
CUI_C3 8 0.03 0.003 0.007 0.00005 0.28 0.03 0.03 0.03 0.04 0.04 0.01

4. Discussion

The fuzzy clustering approach classifies buildings with similar WEC performances into the same
group. It is found that buildings with a large portion of their areas allocated for laboratories are among
the worst performing buildings in the university. Table 7 summarizes the area allocation per function
and the averages per cluster with respect to the flows studied. The results show that the buildings in
cluster 3 are predominantly laboratory-intensive with a higher percentage of the area dedicated to the
laboratories than cluster 1. While cluster 2 was found to be the cluster with the highest environmental
performance and the lowest area of laboratories per buildings on average.

Table 7. Benchmarking results.

Cluster
No. of

Buildings
Average

Area
Avg
WUI

Avg
EUI

Avg
CUI

Office
%

Library
%

Laboratory
%

Classroom
%

C1 30 11,528 1.01 308.21 0.02 33.33 6.67 43.33 0
C2 33 10,051 0.8 127.4 0.01 30.3 12.12 12.12 9.08
C3 8 5,843 1.72 690.16 0.04 12.5 0 75 0
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Laboratory-intensive buildings are reported to be the assets with the highest environmental
impact in a university, due to the high energy consumption [20,21]. Some research has attributed the
high energy consumption to inefficient HVAC systems which are either outdated or providing flows
more than needed as a precautionary measure [53]. The results of the present study also show that
laboratory-intensive buildings are also responsible for high water consumption and carbon emissions.

The national grid highly influences universities grid in the jurisdiction. Figure 8 illustrates the
GHG growth per province and the number of universities in that province. By collecting the data
(provided in Appendix B) for 36 Canadian HEIs in the STARS database, the baseline GHG values set
by Canadian HEIs. The growth rate was calculated, aggregated by province, and plotted in the graph
with the number of HEIs per province. Only one HEI obtained the platinum ranking (i.e., the most
sustainable rank in STARS), while 16 HEIs obtained the gold, 17 HEIs obtained the silver, and two
HEIs obtained the bronze rating from the STARS reporting system. Provinces that use renewables
as their major source of energy (i.e., BC hydro projects and QB) have shown better performance in
terms of GHG reductions, while AB and SK highly depended on fossil fuels as their main source of
energy, thus, have shown little improvements from their baseline values. This could be attributed to
the offset programs available in provinces like BC as well. For example, the University of Calgary and
the University of Alberta is located in the same province (i.e., Alberta), and use similar electric grid
systems. The former managed to reduce GHG emissions by 24%, while the latter had a 34% increase
in emissions.

Figure 8. GHG Growth rate per province and the number of HEIs per province.

Finally, using holistic reporting systems, such as STARS, to communicate the overall sustainability
may not yield the desirable momentum needed for universities to reach the desired goal of a sustainable
campus. For instance, both universities (the University of Calgary and the University of Alberta) are
ranked gold in the STARS reporting system. This is not to neglect the importance of holistic reporting,
but to provide a mechanism within the holistic reporting systems for infrastructure management
improvements. Furthermore, most reporting systems fail to capture this or reflect this into their
weighing structure.

5. Conclusions

Holistic reporting systems, communicating the overall sustainability performance, may result in
the same (high) performance for different universities based on meeting their overall socio-economic
sustainability goals. While for technical level decision-making to practically optimize the WEC flows
in HEIs, the environmental performance of individual academic buildings needs to be benchmarked.
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Benchmarking academic buildings in HEIs is facing two main challenges. The first challenge is the
lack of available national academic building database that is required to compare and determine a set of
best practices in academic buildings; the second challenge is relevant to the conventional benchmarking
methods that may yield misleading benchmarking results. By determining the environmental
performance of academic buildings, the proposed fuzzy clustering-based framework allows efficient
resource allocation for buildings that are identified with low environmental performance.

The proposed framework was applied to benchmark 71 academic buildings in two different
campuses of UBC. The academic buildings were grouped into three clusters based on the reported MF
in terms of energy and water consumption, as well as carbon emissions. Cluster 2 (33 buildings) is
the group of buildings with the best environmental performance, followed by cluster 1 (30 buildings),
and eight buildings associated with the lowest environmental performance are grouped into cluster
3. The average area of buildings per cluster is 11,528 m2 for cluster 1, 10,051 m2 for cluster 2, and
5,843 m2 for cluster 3. The average WUI and EUI per cluster are 1.01 m3/m2 and 308.21 kWh/m2 for
cluster 1, 0.8 m3/m2 and 127.4 kWh/m2 for cluster 2, and 1.72 m3/m2 and 690.16 kWh/m2 for cluster 3,
respectively. By comparing the results, the average EUI of buildings in cluster 3 is roughly four times
higher than that of buildings in cluster 2 and nearly 120% more than that of cluster 1.

By grouping academic buildings into three clusters, and identifying a set of best performers and
least performers (laboratory buildings), this study also identified the inner characteristics of academic
buildings. The clustering analysis results showed that the environmental performances of predominant
laboratory buildings are generally low, and this is in line with the results discovered in other studies.

There are several limitations to the proposed benchmarking methodology. The carbon emission
factors for converting electricity consumption in two campuses are derived from the BC Best Practices
Methodology for Quantifying GHG. The factor for the city of Kelowna, where UBCO is located, is
reported as 0.719 kgCO2e/GJ, while the factor for the city of Vancouver is reported to be 2.964 kgCO2e/GJ.
However, the values of carbon emission factors vary significantly from year to year. This could result
in variations in the benchmarking results for the same buildings in different years. Moreover,
the benchmarking results cannot provide detailed solutions to help HEIs improve the aspects that
buildings are associated with low performance. Future research can apply a more aggressive data
collection program to report detailed energy and water use behavior in the buildings which are
identified poorly performed in the benchmarking. Based on the collected big data, system dynamic
modeling and optimization can be used to help improve the performance of the buildings.

The developed methodology represents a new approach to track, assess, and aid retrofitting and/or
decision making that best allocates the resources available in order to achieve low-impact infrastructure
management in HEIs. By identifying a set of building performance, decision-makers can manage
their resources more efficiently for further investigations and planning of interventions. Moreover,
by identifying critical buildings, further information may be collected per floor or functional systems
within a building. The flexible nature of the proposed framework allows the decision-makers to include
further information for developing a more detailed decision support tool. The clustering results may
also be used to help set attainable goals and plan future environmental commitments accordingly.
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Abstract: Resilience is the capability of a system to resist any hazard and revive to a desirable
performance. The consequences of such hazards require the development of resilient infrastructure to
ensure community safety and sustainability. However, resilience-based housing infrastructure design
is a challenging task due to a lack of appropriate post-disaster datasets and the non-availability
of resilience models for housing infrastructure. Hence, it is necessary to build a resilience model
for housing infrastructure based on a realistic dataset. In this work, a Bayesian belief network
(BBN) model was developed for housing infrastructure resilience. The proposed model was tested
in a real community in Northeast India and the reliability, recovery, and resilience of housing
infrastructure against flood hazards for that community were quantified. The required data for
resilience quantification were collected by conducting a field survey and from public reports and
documents. Lastly, a sensitivity analysis was performed to observe the critical parameters of the
proposed BBN model, which can be used to inform designers, policymakers, and stakeholders in
making resilience-based decisions.

Keywords: resilience; housing infrastructure; Bayesian belief network; flood hazard and sensitiv-
ity analysis

1. Introduction

Resilience is defined as the capability of a system to sustain against any hazard and
return to its desired performance level after the occurrence of the hazard [1]. Hosseini et al.
and Meerow et al. reviewed the definition of resilience in different disciplines [2,3], and its
meaning has been discussed and evaluated in the existing literature [3,4]. The reliability and
recovery of infrastructure are the two key dependent parameters of infrastructure resilience;
furthermore, these two key parameters depend on four additional parameters: robustness,
redundancy, rapidity, and resourcefulness, as shown in Figure 1 [1,5–7]. Robustness refers
to the sustainability of a system against the effects of the disaster, redundancy refers to
the duplication of any critical components or functions of a system that are intended to
increase the reliability of the system, rapidity refers to the length of time required to return
to its desired position after the occurrence of the hazard, and resourcefulness refers to the
availability of resources for recovery. Reliability depends on the robustness and redundancy
of the infrastructure, whereas the recovery process depends on rapidity and resourcefulness.
Therefore, determining the reliability of infrastructure involves considering parameters
based on robustness and redundancy, and similarly, determining the recoverability of
infrastructure involves considering parameters based on rapidity and resourcefulness.
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Figure 1. Resilience flowchart of the dependency parameters.

Figure 2 represents the generalized performance of a system/infrastructure over its
service life [7,8], where A represents the initial condition of a system (which is generally
considered to be 100% performance); AB and DE represent the gradual degradation in
system performance due to operational conditions; BC represents a sudden drop in system
performance due to a disaster, which is also known as loss; CT1 represents the robustness
of a system; T1T2 represents the time required for the recovery of the system; CD represents
the recovery profile of the system. Figure 2 shows that, initially, the system/infrastructure
performance degrades with time due to natural causes. Then, due to the occurrence of a
disaster, the performance level sharply declines. The loss that is shown in the figure mainly
depends on the impact of the disaster and the robustness of the system/infrastructure,
which means that if the resistance ability of the system is very high, then the losses due
to the disaster will be very low. The losses can be estimated using the Hazus technical
manual created by the Federal Emergency Management Agency [9]. This manual provides
several methodologies for multihazard loss estimation. After the loss, the system tries to
recover to its baseline performance by following a recovery profile, which is uncertain and
dependent on the type of infrastructure system. There are three types of recovery profiles:
linear, non-linear, and stepped. The restoration of roads and bridges, for example, typically
follows a stepped recovery pattern.

 
Figure 2. System Performance over its service Life.
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1.1. Socio-Physical Infrastructure

Over the past decade, resilience quantification for communities has been an active
area of research for both scientists and engineers. Engineering resilience is relatively new
and currently developing, and valuable resources are available for the development of new
engineering practices, codes, and regulations [10]. A community is defined as a group of
people living in a given geographical area and mainly comprising two key infrastructure
systems, namely, social and physical, as shown in Figure 3a [7]. The cross-dependency
between different infrastructure systems is shown in Figure 3b [11,12].

 

(a) (b)  

Figure 3. Representation of community infrastructure and multilayer interdependency between different infrastructure
systems: (a) Community infrastructure; (b) Interdependency.

Social infrastructure resilience is the ability of societies to resist the effects of a disaster
and mainly depends on the population of the community, physical health conditions,
literacy or education level, and economic conditions. The physical infrastructure consists
of networks for transportation, electricity, water, and telecommunications [7]. The de-
pendencies between infrastructures enhance the complexity of infrastructure resilience
quantification, which can be modeled using different approaches [12–14].

Quantification of resilience is very challenging because of many factors, including non-
linear relationships between the dependent parameters, a lack of mathematically proven
equations or studies to represent these relationships, a requirement for both qualitative and
quantitative data, a need for the involvement of experts, data scarcity, data from different
sources, and missing data. To overcome these challenges, a resilience measurement scale
has been developed for performing quality assessments [15]. Mahmoud and Chulahwat
developed a mathematical model to reduce the effect of hazards and proposed a new
resilience model for resilience quantification [16]. An infrastructure resilience model plays
a crucial role in the proper operation of an infrastructure system during and post disaster
in terms of satisfying societal needs [17]. Resilience quantification for water and telecom-
munication networks was performed using the Resilience-compositional demand/supply
(Re-CoDeS) framework [18].

Various frameworks and models have been proposed for quantification and studying
resilience in different fields [19–21]. Several methodologies have been proposed for the
proper quantification of resilience, such as probabilistic methods [14,22,23], graph theory
methods [24,25], fuzzy logic methods [26], and analytical methods [27,28]. A “PEOPLES”
(Population and demographics, Environmental and ecosystem, Organized governmental
services, Physical infrastructure, Lifestyle and community competence, Economic devel-
opment, Social cultural capital) factor-based framework for resilience quantification at
different scales was also proposed [7,8]. To keep the sustainability of a structure against
future hazards, the structure should be resilient enough. Resilience quantification needs a
well-formatted past event dataset; however, the biggest hindrance in quantifying resilience
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is the lack of availability of properly formatted data for the damage and recovery for
infrastructure systems. Inappropriate datasets for previous damage and restoration can
lead to inaccurate probability estimations for future disasters and hamper sustainable de-
velopment. Additionally, dependencies between infrastructure systems play a crucial role
in resilience quantification [29]. A virtual system was formed based on an interdisciplinary
system to improve resilience and identify the impacts of post-disaster recovery efforts [30].
The codes and standards for designing resilient systems were updated to consider both
physical and non-physical infrastructure systems, and a new model for system resilience
quantification was developed that considers dependencies and cross-dependencies be-
tween the networks, which makes the system more resilient [11]. Resilience has also been
discussed and quantified in various networks, such as housing [31], the transportation
network [32–34], the electrical network [35,36], the water network [37,38], and the telecom-
munication network [39,40], but there is a lack of literature that is directly focused on
the flood resilience of housing infrastructure systems. Sen et al. studied the resilience of
housing infrastructure by using the variable elimination method, but interdependencies
between the resilience parameters were not considered in that study, which is a major draw-
back, as dependency plays a vital role in resilience [31]. This present work is novel in that
it directly addressed the housing infrastructure system by considering the dependencies
between the resilience parameters against flood hazards.

The main objectives of this work were as follows: (i) to perform a comprehensive
study/survey of a community and its socio-physical infrastructure to identify the most
influential factors affecting the flood resilience of its housing infrastructure system, (ii) to
develop a probabilistic graphical model (Bayesian network model) for the flood resilience
quantification of a housing infrastructure system, (iii) to quantify the flood resilience for
housing infrastructure against flood hazards, and (iv) to check the sensitivity of each
dependent parameter of reliability and recovery.

1.2. Socio-Physical Infrastructure of the Barak Valley Community

In this research, the case study region selected was the Barak Valley region of Northeast
India. This valley is one of the most important regions of Northeast India as it connects
many neighboring states of India. The longitude of this region ranges from 92◦15′ E to
93◦15′ E, and the latitude ranges from 24◦8′ N to 25◦8′ N. The total surface area of this
valley is approximately 262,230 km2, with a population of more than 3.6 million [41]. The
climate of Barak Valley is sub-tropical, warm, and humid, the average rainfall of this valley
is 3180 mm, and due to the high intensity of rainfall, floods and landslides are common in
the valley. Per the Assam State Disaster Management Authority (ASDMA), in 2017, due to
flooding, many water sources were severely damaged, with an estimated restoration cost of
more than 277 million USD and an additional 150,000 USD sanctioned for housing system
recovery. In 2018, approximately 200,000 people were affected, more than 1300 hectares of
agricultural land were damaged, and a main national highway (NH-53, 44) and several
other highways remained non-functional for several days. With each year, the damage
and costs due to flooding increase [42]. The occurrences of such disasters are frequent in
this region, and hence, the associated risk is high [42]. In this valley, nearly 11% of the
population do not live in a house, and only 1% of the population live in a house with three
or more rooms. The average annual per capita income of the valley is generally low and is
in the range of 205 to 342 USD [41,43]. In this study, the housing infrastructure system of
Barak Valley was used as the basis for the case study.

Barak Valley is a developing community with mixed demographics and economic
conditions. Per the census report, only 30.75% of households use electricity and 0.84% of
households use internet services [41]. The elevation of the valley varies from −58 m to
1694 m from mean sea level (MSL), as shown in Figure 4 [44]. In Figure 4, the outlines
signify the administrative divisions of an Indian state, which is known as a district; this
valley consists of three districts, namely, Cachar, Karimganj, and Hailakandi. Most of
the population-dense areas of this valley are located in low-elevation zones, as shown in
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Figure 5 [41,44]. Hence, from a flood risk perspective, the valley can be expected to incur
significant socio-economic losses.

 
Figure 4. Details of Barak Valley overlapping with a digital elevation model (DEM).

 

Figure 5. Population densities of different areas.
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The housing system of this valley comprises various building typologies with a wide
range of construction materials. Most of the residential and industrial buildings of this
valley are located in low elevations, in the range of −59 to 35 m from MSL, as shown in
Figure 6 [44]. These buildings are expected to have a high level of exposure with significant
losses during a flood-related disaster. In this valley, traditional single-family houses, also
known as Assam-type houses, were found to be the most common type of construction for
both urban and rural areas. This type of house is constructed in flat and sloped terrains.
The roof is mainly erected using high gables and the walls are made up of timber frames
that are plastered with cement and the flooring is made up of either wood or concrete.
This type of construction is less reliable and robust compared to RCC construction. More
recently, RC construction has increased significantly in urban localities.

 

Figure 6. Categorization of buildings based on occupancy.

The water system plays a vital role in a community, as its primary function is to
provide potable water to residential and commercial buildings. Proper functioning of the
overall system depends on the working conditions of individual components, such as the
supply source, water pipeline, treatment plant, water tanks, and reservoirs, along with
their dependencies. Most of the water supply sources of this valley are located at lower
elevations, as shown in Figure 4.

There are three aspects of the electrical power supply network: generation, transmis-
sion, and distribution [45]. This network plays a role that is as critical as other infrastructure
systems, such as housing, and the water network depends on the electrical network to func-
tion. The electrical network comprises five components, which include transmission towers,
substations, transformers, electric towers, and electric poles. It can be seen in Figure 7 that
the majority of the substations in this valley are located at low elevations, leading to a
higher risk of being damaged by floods [46]. On the other hand, the telecommunications
network is another important infrastructure system in a community, as the number of
phone calls increases during and after any disaster. Most of the population in rural areas
do not use internet services, which increases the lack of awareness and communication.
For instance, many small communication towers are installed on building roofs, which
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may lead to low supply connectivity in an area with a high connectivity demand. Hence, it
is expected that the resilience of the communication network and other interdependent
systems in Barak Valley will be relatively low during and after disasters.

 

Figure 7. Bayesian belief network (BBN) model for flood resilience quantification of a housing infrastructure system.

The transportation network of this valley connects several major states within India.
The transportation network comprises four modes: the railway, the roadway, the airway,
and the waterway. In the roadway network, bridges are lifelines, as they are considered
the most sensitive points of failure during a disaster. Flexible pavement is found to be the
most common type of pavement in this valley. Recently, rigid pavement with RC and paver
block has become preferred in construction for mitigating repetitive damage due to floods.
The airport serving this valley is located at a relatively high elevation, 107 m from the MSL,
with a total area of 36.70 acres. Due to the small-scale operation of the airport with limited
aircraft, helicopters, and cargo vehicles, it is expected to have a low impact on post-disaster
recovery, rescue, and relief operations.

The remaining sections of this paper are organized as follows. In Section 2, the
proposed BBN model based on the housing infrastructure system is described in detail.
In Section 3, the data collection process for the flood resilience study is described. In
Section 4, the proposed model is verified, the sensitivities of the parameters of the proposed
BBN model are evaluated, and the proposed BBN model is applied to assess the reliability,
recovery, and resilience values of Barak Valley for the housing infrastructure system. Finally,
in Section 5, conclusions, limitations of the study, and recommendations for further research
are discussed.

2. Probabilistic Graphical Model

To develop an effective resilience framework for the housing infrastructure system,
it is necessary to utilize different types of data, such as damage and recovery data from
multiple sources. Expert judgment should also be obtained for the data interpretation,
as the data can often be incomplete. Therefore, it is necessary to consider uncertainties
in resilience assessments for the housing infrastructure. To address these uncertainties,
different network-based models, such as artificial neural networks (ANNs), an analytic
network process (ANP), a Bayesian belief network (BBN), and fuzzy cognitive maps (FCMs)
are used. ANN provides insights into uncertainties if a comprehensive post-disaster
dataset is available. In the case of insufficient data, techniques such as an ANP, BBN, or
FCM can mitigate such uncertainties. It becomes very difficult for experts to generate a
supermatrix, as found in the ANP method, where the representation of the relationship
between parameters is performed using pairwise comparisons [47]. FCMs allow for the
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expression of dependence between the nodes with an influence degree ranging from “+1”
to “−1” [48]. BBN assigns effective relationships between the nodes by considering a
conditional probability table (CPT). A comparison of these different techniques is shown
in Table 1 [4]. Note that, in the table, VH—very high, H—high, M—medium, and L—low.
Based on this comparison, the BBN tool was selected for this study.

Table 1. Comparison between different techniques.

Attributes ANN ANP BBN FCM

Capability to express causality N L VH H
Capability to control qualitative inputs N VH H VH

Capability to control quantitative inputs VH L M L
Capability to control dynamic data H M H M

Capability to model complex systems VH M VH H
Learning/training capability VH H H H

ANN: artificial neural network, ANP: analytic network process, BBN: Bayesian belief network, FCM: fuzzy
cognitive map; L: low, M: medium, H: high, VH: very high, N: Negligible.

2.1. Bayesian Belief Network

BBN is an extensive probabilistic model that is used to characterize the uncertainty
that is associated with variables that constitute the model [49]. BBN is a graph-based
model comprising nodes and edges, where nodes represent model variables and edges that
represent the relationship between the nodes and also the conditional dependencies [50,51].
BBN can also be defined as a class of graphical models that presents a brief representation
of the probabilistic dependencies between a given set of random variables [52]. The BBN
model generally deals with discrete probabilities; therefore, each node is categorized
into a finite set of variables with their probability values [53]. The CPT quantifies the
dependencies between the child node and the parent node, as shown in Figure 8, where
node A represents the child node and nodes B and C represent the parent nodes. The CPT
for the parent nodes transfers to the unconditional probability (UP) and can be attained via
an expert decision [53] and/or training from the dataset [54].

 
Figure 8. Representation of a BBN.

Probabilistic methods, such as a BBN, have been used to model various types of
networks, such as transportation networks [32,55–57], water networks [14,38], telecommu-
nications networks [58,59], and electrical networks [60]. An infrastructure system can be
depicted as a BBN by using the dependent parameters and their interdependencies. BBN
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modes have also been used in the assessment of risks in infrastructure systems [61,62]. In
this model, variables of any parameter can be updated when the values of evidence vari-
ables are available [63]. BBN comprises two types of inference, such as forward inference
and backward inference, where the forward inference method is used to determine the
system’s probability value based on its component probability values and the backward
inference method is used to determine the value of the updated probability of a system
or its components based on the system state. It can also simulate the dependence of a
network of uncertain variables and compute the inferences of any event based on evidence.
For example, consider a BBN in which the probability occurrence of an event A depends
on the occurrences of any other event, such as Ei (i = 1, . . . , n). The posterior probability
of the ith event, Ei, given the occurrence of A, is given by Bayes’ theorem, as shown in
Equation (1) [64]:

P(Ei|A) =
P(A|Ei)P(Ei)

P(A)
, (1)

where P(A|Ei) is the conditional probability of the event A given the occurrence of Ei and
P(Ei) is the prior probability of Ei.

2.2. BBN Model for Flood Resilience Quantification of Housing Infrastructure

In this section, the development of the BBN model for flood resilience is discussed.
Initially, several experts from various domains were selected. Then, based on the experts’
knowledge and the literature, the resilience parameters were selected. The experts were
selected based on the assumption that they have experience in the field of utility infras-
tructure management, risk management, Bayesian analysis, or catastrophes. A total of
ten experts were selected for this work; their experience was as follows: (i) two field
officers from the District Disaster Management Authority (DDMA) with more than three
years of experience and who also helped during the field survey for data collection; (ii)
one district project officer (DPO) from DDMA with more than ten years of experience
and expertise in disaster management monitoring and policy implementation; (iii) two
academic experts from different institutions having more than two and ten years of ex-
perience, respectively, with both obtaining a Ph.D. in Civil Engineering and are experts
in reliability, risk, and resilience assessments; (iv) five flood catastrophe modelers from
different industries with experiences of 16, 7, 5, 5, and, 4 years, respectively, where all of
whom obtained a Ph.D. in Civil Engineering. Several meetings were conducted with the
experts for the selection of resilience parameters and the identification of interdependen-
cies. As resilience depends on the two key factors of reliability and recovery, 14 resilience
parameters for housing infrastructure against flood hazards were selected based on the
experts’ knowledge and a literature review. The selected resilience parameters were as
follows: (i) Type_of_house (robust types of houses are expected to perform better during
floods) [31,65]; (ii) Wall_thickness (increasing wall thickness increases the resistance capabil-
ity and reliability) [31,66]; (iii) Building_age (newly constructed buildings were found to be
in better condition than older building) [31,67]; (iv) Number_of_stories (as stories increase,
casualties decrease during floods) [31,67]; (v) Drainage (adequate drainage systems prevent
damage to infrastructure) [31,68]; (vi) Flood_depth (this produces water pressure, which
reduces the reliability of the infrastructure) [31,68]; (vii) Foundation_type [65,69]; (viii)
Plinth_level (increasing the plinth height of the house to the top level of the road reduces
vulnerability) [31]; (ix) Insurance (insurance enhances the recovery rate as the insurer can
pay off the insurance claims) [31,70]; (x) Income (for households with higher income levels,
the recovery process will be faster after a disaster) [31,69,71]; (xi) Education (education
enhances the preparedness against disaster) [67,69,72]; (xii) Relief_received (whether dur-
ing/after the disaster relief is received or not) [31,73,74]; (xiii) Approachability (whether
connectivity from resource location to vulnerable site is disturbed or not) [31,69]; (xiv)
Resource_availability (whether during/after the disaster raw materials for construction are
available locally or not) [31].
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To reduce the complexity during the construction of the CPT, reliability was subdi-
vided into two parameters: (i) superstructure condition (Super_Struc) and (ii) substructure
and external conditions (Sub_Struc_Ex). Next, these two parameters were linked with
different resilience parameters, such that Super_Struc was linked with Type_of_house,
Wall_thickness, Building_age, and Number_of_stories, while Sub_Struc_Ex was linked
with Drainage, Flood_depth, Foundation_type, and Plinth_level. Similarly, recovery was
divided into two parameters: (i) Personal_factor and External_factor. Personal_factor was
then linked with Insurance, Income, and Education, while External_factor was linked
with Relief_received, Approachability, and Resource_availability. Finally, the two key
parameters, namely, reliability and recovery, were linked with resilience, as dependency
plays a crucial role in resilience quantification. Therefore, based on the experts’ judge-
ments, the dependency was constructed and the dependencies between the parameters
were as follows: (i) Type_of_house depended on Income, (ii) Wall_thickness depended on
Type_of_house, (iii) Flood_depth depended on Drainage, (iv) Relief_received depended on
Approachability, (v) Insurance depended on Income, and (vi) Foundation_type depended
on Number_of_stories. After the selection of resilience parameters and the assignment of
interdependencies, a BBN model was developed.

The developed BBN model for the flood resilience quantification of housing infras-
tructure with dependencies is shown in Figure 7. In the model, resilience was categorized
into three different probability states—low (L), medium (M), and high (H)—where low
means that immediate attention should be given by the stakeholders to the housing infras-
tructure of the community for strengthening or reconstruction, medium means that the
housing infrastructure of the community can act as functional for the long-term, and high
means safety exists in the housing infrastructure of the community for future hazards [75].
Reliability was categorized into four different probability states: DS1, DS2, DS3, and DS4,
as discussed in Table 2 [76].

Table 2. Damage state (DS) descriptions.

Damage State Category Description

DS1 Low

No-damage condition, where floodwater touches the
foundation but has no contact with electrical systems
with a water height that is about 2.5 cm from ground
level and damage occurs to carpets and flooring.

DS2 Medium

Drywall damage up to a 30 cm water level from the
ground level and damage occurs to household
furniture and other major equipment on the floor;
doors need to be replaced.

DS3 High
Electrical panels, bathroom/kitchen cabinets and
electrical appliances, lighting fixtures on walls,
ceiling lighting, and studs got damaged.

DS4 Very High The structure is fully damaged.

DS4 means that damage due to the occurrence of the flood is very high, which indicates
that the reliability of the housing infrastructure of the community is very low; on the other
end of the range, DS1 means damage due to the occurrence of the flood is very low,
which indicates that the reliability of the housing infrastructure of the community is very
high. Recovery is categorized into three different probability states—low (L), medium
(M), and high (H)—where H is less than 10 days, which corresponds to the 25th percentile
for recovery time; M is between 11 and 35 days, which corresponds to the 26th to 75th
percentile for recovery time; L is more than 35 days, which corresponds to the 76th to 100th
percentile for recovery time. The recovery of the housing infrastructure is discussed based
on the amount of time required for the infrastructure to fully recover, where high means
that the infrastructure took little time to fully recover and low means that the infrastructure
took a very long time to fully recover. The recovery time is mainly based on the recovery
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of the infrastructure; it does not include the recovery of housing essentials, such as kitchen
essentials, bathroom essentials, furniture, and utilities. The different probability states of
each parent and intermediate parameter, as shown in Tables 3 and 4, were assigned based
on the field survey data and experts’ knowledge.

Table 3. Variable details for the parent parameters.

Parameter Scale Parameter Scale

Annual Income
(Indian Rupees)

Less than 10,000,
10,000–20,000, or
more than 20,000

Education
Below 10th standard,
10th or 12th standard
passed, or graduate

Insurance Yes or no Relief_received Yes or no

Resource_availability

No, yes with a 0 to
10% increase, or yes

with more than a 10%
increase

Approachability Yes or no

Building_age
Less than 10 years, 10
to 20 years, or more

than 20 years

Plinth_level of house
w.r.t the road top level

Up to 1 m, 1 to 2 m,
and above 2 m

Drainage availability Yes or no Number_of_stories 1 or more than 1

Table 4. Variable details for the intermediate parameters.

Parameter Scale Parameter Scale

Personal_factor Good or bad Super_Struc Good or bad

External_factor Good or bad Sub_Struc_Ex Good or bad

Foundation_type Shallow or deep Flood_depth
Less than 30 cm, 30 to
90 cm, or more than

90 cm

Type_of_house

Bamboo, masonry
(Assam type), or

Reinforced Cement
Concrete (RCC)

Wall_thickness Less than 5 cm, 5 to 10
cm, or more than 10 cm

3. Data Collection for Flood Resilience Study

In Barak Valley, flood hazards occur at regular intervals, which mainly affect the
infrastructure systems and a considerable rise in annual rainfall in the past few years has
contributed to flooding. It has already been stated that for accurate resilience quantification,
a properly formatted dataset of past disasters should be utilized; however, the collection of
such data is often a difficult task.

As India is a developing country, the proper collection and management of pre- and
post-disaster data for housing should be readily available for most governmental agencies.
Post-disaster data has been provided by some governmental agencies, but the volume
of data provided is inadequate as their variables differ from those in this work. For
example, the datasets divided the housing infrastructure into two types, namely, pucca
and kutcha, and the number of damaged houses in terms of pucca and the kutcha type was
provided. In our work, however, we required the data in terms of bamboo, masonry, and
RC type. Moreover, information on the maximum considered nodes in this BBN model
is unavailable.

To overcome this challenge and to acquire the necessary data, an extensive field
survey was performed in various flood-affected areas in this valley regarding housing
infrastructure systems. A flood resilience assessment form was prepared for the survey, as
shown in Figure 9. In this process, we visited 23 vulnerable places and 1 non-vulnerable
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place. Post-disaster data were collected for more than 500 houses, with each survey taking
around 20–25 min.

 

Figure 9. Flood resilience assessment form.

During the survey, respondents provided recommendations for future preparedness,
which we discuss in the last section of this document. The form was designed in a
generalized manner, such that it can be used for resilience quantification of housing
infrastructure systems in different communities. This collected data and associated data-
driven resilience analysis are beneficial for improving the preparedness of a housing
infrastructure system for future flood disasters, increasing its structural reliability, and
enabling a thorough risk assessment against flood hazards.

4. Results and Discussion

4.1. Model Validation

The validation of a model is critical, as an inaccurate model will always provide
erroneous results. Therefore, it is very important to validate the proposed BBN model
such that it can provide accurate information. In this study, two qualitative validation
approaches, namely, an extreme condition test and a scenario analysis, were performed
to validate the proposed BBN model [77]. The experts’ judgment played a critical role in
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developing and validating the proposed BBN model due to data scarcity. Initially, the prior
probability of each parent node was assigned from the collected field survey dataset. As an
example, consider P(Y), the prior probability of “Y” and, say, there are two variables for Y,
namely, “yes” and “no.” If X is the total number of data collected, out of which, “A” is the
number of data for the “no” variable and “B” is the number of data for the “yes” variable,
then the prior probability of “Y” is assigned based on Equation (2) [78]:

P(Y = no) = A/X and P(Y = yes) = B/X, (2)

and the CPT between the parameters is obtained based on expert judgment and the
collected data. During the development of the CPT, the DPO of DDMA and other industry
experts generated the CPT values for each intermediate and child node based on their
knowledge and the available literature. Next, the academic experts modified the CPT
values according to their experience, and finally, CPT values were assigned between the
parent and child node.

In this study, 332 CPT values were generated for the proposed BBN model. The
recovery, reliability, and resilience values for different vulnerable places were computed
using Netica software [79].

4.1.1. Extreme Condition Analysis

In the extreme condition analysis, two extreme conditions, namely, extreme 1 (E-1)
and extreme 2 (E-2), were considered for the analysis in this process. E-1 represented one of
the most vulnerable places (Burunga) in this valley, where all the parent nodes of resilience
were in the worst condition states, while E-2 represented a non-vulnerable place (Tarapur),
where all the parent nodes were in favorable condition states. The proposed BBN model
for resilience based on the housing infrastructure system was applied to these two extreme
conditions. Here, for the E-1 and E-2 conditions, the recovery for Burunga and Tarapur was
estimated as being (low, medium, high) = (75.9, 15.7, 8.38) and (24.5, 26.6, 48.9), respectively.
Similarly, the reliability for Burunga and Tarapur was estimated as (DS1, DS2, DS3, DS4) =
(12.2, 15.2, 21.6, 51.0) and (33.2, 24.6, 22.1, 20.1), respectively. The resilience for Burunga
and Tarapur was estimated as (low, medium, high) = (66.9, 18.4, 14.7) and (29.3, 25.7, 45.0),
respectively. The evaluated values indicated that E-1 and E-2 had the highest probabilities
of 66.9% and 45.0% at the low and high resiliencies, respectively. These indicated that for
the E-1 condition, the probability of resilience in the low state was higher than other states,
but for the E-2 condition, the probability of resilience was in the high state was higher. The
E-1 and E-2 tests showed that the proposed BBN model based on the housing infrastructure
system performed according to the assumed model behavior, which also indicated that the
proposed BBN model was valid.

4.1.2. Scenario Analysis

In the scenario analysis, five different types of scenarios were considered for the
quantification of reliability and recovery. The probability states of all resilience parameters
for all five scenarios are presented in Tables 5 and 6. Scenario 1 represents all the parent
nodes in the severe condition; with subsequent progress of the parent nodes, the conditions
improved gradually to ultimately reach the best condition, as represented by scenario 5.
The probability states for the resilience parameters for each scenario were assigned based
on the condition of the scenario. Based on the probability states, the reliability and recovery
for all the scenarios were calculated, as shown in Tables 5 and 6.
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Table 5. Scenario analysis for recovery.

Parameter Scenario 1 Scenario 2 Scenario 3 Scenario 4 Scenario 5

Insurance No No No No Yes

Income Less than 10,000 10,000 to 20,000 10,000 to 20,000 More than 20,000 More than 20,000

Education Below 10th
standard

10th or 12th
standard passed

10th or 12th
standard passed Graduate Graduate

Relief_received No No Yes Yes Yes

Resource_availability No Yes with more than
a 10% increase

Yes with more than
a 10% increase

Yes with more than
a 10% increase

Yes with an
increase by 0 to

10%

Approachability Yes Yes No No No

Recovery

Low 74.3 50.9 32.9 26.5 1.7

Medium 18.3 29 35.1 33 11.9

High 7.4 20.1 31.9 40.5 86.4

Table 6. Scenario analysis for reliability.

Parameter Scenario 1 Scenario 2 Scenario 3 Scenario 4 Scenario 5

Type_of_house Bamboo Assam Type RCC RCC RCC

Wall_thickness Less than 5 cm 5 to 10 cm More than 10 cm More than 10 cm More than 10 cm

Building_age More than 20 More than 20 Up to 20 Up to 10 Up to 10

Number_of_floor 1 1 More than 1 More than 1 More than 1

Plinth level More than 2 m More than 2 m More than 2 m Up to 1 m Up to 1 m

Foundation_type Shallow Shallow Shallow Deep Deep

Flood_depth More than 90 cm More than 90 cm More than 90 cm 30 to 90 cm Less than 30 cm

Drainage No No No No Yes

Reliability

DS1 4.5 9.9 17.5 28.3 87.2

DS2 7.8 16.1 27.8 28.7 7.8

DS3 30.9 29.4 27.3 23 3.3

DS4 56.8 44.6 27.4 20 1.7

In scenario 1, the probabilities of recovery and reliability were (low, medium, high) =
(74.3, 18.3, 7.4) and (DS1, DS2, DS3, DS4) = (4.5, 7.8, 30.9, 56.8); in scenario 2, the probabilities
of a low state recovery and DS4 state reliability decreased from 74.3 to 50.9 and from 56.8
to 44.6, respectively, while the probabilities of a high state recovery and DS1 state reliability
increased from 7.4 to 20.1 and from 4.5 to 9.9, respectively; in scenario 3, the probabilities of
a low state recovery and DS4 state reliability decreased to 32.9 and 27.4, respectively, while
the probabilities of a high state recovery and DS1 state reliability increased to 31.9 and 17.5,
respectively; in scenario 4, the probabilities of a low state recovery and DS4 state reliability
decreased to 26.4 and 20.0, respectively, while the probabilities of a high state recovery and
DS1 state reliability increased to 40.5 and 28.3, respectively; in scenario 5, the probabilities
of a low state recovery and DS4 state reliability decreased to 1.7 and 1.7, respectively, while
the probabilities of a high state recovery and DS1 state reliability increased to 86.4 and
87.2, respectively. All five scenarios represented the desired model behavior. Similarly,
different combinations of parameters were considered to generate different scenarios and
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their recovery and reliability probability distributions were tested to perform the model
validation. Based on the results of the analysis and the discussion presented above, it is
believed that the proposed BBN model was validated.

The validation of the proposed BBN model using different approaches also indicated
that the constructed CPTs based on the experts’ knowledge were correct. Hence, this model
can be used for resilience quantification for housing infrastructure against flood hazards.

4.2. Sensitivity Analysis

Sensitivity analysis in the BBN is broadly concerned with understanding the re-
lationship between local network parameters and global conclusions drawn from the
network [80–84]. A sensitivity analysis was performed to achieve the following objectives:
(i) to identify the critical parameters for reliability and recovery of a housing infrastructure
system and (ii) to identify the possible changes of the dependent parameters in the BBN
model that can ensure the satisfaction of a query constraint for the target reliability, recov-
ery, or resilience. Sensitivity analysis provides essential information about the results and
their variance according to a very small change in the input value with uncertainty [53,80].
This analysis included an investigation of the effect of changes in uncertain input parame-
ters on the uncertainty of the response of interest. The sensitivity analysis also reduced
the predicted uncertainty as it identified the high-impact parameters. Here, the variance
reduction (VR) method was utilized to identify the sensitivity of the parameters of the
proposed BBN model based on the housing infrastructure system [85,86]. This method
computes the VR of the expected real value of a query node R, for example, reliability and
recovery, due to a result that was caused by changing variable node P, such as Drainage,
Type_of_house, Income, or Resource_availability. Therefore, the variance of the real value
of R given evidence on P, namely, V(R|q), can be computed using Equation (3) [84]:

V(R|q) = ∑
z

p(r|q)[Yr − E(R|q)]2, (3)

where r is the state of the query node R, q is the state of the varying variable node P, p(r|q)
is the conditional probability of r given q, Yr is the value corresponding to state r, and
E(R|q) is the expected real value of R, after the new finding q for node P.

The VR and percentage of VR of the parent nodes for the child node recovery and
reliability are shown in Figure 10. For the recovery, Insurance showed the highest contribu-
tion (2.87%) to the percentage of VR, followed by Relief_received (2.13%), Income (1.05%),
Approachability (0.91%), Resource_availability (0.79%), and Education (0.08%). It can be
observed that the parameters Education and Resource_availability were far less sensitive
for recovery. Similarly, regarding reliability, Type_of_house showed the highest contribu-
tion (5.06%) to the percentage of VR, followed by Wall_thickness (4.69%), Drainage (1.53%),
Flood_depth (1.04%), Building_age (0.63%), Number_of_stories (0.29%), Foundation_type
(0.26%), and Plinth_level (0.19%). It can be observed that the parameters Plinth_level,
Foundation_type, and Number_of_stories were far less sensitive regarding reliability.

The sensitivity analysis aligned with the expert statements, as recovery was highly
dependent on External_factor (24.1%) and Personal_factor (15%), followed by Insurance
and Relief_received, as it is known that the recovery for insured houses is relatively fast;
similarly, after a disaster, if a stakeholder provides relief to vulnerable places, then the
recovery process can be fast. Reliability was highly dependent on Super_Struc (37.3%) and
Sub_Struc_Ex (28.4%), followed by Type_of_house and Wall_thickness, as the resisting
ability of RC houses (Type_of_house) against flood hazards is greater compared to bamboo
houses, and with an increase of wall thickness, the withstanding capability against hazards
increases. Lower wall thickness impacts the Super_Struc, which directly impacts the
reliability of the housing infrastructure system, and finally, affects the resilience of the
system. It can be observed from the outcome of this analysis that the sensitivity of the
child node highly depended on the variability of the parent nodes. This technique also
provided information for optimal changes to parameters that were required to obtain
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a targeted recovery, reliability, and resilience of an infrastructure system. The crucial
parameters to recovery and reliability were identified, thereby providing information for
tuning those sensitive parameters for increasing the reliability of systems and to speed up
the recovery process.

  
(a)  (b)  

Figure 10. Sensitivity analysis for (a) reliability and (b) recovery.

4.3. Reliability, Recovery, and Resilience Values

In this section, the evaluated reliability, recovery, and resilience of the housing in-
frastructure for Barak Valley is discussed. In this work, the evaluated resilience values
considering different parameters represent the resistance to flood hazards and recoverabil-
ity after the occurrence of the hazard. Tables 7 and 8 show the reliability, recovery, and
resilience of Barak Valley. It can be observed from Table 7 that the reliability of more than
50% of the housing infrastructure of Burunga (one of the locations visited) fell under the
DS4 state, which indicates that the reliability of that location was extremely low. Similarly,
locations such as Poschim Kumrapara, Algapur, and Rajnagar fell under the same probabil-
ity state. The housing infrastructure recovery of Burunga was also not positive, as can be
observed from Table 8, as more than 75% of the housing infrastructure recovery fell under
the low probability state. It has been stated that resilience is a combination of recovery
and reliability.

It can be observed from Table 8 that the housing infrastructure resilience of Burunga
had a maximum probability in the low state. It can be noted, by including the dependencies
between the resilience parameters in the model, the results changed compared to the
evaluated results by Sen et al. [31]. According to Sen et al., the probabilities of housing
infrastructure (Algapur) were 0, 0.1, 0.6, and 0.3, but in this study, the evaluated values
were 12.7, 15.3, 21.8, and 50.1 [31]. During the field visit, it was observed that the maximum
of the housing infrastructure was in an extremely hazardous situation, which means that
the evaluated values of this study were more reliable than the earlier study. Similarly, for
Tarapur, it was observed that there were some houses that needed immediate attention in
terms of strengthening, but in the earlier study, the probability of housing infrastructure in
the DS4 state was zero. In this study, 20.1% of the housing infrastructure of this place was
in the DS4 state, which indicated that this study provided more accurate results. Overall,
this indicates that the BBN approach was better than the VE method.
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Table 7. Reliability values of all flood vulnerable areas.

Place Name DS1 DS2 DS3 DS4

Algapur 12.7 15.3 21.8 50.1
Amjurghat 13.6 16.1 21.8 48.5

Anipur Grant 16.4 18 21.9 43.7
Baleswar 16.9 18.2 21.9 43

Bhatirkupa 19.2 18.9 22 39.8
Borbond 17.5 18.3 22 42.2
Burunga 12.2 15.2 21.6 51

Dullabcherra 21.1 20.3 21.7 36.9
Dwarbond 19.8 19 25 36.1

Fanai Cherra Grant 16.9 19 21.9 42.9
Hailakandi Town 20.7 21 21.7 36.6

Jamira 17.2 18 22 42.8
Kanakpur 18.8 18.6 22.1 40.5
Katlicherra 16.6 18.5 21.8 43.1

Lalaghat 11.3 14.5 21.5 52.8
Rajnagar 12.7 15.6 21.7 50.1

Panchgram 19.8 19.7 21.8 38.7
Poschim Kumarpara 11.1 15 21.2 52.8
Rakhal Khalerpaar 13.5 17 21.6 47.6

Rangirghat 17.5 18.7 21.8 41.9
Ratnapur 16.3 18 21.9 43.8

Silchar Municipality 15.7 17.4 21.9 45
Tarapur 33.2 24.6 22.1 20.1

Uttar Krishnapur 18.2 18.9 21.9 41

Table 8. Recovery and resilience values of all flood-vulnerable areas.

Place Name
Recovery Resilience

Low Medium High Low Medium High

Algapur 54.2 25.5 20.2 54.9 23.2 21.9
Amjurghat 57 24.3 18.7 55.9 22.7 21.4

Anipur Grant 52.1 22.4 21.9 51.5 23.8 24.7
Baleswar 53.8 25.1 21.1 52.2 23.6 24.2

Bhatirkupa 60.8 23 16.2 54.7 23 22.2
Borbond 59.8 23.8 16.4 55.1 23.1 21.8
Burunga 75.9 15.7 8.38 66.9 18.4 14.7

Dullabcherra 54.8 24.3 20.9 50.4 24 25.6
Dwarbond 56.4 24.1 19.5 51.6 23.8 24.6

Fanai Cherra Grant 56.2 23.9 19.9 53.3 23.2 23.4
Hailakandi Town 46.8 23.6 26.9 46.1 25 28.9

Jamira 46.6 26.3 27.1 48.1 24.5 27.4
Kanakpur 60 23.4 16.6 54.6 23.1 22.4
Katlicherra 53.3 24.7 22 51.9 23.6 24.5

Lalaghat 56.2 24.9 18.9 56.9 22.5 20.5
Rajnagar 60.1 22.7 17.2 58.1 21.8 20.1

Panchgram 66.3 20.3 13.4 57.1 22 20.9
Poschim Kumarpara 68.1 19.5 12.4 63.5 19.8 16.7
Rakhal Khalerpaar 54.8 24.3 20.9 54.4 22.9 22.7

Rangirghat 48.8 25.8 25.3 59 24.3 26.7
Ratnapur 49.1 25.8 25.1 49.8 24.1 26.1

Silchar Municipality 53.6 24.9 21.4 52.8 23.5 23.8
Tarapur 24.5 26.6 48.9 29.3 25.7 45

Uttar Krishnapur 59.2 23 17.9 54.2 23 22.8

As most of the surveyed areas are vulnerable to flood hazards, it is clear that the
recovery, reliability, and resilience values for the housing infrastructure system were
categorized as low, DS4, and low, respectively. To obtain more detailed information for the
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reliability, recovery, and resilience of the housing infrastructure of Barak Valley, the “low”
state of recovery and resilience, and the DS4 state of reliability were further sub-divided
into four additional categories according to the percentile of the total low state values
(higher to lower): extremely low (≥75th percentiles), very low (50th to 74th percentile),
moderate–low (26th to 49th percentile), and low (≤25th percentile). Finally, three types
of flood models—a flood recovery model, flood reliability model, and flood resilience
model—of the valley were prepared based on the categorization of the low state, as shown
in Figures 11–13.

Figure 11. The flood recovery model of the housing infrastructure in Barak Valley.
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Figure 12. The flood reliability map of the housing infrastructure in Barak Valley.

 

Figure 13. The flood resilience map of the housing infrastructure in Barak Valley.
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5. Conclusions, Limitations, and Future Research Direction

This work illustrates a BBN model for flood resilience quantification of the housing
infrastructure system in Barak Valley of Northeast India. The main challenge faced during
the quantification of resilience values was a lack of proper post-disaster data. To overcome
the challenge, a flood resilience assessment form was developed and a detailed survey was
performed in various vulnerable places according to the DDMA, and the resilience values
were evaluated for those places. Those quantified values provide a realistic scenario of
the housing infrastructure system of this valley, which supports the planners, designers,
policymakers, and stakeholders of this valley to become involved in the detailed identi-
fication of resilience-influencing parameters for housing systems and the preparedness
of these vulnerable places against flood hazards. In this study, influential parameters for
resilience quantification were considered and localized and could be mapped with global
resilience quantification, which may include a new study area. Lastly, a sensitivity analysis
was performed to find the most crucial parent nodes of recovery and reliability, which can
also help decision-makers of this valley to focus on the most sensitive parent parameters;
to improve a child node, it was not necessary to improve all the associated parent nodes
because small changes in the most sensitive parent parameters may lead to a targeted
probability of the child node. This analysis will also help in the decision-making process
for preparedness against future hazards [86]. As this method is generalized, it can be
integrated with any kind of infrastructure system and can be used by a public authority
for the resilience quantification of any infrastructure system against flood hazards. The
main contributions of the proposed resilience model were: (i) the BBN model provided a
more realistic scenario of housing infrastructure for this valley based on collected real data
and can be updated by including more uncertain parameters and associated data, and (ii)
the sensitivity analysis helped to identify the crucial parent parameters of recovery and
reliability against flood hazards.

The following are the recommendations for improving the resilience of the hous-
ing/building infrastructure system of this valley against flood hazards based on the dis-
cussions with affected householders during the field survey: (i) construction of building
infrastructure should follow engineering principles; (ii) people should have a solid under-
standing of reliability and recovery processes related to housing infrastructure in prepared-
ness for future disasters in the valley; (iii) stakeholders should immediately give attention
to the housing infrastructure of Burunga, Poschim Kumrapara, Rajnagar, Panchgram, and
Lalaghat, as the resilience of these places was extremely low. Moreover, it was observed
that the parent parameters, such as Type_of_house and Wall_thickness were most sensitive
regarding reliability, and Insurance and Relief_received were the most vulnerable parent
parameters for the recovery of the housing infrastructure against flood hazards. Therefore,
decision-makers should strengthen these sensitive parameters to make the infrastructure
more resilient against future floods. There are some noted limitations in this work, such
as (i) the consideration of more factors for a comprehensive framework is required, (ii)
more detailed information about the factors or more data collection is required, and (iii)
the involvement of multiple experts from various disciplines is required. In the future,
resilience scenarios for other infrastructure systems, such as water, electrical, transportation,
and telecommunication systems, as well as critical housing infrastructure systems, such
as hospitals, markets, and schools, can be evaluated. Similarly, resilience values against
other natural disasters, such as earthquakes and landslides, can be computed [87–89]. Out-
come comparisons with other hierarchical-based methods, such as fuzzy AHP (Analytic
hierarchy process) and Dempster–Shafer theory, can also be performed. As infrastructure
resilience changes with time, these variabilities can be captured with the help of a dynamic
Bayesian network.
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Abstract: Urban highways users frequently face disruptions due to construction and maintenance
of buried infrastructure. In conventional open cut construction, social costs (vehicle operating and
traffic delay costs) are generally high at work zone construction areas (WZCA). Municipalities also
bear additional costs due to early maintenance of alternate routes, i.e., non-work zone construction
area (NWZCA). Besides, work zone and non-work zone areas together experience significant
potential socio-economic and environment impacts. In addition to minimal disturbance to existing
socioenvironmental setting and user cost savings, trenchless construction result in agency cost savings
by avoiding early maintenance at NWZCA. Past studies primarily focused on social costs associated to
WZCA. In present research, a sustainability assessment framework has been developed that includes
agency and user costs at both the work zone and non-work zone area. The framework evaluates
various traffic detoured scenarios (for open cut construction) and trenchless technology scenario
based on all three dimensions of sustainability. Fuzzy Quality Function Deployment (Fuzzy QFD)
method has been used to incorporate the interaction between the agency’s sustainability objectives
and public expectations for large-sized pipeline construction projects in urban areas. The framework
effectively handles the uncertainties associated to data limitations and vagueness in expert opinion for
subjective assessment criteria. To evaluate the pragmatism of proposed framework, it was applied on
the case of a storm sewer construction project in Qassim Region, Saudi Arabia. Trenchless technology
was found to be the most sustainable construction scenario followed by the open cut scenario with
50% traffic detoured to NWCA. The proposed methodology is also sought to enhance decision making
process pertaining to the viability of trenchless technologies in KSA and elsewhere.

Keywords: trenchless technologies; pipelines; construction; sustainability; social cost; fuzzy QFD

1. Introduction

Most countries around the world, including Kingdom of Saudi Arabia (KSA), are facing major
challenging in managing their buried infrastructure [1]. The majority of these buried infrastructure
are constructed under the paved roads in urban areas [2]. Construction phase of the large-sized
pipeline projects spans over long period and affect both the natural environment and socio-economic
setting of the surrounding area. The projects are owned either by the municipalities (in case of public
infrastructure) or the developers (in case of privately owned neighbourhoods). In their individual
capacity, both of them intend to achieve all the three dimensions of sustainability, i.e., economic,
environment, and social, throughout the construction period of these projects.

Sustainability 2020, 12, 2648; doi:10.3390/su12072648 www.mdpi.com/journal/sustainability
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Typically, conventional open cut (OC) methods are the most widely used methods for constructing
and repairing the underground utilities because of their low cost compared to trenchless technology
(TT). When the OC methods are used on paved roads, they typically cut the pavements that might be
in a good condition. Open cutting might adversely impact pavement condition and ultimately result
in high pavement restoration cost. The OC method also cause significant disruption to the traffic due
to its need for a large work zone construction areas (WZCA). In addition to environmental impacts
(e.g., air and noise pollution), OC methods affect the businesses and other socioeconomic activities at
and around the project location [3].

Most underground utilities are constructed in urban settings and can raise significant
environmental and socioeconomic concerns by the users. In the recent past, the municipalities
have been shifting to the wide adoption of TT for large-sized pipelines construction projects where
social costs and environmental concerns are of high importance. Trenchless construction methods
have proven to minimize traffic disruptions significantly and to cause less impact on pavement
condition resulting in major agency and user cost savings [3,4]. These cost savings typically are directly
related to the minimization of WZCA. However, TT methods may result in cost savings (benefits) that
possibly result from the non-work zone construction area (NWZCA) such as the saving in maintenance
expenditures and vehicle operating cost on alternate routes. When alternate routes (urban highways)
are faced with unexpected high traffic volumes due to the traffic avoiding WZCA, these roads are
prone to premature pavement deterioration, which possibly increases the needs for maintenance and
repair activities. Furthermore, the trenchless technology minimizes environmental impacts directly in
WZCA as well as in the NWZCA by avoiding the diverted traffic in case of OC construction.

Hundreds of studies have been conducted in the past on sustainability assessment of buildings
while the literature on the sustainability of core public infrastructure is relatively scanter [4,5].
In particular, very limited studies on sustainability of pipelines during the construction phase are
available to date. In some of the studies, TT methods were compared with the conventional OC
methods on the basis of engineering, capital, and social costs for WZCA. Detailed review of all these
studies is out of scope of present research; here some relevant studies, conducted in the last two
decades or so, are briefly outlined to identify the research gaps.

We found three types of studies on this topic. The first type of the studies focused on estimating
the agency and user costs at the WZCA. The main limitation of such studies is that various qualitative
social and environmental impacts cannot be included in the assessment process. Najafi and Kim [6]
reported that TT methods are more cost-effective than traditional OC methods based on their analysis,
including social costs, for construction of pipelines in urban centers. Qualitative social impacts, such as
loss of business and nuisance in the NWZCA due to diverted traffic, were not considered. Matthews
and Allouche [7] developed a social cost calculator, with a user friendly interface, to evaluate the
construction projects involving TT methods. This work gathered useful information at a single platform
and facilitates decision-making for evaluating the feasibility of TT method. However, the calculator
only estimates the agency and user costs for WZCA which primarily addresses the economic dimension
of sustainability.

The second type of studies conduct an overall sustainability performance assessment of
infrastructure projects over their lifecycle. In these studies, typically the selected indicators, covering
the three dimensions of sustainability, are aggregated into indices (or key performance indicators) to
assess the overall (including operations) sustainability of infrastructure projects [8,9]. Yu et al. [10]
developed a construction project sustainability assessing system for Taiwan which essentially is a four
level hierarchical framework consisting of main pillars of sustainability at Level 1 and their categories,
sub-categories, and indicators in the three subsequent levels. Recently, Alnoaimi and Rahman [11]
developed a methodology for assessing the sustainability of sewer pipeline projects over their lifecycle.
Such studies are not focused on various agency and user costs at WZCA and NWZCA during the
construction phase and thus are not directly applicable to evaluate different construction methods.
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Third types of studies focused on sustainability of pipeline projects during the construction phase
and are most relevant to present research. Matar et al. [5] developed a sustainability assessment model
for infrastructure construction projects. Their methodology was based on the system engineering
concepts using flow balance of materials and energy during the project’s timeline. They applied the
proposed model on a TT method named horizontal directional drilling for a pipeline construction
project. De la Fuente et al. [12] developed a decision tree consisting of 10 criteria (indices) and
14 indicators for sustainability assessment of sewer construction projects. They developed value
functions for all the indicators and aggregated them to develop a global sustainability index. They
also performed scenario analysis for eight alternatives. However, the uncertainties associated to
data limitations and vagueness in expert judgment on qualitative impacts were not addressed in
these studies. Hojjati et al. [4] carried out a review of sustainability assessment tools available for
infrastructure projects, including TT and OC, and highlighted the need for a more comprehensive
sustainability costing model. Koo et al. [13] covered all three dimensions of sustainability to evaluate
different design alternatives of underground utilities’ construction projects. They used Analytical
Hierarchical Process (AHP) for estimating the indicators’ weights and used weighted sum method for
finding the overall performance index for an alternative.

Based on the review of past efforts, we have identified the following three main research gaps.
Firstly, past studies were primarily focused on estimating social cost savings associated with the WZCA.
NWZCA cost savings may be significant and affect the TT viability assessment process but these costs
have not yet been considered in the overall cost-benefit analysis. Secondly, the uncertainties associated
to qualitative environmental and social impacts have not been adequately considered in most of the
methodologies. Finally, the interaction between the user (public) expectations and the agency’s defined
sustainability objectives has not been included in in the decision-making process. Hence, the main
goal of this paper is to develop a sustainability assessment methodology which can address the above
stated issues for large-sized pipeline construction projects on urban highways. We used Fuzzy Quality
Function Deployment Method (Fuzzy-QFD) for evaluating different possible scenarios of ‘detoured
traffic with OC method’ and the ‘TT method’. Eventually, we applied the developed methodology on
an actual storm sewer construction project in Unayzah city, Qassim, KSA.

2. Methodology

2.1. Sustainability Assessment Framework

The methodological framework developed for sustainability assessment of pipeline construction
projects is presented in Figure 1. The framework initiates with the development of different traffic
movement scenarios for both the OC and TT options for construction of a large-sized storm sewer. After
defining the boundaries of the study area, traffic surveys were conducted to find out annual average
daily traffic (AADT) which is an important input to scenario analysis. In the subsequent steps social
costs (both agency and user) were estimated for both the WZCA and NWZCA. Data of construction
costs was obtained from the relevant agencies. Finally the framework culminates are scenario analysis
using Fuzzy-QFD. This methodology is expected to overcome the limitations of previous studies by
accounting for the impact of work zone areas, during an open cut, on the performance of adjacent
roads in NWZCA. The method also was found effective in terms of handling uncertainties associated to
vagueness in expert judgment while assessing the qualitative parameters. All the steps of the proposed
framework are discussed in detail in the ensuing sections.
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Figure 1. Methodology for sustainability evaluation of large-size storm sewer construction projects.

2.2. Social Costs at Work Zone Construction Area

Performing a utility cut requires the establishment of work zones, which are known to influence
traffic mobility. In most cases, work zones delay traffic due to lane closures or block access to certain
locations, forcing traffic to reroute and travel longer distances. These impacts often result in costs to
the traffic users. Such costs depend mainly on the characteristics of the established work zone, for
example, the lane closures and speed limits necessitated by the work zone. Existing models can be
used to estimate the travel delay costs and vehicle operating costs, such as the model for travel delay
costs in Equation (1) [14–16].

UCttd = WZd ∗
∑J

j

(
Vj ∗ TTDj ∗ DCj

)
(1)
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where UCttd is work zone travel delay cost, WZd is work zone duration in days, Vj is the number of
vehicles delayed by the speed change for vehicle class j, TTDj is the travel time difference resulting
from the speed changes due to the work zone for vehicle class j in hours, DCj is the delay cost rate for
vehicle class j in dollars/mile, and j is vehicle class (truck or auto).

The work zone vehicle operating costs incurred due to increased fuel consumption can be estimated
using AASHTO methodology, as shown in Equation (2) [14].

UCvoc = WZd ∗
∑J

j

(
Vj ∗ TTDj ∗ Fgj ∗ Fpj

)
(2)

where UCvoc is work zone vehicle operating cost, Fgj is the amount of fuel consumed due to delay in
gallons/hour for vehicle class j, and Fpj is the average fuel price in dollars/gallon consumed by vehicle
class j.

2.3. Social Costs at Non Work Zone Construction Area

Pavement performance models are statistical models developed to represents the deterioration
mechanism of pavements under different factors. These performance models are functions of the
significant factors that are believed to have an influence on pavement condition. One of these factors
that is proven to have an impact on pavement condition is the cumulative traffic loading. The amount
of cumulative traffic loading, correlates positively with the accelerated pavement deterioration rates.
Accordingly, unexpected high traffic volume on alternate routes can potentially cause these roads to
have a higher deterioration rate. Therefore, to assess this reduction in pavement condition caused by
increasing traffic volume, a pavement performance model needs to be developed. The general form of
the performance model is termed in Equation (3).

P = f (Xi; βi) (3)

where P is the response variable of the performance model that represent the level of pavement condition
and likely denoted in term of performance indices, Xi = (X1, X2, . . . , Xi) is a vector of predictor
variables (such as material type, accumulated traffic loading, weather severity), βi = (β1 + β2, . . . , βi) is
a set of parameters to be estimated and f (Xi; βi) is a mathematical form used to describe the variation
of the response as function of the predictor variables.

The cost of maintaining pavements relies significantly on its condition or state. The worse the
pavement conditions get, the more likely agencies are to spend money on maintaining it [17]. Therefore,
in order to estimate maintenance expenditures, the conditions of the pavement need to be assessed
using Equation (3). Then, associated maintenance expenditures corresponding to those pavement
conditions are estimated. The general form of the maintenance expenditures model is termed in
Equation (4).

ME(i) = f (Xi; Pi; βi) (4)

where ME is the maintenance expenditures for pavement section (i); Xi = (x1, x2, . . . , xi) is a vector
of predictor variables (such as traffic level and weather severity); Pi = (p1, p2, . . . , pi) is pavement
performance level at treatment application time; βi = (β1, β2, . . . , βi) is a set of parameters to be
estimated and f (Xi; Pi; βi) is a mathematical form used to describe the variation of the response as a
function of the predictor variables.

User costs, typically, are those incurred by users due to their normal use of the asset over its service
life. An example of these user costs is vehicle operating costs (VOC). VOC is typically represented by
the amount of money (typically is expressed in cents) spent for each mile traveled by each vehicle.
These costs consist of fuel, tires, repairs and, car depreciation cost due to high mileages. One of the
significant factors that increases these costs is the pavement roughness level [18]. An example of the
effect of poor pavement condition (very rough pavement) on VOC is that road users might drive slowly
which possibly results in high fuel consumption [19]. Typically, pavement roughness is measured
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in term of Present Serviceability Rating (PSR) and International Roughness Index (IRI), which are
typically modeled as the response (dependent) variable of a pavement performance model using
Equation (3). Having pavement roughness determined, the corresponding VOC can be then estimated
using the VOC model presented in Equation (5).

VOC(i) = f (Xi; Pi; βi) (5)

where VOC is vehicle operating cost estimated for vehicle (i); Xi = (x1, x2, . . . , xi) is a vector of
predictor variables (such as vehicle type and age); Pi = (p1, p2, . . . , pi) is pavement performance level;
βi = (β1, β2, . . . , βi) is a set of parameters to be estimated and f (Xi; Pi; βi) is a mathematical form
used to describe the variation of the response as a function of the predictor variables.

2.4. Social Cost Savings with Trenchless Technology

The reduction in maintenance expenditures could cause significant agency cost savings.
An example of these can be the possible reduction in maintenance expenditures that result from
employing TT methods. Adopting TT, which requires no or minimal work zone areas, results in almost
no traffic increase on adjacent local streets. Conversely, open cut methods typically require large work
zone areas which often cause/force traffic to detour to adjacent roads resulting in unexpected traffic
volume on those roads. Since the pavement deterioration rate is impacted significantly by the amount
of traffic volume, the needs for maintenance and rehabilitation activities on those adjacent roads
might increase. Therefore, by adopting TT, transportation agencies might minimize their maintenance
expenditures on these adjacent roads.

To estimate reduction/savings in an agency’s maintenance expenditures on alternative roads,
the comparison of alternative construction techniques (i.e., TT vs. open cut methods) needs to be
conducted. In the case of employing TT, traffic volume on alternative roads are expected to remain
unchanged. On the other hand, open cut method is expected to increase traffic volume on adjacent
roads. Therefore, the extra maintenance expenditures incurred due to unexpected high traffic volume
are quantified by taking the difference between the estimated maintenance expenditures on alternative
roads for the open cut and TT scenarios. This difference in maintenance expenditures represents agency
cost savings and can be calculated using Equation (6).

ACSs =
n∑

i=1

[GNOC]i −
n∑

i=1

[GHTV ]i (6)

where ACSs is agency cost savings; GNOC is maintenance expenditures under normal operating
condition corresponding to route i; GHTV is maintenance expenditures under high traffic volume
corresponding to route i; i = 1, 2, . . . , n represents number of adjacent routes.

Savings in VOC can be seen as a type of user cost savings. User cost savings can be estimated
as the reduction in VOC when TT is implemented compared to the case where open cut method is
considered. The general form of estimating user cost savings is presented in the following equation:

UCSs =
n∑

i=1

[VOCNOC]i −
n∑

i=1

[GHTV ]i (7)

where UCSs is user cost savings; VOCNOC is vehicle operating cost under normal operating condition
corresponding to vehicle i; VOCHTV is vehicle operating cost under high traffic volume corresponding
to vehicle i; i = 1, 2, . . . , n represents number of vehicles impacted by pavement condition.

2.5. Fuzzy Quality Function Deployment Method

During the recent past, QFD has been widely recognized as a decision-making tool for site selection
process [20]. According to the fundamental idea of QFD, consumer needs are translated into technical
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requirements of the product by developing a House of Quality (HoQ) (see Figure 2). The HoQ is
essentially a combinations of various matrices that translate the data or information obtained by the
experts on: (i) What should be done related to the customer requirements?, (ii) How to relate customer
requirements with the product requirements?, and (iii) What is the relationship between product
requirements and the desired benchmarks? [21].

Figure 2. House of Quality for Quality Function Deployment Method.

In present research, the agency’s objectives are essentially the design requirements (DR) while the
customer requirements (CR) are the expectations of public (e.g., road users, visitors of the commercial
area, and residents of both the WZCA and non-WZCA) during the period of construction. Subjective
assessment of some of the agency requirements and public expectations introduce uncertainty in the
decision-making process due to vagueness in expert judgment. In present research, this limitation has
been addressed by integrating the fuzzy set theory with conventional QFD.

Following is the step-by-step procedure of Fuzzy-QFD for analyzing different scenarios for traffic
movements due to open cut and trenchless technologies [20]:

Step 1: The customer requirements (CR) or the public expectations (PE) are defined as: (i) minimum
travel time, (ii) minimum fuel consumption, (iii) minimum air and noise pollution, (iv) minimum
traffic nuisance at NWZCA (e.g., increase risk of accidents and stress level in residents of a calm
neighbourhood), and v) minimum loss in business. This step correspond to the component “A” of
HoQ shown in Figure 2.

Step 2: The design requirements (DR), i.e., the component “C” of HoQ shown in Figure 2, are
defined below as the following sustainability objectives (SO) which the agency or the private contractor
require to obtain:

Low Agency Cost—this includes total cost of material, labour, and other miscellaneous costs. This
also includes the pavement restoration cost in case of open cut construction along with the pavement
maintenance cost at NWZCA.

Low User Cost at WZCA—This includes travel delay and vehicle operating costs at the work zone
construction area.

Low User Cost at non-WZCA—It includes vehicle operating cost at NWZCA.
Low Environmental Impacts—This includes the possible increase in impacts of air and noise

pollution at both the work zone and non-work zone during the construction period.
Low Socio-economic Impacts—This includes the impacts on socio-economics setting of the area,

such as loss of business and increase in traffic congestion during the construction period.
Step 3: Determine the priorities of public expectations (PE) by using Triangular Fuzzy Numbers

(TFNs) for defining the priority of each requirement.
Step 4: Determine the weight of each decision-maker. As all the decision-makers in present

research were highly qualified and experienced with ample indigenous know-how of the study area,
equal weights were allocated to all of the four decision-makers.
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Step 5: Estimate the aggregated weights (ωp) assigned by the decision-makers for PE using the
following Equation (8):

ωp = (r1⊗ωp1) ⊕ (r2⊗ωp2) ⊕ . . . ⊕ (rN⊗ωpN) (8)

where p is the number of CR (p = 1, 2,..., P).
Step 6: Ascertain the relationships among the PE and SO using linguistic scales for the TFNs

illustrated in Figure 3. This step completes the component “D” of HoQ in Figure 2.
Step 7: Estimate the aggregated weights (apm) between PE and SO with the help of Equation (9).

apm =
(
r1 ⊗ apm1

)
⊕
(
r2 ⊗ apm2

)
⊕ . . . ⊕

(
rN ⊗ apmN

)
(9)

where N denotes the number of decision makers (n = 1, 2, . . . , N) and M is the number of DR (m = 1,
2,..., M). This Equation (9) fills component (B) of Figure 3.

Figure 3. Triangular fuzzy numbers used in this study.

Step 8: Determine the prioritized technical descriptors to complete the matrix. Equation (10)
estimates the weights of the SO (fm) from the aggregated weight for PE (wp) and aggregated weights
between the SO and PE (apm).

fm = (ω1 ⊗ a1m) ⊕ . . . ⊕
(
ωp ⊗ apm

)
(10)

Step 9: Evaluate each scenario (refer to Figure 1) against all the SO and the combine the results
with the weight of each SO for final ranking of the scenarios. Subsequently, calculate the rating of each
scenario (SR) using Equation (11).

SRkm = (r1 ⊗ lrkm1) ⊕ (r2 ⊗ lrkm2) ⊕ . . . ⊕ (rN ⊗ lrkmN) (11)

where K presents the number of scenarios (k = 1, 2, . . . , K).
Step 10: Calculate the fuzzy index (FI) using Equation (12) for expressing the degree to which a

scenario complies with the desired SO.

Flk =
1
M
⊗ (LRk1 ⊗ f1) ⊕ . . . . . . ⊕ (LRkM ⊗ fM) (12)

Step 11: Finally, use Equation (13) to de-fuzzify the TFNs obtained from Step 10 to rank all the
pipeline construction scenarios.

Rk =
a + 2b + c

4
(13)

where Rk is the priority rank of each SHP site and a,b,&c are the upper, middle, and lower bounds of
the aggregated TFN.
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3. Results and Discussion

3.1. Study Area

The selected study area presented in Figure 4 is Umar Ibn AlKhattab Road in Unayzah city,
Qassim region, KSA. The area affected by the project is about 5 km2 and the reach of the selected urban
highway for application of proposed methodology is about 2.4 km. It can be seen in the figure that
starting point is 670 m higher than the mean sea level while the ground elevation is 658 m at the end of
sewer line. The horizontal drilling technique was used for constructing a storm sewer of 3900 mm
diameter. Some salient features of the project are presented in Table 1. This data was obtained from
the Ministry of Environment, Water and Agriculture in Saudi Arabia, i.e., the client of this project.
As stated above that inclusion of the economic, social, and environmental impacts of OC construction
on NWZA is an important contribution of this research, some possible routes of the diverted traffic to
the NWZCA are also shown in light blue colour in Figure 4.

Figure 4. Study area in Unayzah city (Umar Ibn AlKhattab Road), EL stands for elevation at start and
end of storm sewer.
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Table 1. Project description in brief.

Item Description

Client Ministry of Environment, Water and Agriculture in Saudi Arabia

Type of Project Storm Sewer

Total duration of the project Approximately 2 years (720 days)

Total cost 77,000,000 SR

Type of construction Trenchless technology (see Figure 5)

Location Umar Ibn AlKhattab Road, Unayzah, AlQassim Region

Length of sewer 2.4 km

Depth of sewer 9–29 m

Sewer Size (diameter) 3900 mm

Pipe material Reinforced Cement Concrete (RCC)

Weight of the machinery used 200 t

Area characteristics Variation in depths up to 35m—high population density

Area affected Approximately 5 km2

Figure 5. Trenchless technology equipment used in construction of storm sewer at the urban highway
in study area shown in Figure 4. (a) cross-sectional view, (b) side view.

Generally, TT methods are classified into two types. The first type is known as trenchless
construction methods, such as utility tunneling, pipe jacking, horizontal auger boring, micro-tunneling,
pipe ramming, horizontal directional drilling, and pilot tube micro-tunneling. The second type of TT
methods are trenchless renewal methods which include cured-in-place pipe, pipe bursting, close-fit
pipe, thermoformed pipe, slip-lining, in-line replacement, localized repair, lateral renewal, coating and
linings, and manhole renewal [22]. Figure 5 shows cross-section and side views of the equipment of
TT method used for the construction of storm sewer in the study area. In addition to opening all the
road lanes for normal traffic operations and commercial activities, the use of trenchless technology
reduced the load on the urban roads network in the vicinity of project area. Trenchless technology also
improved the road safety by avoiding the possibility of accidents due to increased number of conflicts
which could have occurred with open trench construction option. TT also reduced the impacts of air
and noise pollution in the study area during the construction phase.

In this study, we developed six scenarios as illustrated in Figure 1. First four scenarios (S1 to S4)
appraise various percentages of both sides traffic is detoured to NWZCA in case of the OC construction
on left side of the urban highway under study (details given in the following sections). In the fifth
scenario (S5), all the left side traffic is detoured to NWZCA while the right side traffic continue its

182



Sustainability 2020, 12, 2648

routine operations with all the three lanes functional. Finally, S6 evaluates the trenchless technology
with minimal disturbance to both sides traffic.

3.2. Traffic Count Survey

A screen line traffic count survey spanned over one week was conducted at the locations (west
bound and east bound) highlighted in Figure 4. Pneumatic road tubes were used to count the number
and types of the vehicles passed through the screen line. A burst of air pressure is sent through the
sensors along a rubber tube when the tires of a specific vehicle class pass over tube. The pressure pulse
produces an electrical signal which is transmitted to the analysis software. These portable pneumatic
tubes were fixed on the road surface with the help of a specific gel. These tubes obtain energy from
rechargeable batteries. Their main advantages include quick installation and easy maintenance [23].
A photograph of the tubes used at the study area is shown on the right bottom of Figure 4.

Traffic data was collected for the thirteen vehicles classes defined by American Association of
State Highway and Transportation Officials (AASHTO) [23]. The results for both the west and east
bounds are presented in Table 2.

Table 2. Summary of traffic counts.

Vehicle Class 1 Vehicle Type
Traffic Counts at West

Bound
Traffic Counts at East

Bound

C1 Motorcycle 28 34

C2 Passenger car 10,749 8664

C3 4 tire single unit 283 624

C4 Bus 95 99

C5 Two-axel, six tire, single unit 47 40

C6 Three-axel single unit 15 25

C7 Four or more axel single unit 17 15

C8 Four or less axel single trailer 29 94

C9 5-axel tractor semi-trailer 122 139

C10 Six or more axel single trailer 5 8

C11 Five or less axel multi-trailer 1 2

C12 Six axel multi-trailer 1 1

C13 Seven or more axel multi-trailer 0 0
1 Federal Highway Administration [23].

3.3. Agency and Social Costs Estimation

3.3.1. Work Zone Construction Area

In case of open cut construction, agency costs include the construction cost of pipeline and
pavement restoration cost at the WZCA. A tentative cost for large-sized stormwater was obtained
from the relevant agency working in the study area while the cost for TT case is given in Table 1.
The first social cost at WZCA is travel delay cost (UCttd) which was estimated using Equation (1) for
each scenario (see Figure 1). Work zone duration was 720 days (see Table 1). Instead of considering
individual vehicle class listed in Table 2, C2 and C3 were classified under light transport vehicle (LTV)
class and C4 to C13 under the heavy transport vehicle (HTV) class, i.e., Vj in Equation (1). At west
bound, the ADDT for LTV was found to be 11,032 while the estimated HTV was 332. Similarly, the
AADT for east bound were estimates as 9,300 for LTV and 423 for HTV. These values are used to
estimate social costs at WZCA and NWZCA in the following sub-section. The travel time difference
resulting from the speed changes due to the work zone (i.e., TTDj) were estimated for LTV and HTV.
The urban highway under study has a design speeds of 80 kph (for LTV) and 50 kph (for HTV) which
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were reduced to 50 kph and 30 kph during the constriction period. The delay cost rates for LTV and
HTV were estimated based on average per hour salary in the country.

The second social cost at WZCA is the vehicle operating costs (UCVOC) which was estimated
using Equation 2. Based on reduced speeds at WZCA, the average amount of fuel consumed due to
delay (i.e., Fgj) was estimated to be 0.0264 gallon/km for LTV at 50 kph and 0.058284 gallons/km for
HTV at 30 kph. The average fuel price (Fpj) was obtained from market.

3.3.2. Non Work Zone Construction Area

The needed input data for estimating the social cost at NWZCA are presented in Table 3. This
data mainly consists of data related to road physical and environment attributes. Road physical
attributes include maintenance expenditures and pavement condition while the road environmental
attributes composed of traffic loading and climate severity. A deterministic pavement performance
model, capable of predicting pavement performance as a function of cumulative traffic loading and
freezing index [16], is used to predict pavement condition in terms of IRI (in/mi). Therefore, pavement
performance subject to normal operating conditions and high traffic volume can be estimated. Having
determined pavement conditions, a cost model (Al-Mansour and Sinha 1994) capable of estimating
agency maintenance expenditures as a function of pavement condition is employed. Therefore,
maintenance expenditures for pavement under normal operating condition and under high traffic
volume can be estimated.

Table 3. Summary of Input Variables.

Variables Description Values

Pavement current performance Pavement current performance is
estimated in terms of IRI (in/mi). PIcurrent = 150 (in/mi)

α
Constant term of pavement

performance model (4.082)

β & γ
Estimated coefficients of pavement

performance model (0.017) & (0.054)

a Constant term of pavement
maintenance expenditures model. 4.0283

b Estimated coefficient of pavement
maintenance expenditures model. -0.462

AADT Average annual daily traffic
volume (thousand) The mean values of AADT = 11.3

ANDX Average annual freezing index
(thousands) The mean values of ANDX = 0.40

The relation between pavement performance in terms of IRI (in/mi) and VOC (cents per
vehicle-mile) developed by Opus [24] is implemented in this study. Thus, VOCs corresponding
to pavement under normal operating condition and under high traffic volume can be estimated.

The savings in agency and user cost as a result of applying TT compared to the open cut method
scenarios where estimated using Equation (4) and (5) respectively. Figure 6a,b shows the savings in
terms of maintenance expenditures and vehicle operating cost, respectively. In order to determine the
effect of varying traffic volume on maintenance expenditures and vehicle operating cost values, the
above described methodology was tested by increasing the initial traffic volume each time by 1% until
it reaches 10%, for different traffic scenarios (S1 to S6) while other factors are kept constant.

With increase in detoured traffic, both the maintenance and vehicle operating costs increase at
the NWZA. With respect to VOC the traffic volume has no impact when using TT. The reason is
that TT requires no or minimal work zone area and thus no traffic need to detour to adjacent roads.
It can be seen that the highest values of maintenance expenditures and vehicle operating cost is
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when 100% of traffic is detoured and decrease as the percentage of detoured traffic is reduced. It is
noteworthy that these values of user costs compared to agency costs are consistent with past studies in
the literature [16,19,25].

Figure 6. Non-work zone construction area (NWZCA) costs for different scenarios, (a) Maintenance
expenditure, (b) Vehicle operating cost.

3.4. Scenario Analysis using Fuzzy QFD

The urban highway is a 3-lane dual carriageway (see photograph in Figure 4). Due to construction
of a large size storm sewer (i.e., 3900 mm), the municipality had to close the entire left side of the
highway. A hypothetical section of the urban highway showing WZCA area and left (westbound)
traffic diverted to half of pavement width occupied from the right side is illustrated in Figure 7a.
The photograph shown in the figure was taken for another open cut project in the city to describe
the practical constraints of open cut scenarios. Figure 7b shows the total estimated cost including
construction cost and social cost at both the WZCA and NWZCA for all the scenarios with different
traffic detouring conditions. In first five scenarios of open cut construction, the agency cost includes
construction cost of pipeline, pavement restoration cost at WZCA and early pavement maintenance
requirements at NWZCA. User cost at WZCA includes the VOC and traffic delay costs (see Section 3.3.2
for details). User cost at NAZCA is primarily the VOC. Total social cost in the Figure 6a is essentially
the sum of user costs at both the WZCA and NWZCA.

185



Sustainability 2020, 12, 2648

Figure 7. Cost estimates for different scenarios, (a) Plan describing West bound traffic diverted to East
bound due to work zone construction area resulted in speed reduction, congestion, and traffic delays
(The photograph shown in the figure was taken for another open cut project in the city), (b) Summary of
total cost considering both the work zone construction area (WZCA) and non-work zone construction
area (NWZCA). The percentage of traffic (e.g., 50%) is a tentative value, actual percentage could vary
between say 40–60%.

It can be seen in the scenarios defined in Figure 7b that a certain percentage of the traffic detoured in
first five scenarios to NWZCA. There are two possible reasons of such diversion: i) drivers intentionally
moved to other possible routes to avoid traffic delays and other possible hazards (e.g., dust and
construction noise), and ii) drivers were compelled to use the alternate routes as WZCA had obstructed
the direct access to their destinations.

As mentioned earlier, opinion of four decision-makers with indigenous knowhow of the project
site was used for scenario analysis. Decision-makers had high educational levels and extensive
experience in the fields of environmental management (DM1), asset management (DM2), construction
management (DM3), and transportation management (DM4). Firstly, the customer requirements
(CR) or the public expectations (PE) and the design requirements (DR) or the agency’s sustainability
objectives (SO) are defined (see Step 1 and Step 2 of fuzzy QFD methodology). In Step 3, the public
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expectations were prioritized by all the decision-makers. Equal importance weights were allocated
to all the four decision-makers, i.e., r1 = r2 = r3 = r4 = 0.25, in Step 4 of the methodology. Next, the
overall aggregated weights of the PE were estimated using Equation (8) and the results are presented
in Table 4, i.e., Step 5.

Table 4. Aggregated weights of design objectives (DOs).

Public Expectations (PE) DM1 DM2 DM3 DM4
Aggregated Weights (ωp)

Importance Weights (wi) 0.25 0.25 0.25 0.25

Minimum travel time 5 7 9 5 7 9 1 3 5 7 10 10 4.5 6.8 8.3

Minimum fuel
consumption 5 7 9 3 5 7 0 0 3 5 7 9 3.3 4.8 7.0

Minimum air and noise
pollution 7 10 10 0 0 3 3 5 7 5 7 9 3.8 5.5 7.3

Minimum traffic nuisance
at NWZ 5 7 9 5 7 9 1 3 5 3 5 7 3.5 5.5 7.5

Minimum loss to business 3 5 7 1 3 5 5 7 9 3 5 7 3.0 5.0 7.0

Next in Step 6, the decision-makers established the relationships between all the PE and SO using
the TFNs given in Figure 2. In the following Steps 7 and 8, we used Equation (9) to aggregate the
weights (apm) between the PE and SO and Equation (10) to estimate the prioritized technical operators
(fm). The complete HoQ is illustrated in Table 5.

Finally, decision makers scored the SO for all the scenarios. The first three agency’s sustainability
objectives (low agency cost, low user cost at WZCA, and low user cost at NWZCA) were scored, using
TFNs, based on the estimated costs given in Figure 7b. While the last two SO (low environmental
impacts and low socio-economic impacts) were subjectively scored based on expert judgment. In the
next Steps 9 and 10, Equation (11) was applied to determine the performance ratings of each scenario
(SRkm) and Equation (12) estimated the fuzzy index (Flk). The fuzzified performance scores and the Flk
are presented in Table 6. Finally, Equation (13) de-fuzzified the aggregated TFNs and all the scenarios
were ranked. Final ranking of all the scenarios is presented in Table 7.
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Table 7. Defuzzified Criteria Numbers of Sites and Ranking.

Scenarios Defuzzified Performance Score Final Ranking

S6: Trenchless technology 1270 1

S3: 50% traffic diverted to alternate route at NWZCA 996 2

S5: All left side traffic diverted to NWZCA 974 3

S4: 75% traffic diverted to alternate route NWZCA 931 4

S2: 25% traffic diverted to alternate route at NWZCA 878 5

S1: All traffic diverted to right side at WZCA 726 6

3.5. Discussion

It can be seen in Table 4 that almost equal aggregated weights (ωp) were assigned to all the
five public expectations (or design objectives to meet such expectations). This shows that the
decision-making team was well balanced with experts from the essential fields of expertise, i.e.,
environment, construction, traffic, and asset management, required for such multidisciplinary projects.
The relationships between the agency’s SO and PE are given in the complete HoD presented in Table 5.
The scores shows that overall environmental and socioeconomic impacts are highly related to the
public expectations. For example, ‘minimum travel time’ will not only result in low user cost and time
savings, it will lead to low vehicular emissions as well. Likewise, traffic diversions to NWZCA can
increase air pollution and noise levels in the clam neighbourhood environment during the construction
phase (in case of OC method) and may also lead to other types of nuisances, such as increased risk of
accidents and stress levels in the residents.

Actually, development of technical descriptors (component “F” of HoD shown in Figure 2) is the
most important outcome of the complete matrix of HoD. These operators combine the information
available on the aggregated weight for PE (wp) and the aggregated weights between the SO and PE (apm).
It can be seen in Table 5 that the highest numbers were obtained for environmental and socio-economic
aspects of sustainability. In economic dimension, user costs at WZCA and NWZCA were found
more important, with higher values of technical descriptors, than the agency cost. Subsequently,
decision-makers scored all the scenarios against the agency’s sustainability objectives and the ‘Fuzzy
Index’ was developed by combining the outcomes of the HoD and the scoring of scenarios. Based on
the defuzzified index, final ranks for all the options are given in Table 7.

It can be seen in Table 7 that trenchless technology was found to be the most sustainable option,
i.e., top ranked scenario. The primary reasons of such a high rank are low user cost as well as low
environmental and socioeconomic impacts at both the WZCA and NWZA. In case of open cut method,
the scenario with 50% traffic (i.e., S3) diverted to NWZCA was found to be the most sustainable
scenario; however, overall it is ranked at second place in Table 7. In the first two scenarios (S1 and
S2), both the user cost and environmental and socioeconomic impacts were found to be very high
at WZCA. While in case of S4 and S5, these costs and impacts were supposed to be shifted to the
NWZA which essentially is a calm neighbourhood. The reason for S5 being at third place is that
at least the right side traffic will perform its routine operations without delays which certainly can
only be obtained at the cost of diverting the entire left side traffic to the NWZCA. These findings
justify the need of evaluating the sustainability of traffic diversion scenarios for different construction
technologies instead of taking decisions merely on economic basis. The results presented in Table 7
also manifest the reliability of proposed fuzzy-QFD based methodology for evaluation of construction
technologies for buried infrastructure. The outcomes are also consistent with the past studies that
emphasized on the importance of socio-economic aspects for sustainability assessment of construction
projects [26].

Municipalities, water directorates, and the Ministry of Water, Agriculture, and Environment are
responsible for construction of water supply, sewerage, and stormwater pipelines in the urban areas
of Saudi Arabia. Decision-makers in these organizations can implement the proposed framework
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for sustainability assessment of construction technologies for all types of buried infrastructure.
The proposed methodology can also take in additional site specific agency and user requirements.
Fuzzy QFD can be integrated with Fuzzy AHP method in case of a large number of customer and
technical requirements [27].

The responsible transportation agency can develop effective traffic management plan during the
construction period of the pipeline projects in collaboration with other concerned agencies. Traffic
counts data (including directional counts) can be used to identify the peak hours and the portion of
traffic generated from nearby NWZCA. Then, the traffic from the nearby NWZCA along with some
general traffic can be diverted to NWZCA through directional and informative sign (i.e., a legibly
printed and very perceptible placard to inform the users that how they can minimize the traffic delays
and user costs by using NWZCA). It is expected that the proposed framework will facilitate the
decision makers in selection of more sustainable pipeline construction method and traffic management
scenarios with minimal user costs and socioeconomic and environmental impacts.

4. Conclusions and Recommendations

Users of urban highways, particularly passing through central business districts, face disruptions
during the long construction phases of large-sized buried infrastructure projects. Construction of these
projects, using conventional open cut method, results in high social costs at work zone construction
areas. In addition, municipalities are supposed to endure additional costs due to early maintenance of
alternate routes in non-work zone construction area. Users of both the work zone and non-work zone
construction areas also suffer through socioeconomic losses and environmental disturbances due to
open cut construction. Overlooking these issues, municipalities still prefer to adopt these methods
predominantly because of their low direct agency costs.

Sustainability assessment with the help of a more rational approach that value both the users’
expectations and supposed agency’s sustainability objectives produce more balanced and useful
findings. Fuzzy Quality Function Deployment method allows the decision-makers to give appropriate
attention to all the three dominations of sustainability instead of relying on pure economic analysis for
selecting the construction technology for large-sized pipeline construction projects on urban highways.
The method effectively incorporates the likely expectations of the users and residents, of both the
WZCA and NWZCA, in the decision-making process.

In open cut construction, a significant portion of the highway (generally one full side in case of
a large pipeline) is blocked for traffic movement at the work zone area. There are various possible
scenarios of the percentages of total traffic detoured to non-work zone area, e.g., 0%, 25%, 50%, and
75%. Each of these scenarios results in varying degrees of social and environmental impacts on the
WZCA and NWZCA. For example, 0% detoured traffic will impact only the work zone area while
shifting 75% of the total traffic lead to significant disturbances in the NWZCA.

Scenario analysis using Fuzzy QFD ranked trenchless technology on the top due to its insignificant
impacts on vehicle operating and traffic delay costs, and socioeconomic and environmental settings
of both the WZCA and NWZCA, i.e., essentially negligible social costs. Among the scenarios of
various percentages of detoured traffic to NWZCA due to open cut construction, 50% detoured traffic
was found to be the second most sustainable scenario that somehow establishes a balance between
socioeconomic and environmental impacts of work zone and non-work zone areas.

Comparison of the proposed method with other decision-making methods in future studies can
further enhance the reliability of fuzzy-QFD applications to infrastructure projects. It is expected that
the proposed methodology will facilitate the engineers, traffic planners, and construction manager in the
municipalities and relevant agencies for more effective decision-making for sustainability assessment
(particularly viability of trenchless technologies) of large sized pipeline construction projects in cities
of Saudi Arabia, rest of gulf region, and elsewhere.
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Abstract: Proactive management of wastewater pipes requires the development of deterioration models
that support maintenance and inspection prioritization. The complexity and the lack of understanding
of the deterioration process make this task difficult. A semiparametric Bayesian geoadditive quantile
regression approach is applied to estimate the deterioration of wastewater pipe from a set of covariates
that are allowed to affect linearly and nonlinearly the response variable. Categorical covariates only
affect linearly the response variable. In addition, geospatial information embedding the unknown
and unobserved influential covariates is introduced as a surrogate covariate that capture global
autocorrelations and local heterogeneities. Boosting optimization algorithm is formulated for variable
selection and parameter estimation in the model. Three geoadditive quantile regression models
(5%, 50% and 95%) are developed to evaluate the band of uncertainty in the prediction of the pipes
scores. The proposed model is applied to the wastewater system of the city of Calgary. The results
show that an optimal selection of covariates coupled with appropriate representation of the dependence
between the covariates and the response increases the accuracy in the estimation of the uncertainty band
of the response variable. The proposed modeling approach is useful for the prioritization of inspections
and provides knowledge for future installations. In addition, decision makers will be informed of the
probability of occurrence of extreme deterioration events when the identified causal factors, in the 5%
and 95% quantiles, are observed on the field.

Keywords: Bayesian; geoadditive; quantile; P-splines; boosting optimization

1. Introduction

Wastewater systems collect and transport household, commercial and industrial used water through
a complex underground sewer pipe network to treatment plant facilities [1,2]. The need to maintain the
required level of service and protect the environment led municipalities to actively monitor and improve
their systems based on actual and future performance indicators. Budget restrictions and large size of
modern wastewater systems, however, limit the ability of municipalities to inspect and assess the condition
of all pipes in their networks [3–6]. For example, in Canada, only 23% of large collection pipes have
complete inspection data and the condition of the remaining proportion is estimated based on proxy
information, such as age, soil types and expert opinion [7]. Existing deterioration models focus on relating
the mean of the response variable to a given (linear, nonlinear) combination of the covariate effects [8,9].
The use of such models implies that the estimated effects describe the average condition of pipes. However,
it is of interest to analyze the quantiles of the response, such as 5% and 95% quantiles, which provide
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information about the occurrence of extreme deterioration events (e.g., new pipes in worst structural
condition or old pipes in excellent condition). Structured additive quantile regression coupled with the
boosting algorithm (i.e., an optimization algorithm that aims at minimizing an expected loss criterion
by stepwise updating of an estimator according to steepest gradient descent of the loss criterion) will
simultaneously address the selection of relevant factors in the model and estimate model parameters in
a single procedure [10].

Various mathematical models (physical, statistical, machine learning) have been proposed to model
sewer pipes deterioration [11]. Lack of understanding of the complex physical process of pipe failure
coupled with the limited data availabilities hinders use of physical models [12,13]. Artificial intelligence
constitute an alternative approach that allow nonlinear modeling and fits well while the inherent
bias and sparseness of sewer inspection data may prohibit the application of conventional statistical
models [14]. The necessity of specification of internal model architecture, the need of large training sets
and the sensitivity to imbalanced datasets limits their usage [15]. Furthermore, the causal relationship is
not explicitly expressed. Statistical models are the most used techniques [16,17]. Regression models,
a subcategory of statistical models, allow the identification of the causal relationship between the
individual sewer attributes and its internal condition state [18]. Different regression approaches have
been developed including linear regression [19,20] and nonlinear regression [9,21]. Despite efforts made
by municipalities to collect information and build extensive and accurate databases of their wastewater
systems, only physical characteristics of sewer pipes (e.g., length, diameter), are the most used attributes
in statistical deterioration models for wastewater pipes [17,22–27]. However, various environmental and
operational variables impact the structural safety of pipes [28–30]. Accuracy and reliability of existing
regression based sewer deterioration models can be enhanced if the following shortfalls are addressed:
(1) an oversimplification of the physical process (e.g., linear relationship between the covariates and
the condition of pipes), (2) not all the required covariates are available nor included in deterioration
models [30–33], (3) the spatial location of pipes that can inform about unknown and unobserved covariates
is not considered [6,34,35].

Recent development of Gaussian structured additive regression models allows not only the inclusion
of nonlinear effects of the covariates on the response variables but also the consideration of possible spatial
autocorrelation to enhance predictive capabilities of wastewater deterioration models [9,13]. The geospatial
location of pipes is introduced in the model to capture the information about unobserved covariates in the
form of single surrogate covariate representing the district where the pipe is buried. A Gaussian Markov
Random field (GMRF) approach allows pipes in neighborhood districts to have similar deterioration
pattern, while a random effect parameter is applied to represent heterogeneities in pipes deterioration [34].

Davies et al. [30] listed 33 potential factors that might affect the deterioration of sewer pipes.
However, all these factors are not always available in municipality databases to support the analysis
of deterioration of sewer pipes. A parsimonious and interpretable model consisting of relevant factors
represented at appropriate complexity is required. Statistically significant variables, in regression models,
are identified based on heuristic techniques such as stepwise selection that are not efficient. In addition,
in frequentist-based statistical models, the heuristic approach has a risk of overconfident estimation of
the output variable [36,37]. Kabir et al. [38] applied Bayesian Model Averaging to identify significant
covariates in a sewer system before applying a Bayesian logistic regression to predict the structural
condition of pipes. Mohammadi et al. [39] considered thirteen variables including environmental factors
to classify sanitary sewers. They proposed a gradient decision boosting algorithm to classify the pipes
into two groups (good and critical pipes). The binary output of their these models limits its their use in
the decision making. Laakso et al. [31] applied the Boruta algorithm to assess the importance of variable
in a binary random forest sewer pipe deterioration model. Quantile regression aims at determining the
influence of regressors on the conditional quantiles of the dependent variable which do not have necessarily
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a Gaussian distribution [40]. The advantage of the analysis of quantiles in sewer pipe deterioration is
the assessment of the tails of the distribution of the response. For instance, the 5% quantile contains
old pipes in good condition and the 95% quantile contains new pipes that have the high likelihood of
failure. Both extreme cases influence the expected mean models. Furthermore, the pipes attributes that are
responsible of the appearance of outliers may differ is each quantile. The identification of these factors
through appropriate modeling of the deterioration process will allow decision makers to capture extreme
deterioration patterns and reduce the uncertainty in the pipes useful life calculations. Boosting algorithm
has been successfully applied for variable selection and model choice to estimate the time to failure
of water pipes [41] and the classification of sanitary sewers [39]. Application of quantile regression
coupled to boosting algorithm to simultaneously minimize an empirical risk defined as a loss function
while estimating model parameters and iteratively select informative regressors are found in [10,42,43].
Balekelayi and Tesfamariam [42] applied quantile regression to capture the frequency of water pipes’
failure in the city of Calgary. The boosting optimization algorithm has the advantage over other machine
learning, such as random forests, artificial neural networks, that result in black-box predictions and do not
allow quantification of partial influence of covariates on the response variable [37].

In this paper, a Structured Quantile Additive Regression (SQRM) using a boosting optimization
algorithm for the selection of covariates is proposed. The approach presented in [9,42] is extended with
the integration of linear components for continuous covariates, i.e., the continuous covariates are allowed
to have two components including the linear and the nonlinear effects modeled following the ordinary
least square and the penalized splines nonlinear smooth functions respectively. Only linear effect is
considered for categorical variables. A Bayesian inference based on Markov Chain Monte Carlo simulation
is used to capture uncertainty propagation in the definition of base learners’ models. The response data,
defined as a continuous variable (pipe scores obtained after grading observed defects following a given
protocol as described in [44]), is iteratively estimated through an optimized process of learners selection.
The Bayesian-based evaluation of the effect of individual factors coupled with the optimization-based
selection of the most informative factors increases the accuracy in the quantile prediction and allows the
decision makers to confidently quantify the uncertainty in the deterioration model.

This paper is organized as follow: the next section gives the mathematical formulation of the proposed
methodology. The description of the case study, the available data and the proposed model follow. Results
and discussions are presented before a conclusion is presented in the last section.

2. Mathematical Formulation

The proposed framework is presented in Figure 1. After the selection of the wastewater system,
the steps to compute SQRM are:

• First, collection of the available data including inspection data (e.g., observed defects, their severity,
their orientation and their location), pipe characteristics (e.g., length, diameter, material type,
buried depth and slope) and maintenance data (e.g., number of previous flushes, number of previous
reported backups). If available, the operational data (e.g., dry weather flow, wet weather flow,
inflow infiltration) are also collected.

• Second, data processing where variables are classified into categorical (e.g., material) and continuous
(e.g., diameter). The response variable is the internal condition of the pipe that is expressed in terms
of score obtained after rating the observed defects following a grading protocol (e.g., Water Resource
Center: WRc). The model equation is developed, and the base learners’ priors are selected.

• Third, the last step is simulation and model performance evaluation. The number of iterations and
step-length are set to the same values in both quantiles. The validated models are used for predictions
and the effect of the selected covariates are examined.
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Sewer network infrastructure

Pipes characteristics:
e.g.: Diameter, Length, Material

Maintenance data:
e.g.: Number of previous flushes, root cuts

Data collection

Geospatial information
e.g. : Pipe coordinates (x, y, z), districts

Pipe inspection data
e.g.: Observed defects,  pipe scores

Independent variables : 
e.g.: Pipe characteristics, maintenance data 

Dependent variable : 
Pipe score 

Data processing and model 
development

Covariates classification : 
Continuous: e.g., pipe length, diameter
Categorical: e.g.:, pipe location 

Model equation :
 e.g.: Dependence type, geospatial covariate

Pipe scores distribution

Quantile selection (5%, 50%, 95%) and model setup 
(number of iterations for the boosting algorithm)

Simulation using SQRM coupled with the boosting algorithm

Model validation using 25-folds cross-validation technique 

Selection of the best model per quantile for prediction
 (Stopping criteria mstop)

Geoadditive quantile regression model

Figure 1. Proposed framework for geoadditive quantile regression model.

2.1. Geoadditive Quantile Regression

Flexible models better represent the complex nonlinear relationships between the regressors and the
response variables in natural processes. These models allow the addition of noise that account for over
dispersion caused by unobserved heterogeneities and possible autocorrelation. Assume the observations
(Yi, xi, zi), i = 1, . . . , n are elements of the inspection database where Yi represents the pipe segment
score (continuous), xi = (xi1, · · · , xiq) and zi = (zi1, · · · , zip) are vectors of categorical (e.g., material) and
continuous covariates (e.g., age), respectively. The relation between the observations Yi and the predictions
ηi is defined as:

Yi = ηi + εi, εi ∼ F(εi|θ), i ∈ I (1)

where i is a subset of {1, . . . , n}; that is, not necessary all latent ηi are observed through the data Yi. F is
an unknown distribution function of error terms εi and may depend on some additional parameter θ.
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Given a fixed and known quantile τ ∈ (0,100%) and assuming the τth quantile of the error in Equation (1)
is zero, i.e., (F−1(τ|θ) = 0), the general additive quantile regression model is expressed as [45].

Q(Yi |xi ,zi)
(τ|xi, zi) = ητi = xT

i βτi +
p

∑
j=1

fτj(zji) + bτi (2)

where Q(Yi |xi ,zi)
(τ|xi, zi) is a conditional quantile response, ητi is the semi-parametric predictor, βτi is the

vector coefficient of the parametric component, f is the vector of smoothing functions for the nonparametric
component and bτi is an unstructured random effect accounting for overdispersion caused by unobserved
heterogeneity or for correlation in longitudinal data [40].

In Bayesian framework, appropriate prior distributions (e.g., diffuse priors are considered for the
linear effects (here applied to both discrete (categorical) and continuous covariates), first and second
order random walk priors are used for continuous covariates and the structured spatial effect is modeled
through GMRF specified as an intrinsic conditional autoregressive model) are defined and applied [9,42].
The parametric component in Equation (2) is estimated using the ordinary least squared algorithm.
The nonlinear smooth functions fτj (Equation (3)) are approximated through penalized polynomial splines
(P-splines) of degree lj represented as a linear combination of mj = hj + lj − 1 B-splines basis functions Bj,k
evaluated at prespecified knots zj,min = ξ j1 < ξ j2 < · · · < ξ j,hj

= zj,max.

fτj(zij) =

mj

∑
k=1

γτjk Bjkzij i = 1 · · · n; j = 1 · · · p (3)

where the coefficients γτjk are the amplitude that scale the B-spline basis functions Bjk to fit the observed
data. Smoothness of the functions and accurate fit to observed data are obtained through the definition of
high number of knots as well as the imposition of penalties to adjacent B-splines [9,46]. The interactions
between the covariates are defined as bivariate functions as explained in [47]. The conditional mean
obtained for τ = 50% in Equation (2) is the Structured Additive Regression model [43,48]. Information
about the geospatial location of the wastewater pipes is added to Equation (2) to build the geoadditive
SQRM as:

Q(Yi |xi ,zi)
(τ|xi, zi) = ητi = xT

i βτi +
p

∑
j=1

fτj(zji) + fgeo,τ(Si) (4)

where fgeo is spatial effect and has two components: the structured correlated effect fstruct and the
unstructured effect funstruct, specific to the place where the pipe is buried (local heterogeneities),
i.e., fgeo = fstruct + funstruct. For each district s ∈ 1, · · · , S in the area of interest (e.g., in a city, different
communities may represent districts), a separate regression coefficient is estimated to represent the
correlated spatial effect fstruct = ( fstruct(S1) · · · fstruct(Sn))′ = Zstructγstruct. The design matrix Zstruct is
an incidence matrix whose entry in the ith row and kth column is equal to one if the observation i has been
observed at location k and zero otherwise. Spatially adjacent regions are assumed to share similar effects
on the deterioration of pipes. This is achieved by defining the adjacency matrix K as follows:

K[r, s] =

⎧⎪⎪⎨
⎪⎪⎩
−1 if districts s and r are neighbors (i.e., s 	= r, s ∼ r)

|N(s)| if s = r

0 otherwise (i.e., s 	= r, s � r)

(5)

where s ∼ r denotes that the two regions s and r are neighbors and N(s) is the total number of neighbors for
region s. For example, in Figure 2, the selected district (Marlborough in the city of Calgary) has 8 neighbors
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(N(s) = 8). Further details about Markov Random Fields can be found in [49]. Information about the
factors affecting the deterioration of sewer (e.g., sewerage type, load transfer, surface use, surface type,
water main burst and leakage, ground disturbance, groundwater level, ground conditions, soil backfill
type) are not systematically collected during inspection campaigns [9]. The addition of the geospatial
location information allows to account for these factors [9,42]. The SQRM in Equation (4) is the final form
of the equation used to represent the deterioration of sewer pipes in this research.

Figure 2. Example of neighborhood definition in Gaussian Markov Random field (GMRF).

For classic linear quantile, the regression coefficients are estimated by minimizing the asymmetrically
weighted sum of absolute deviations [50]. The SQRM (Equation (4)) can alternatively be expressed as
a minimization problem as [10]:

argmin
ητ

n

∑
i=1

ρτ(Yi − ητi) (6)

where

ρτ(yi − ητi) =

{
τ|yi − ητi| if (yi − ητi) ≥ 0

(τ − 1)|yi − ητi| if (yi − ητi) < 0
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is the “check function”, i.e., a loss function for quantile regression problem that is appropriate for decision
making perspectives [50]. The parametric component of the model is solved using the ordinary least
square method.

2.2. Boosting Algorithm

The high number of covariates in the model (Equation (4)) led to the choice of boosting algorithm for
variable and model selection [37,47]. The gradient descent (boosting) algorithm iteratively applies simple
base learner procedures to residuals u obtained by differentiating the optimization criterion of interest
(e.g., the loss function defined in Equation (6)) [47]. The stepwise increment of f̂ [m]

j (Algorithm 1) are small
and the overall minimum is slowly approximated. At the same time, the additive structure of the resulting
model fit is conserved since the final aggregation of the additive predictor and its single component
are strictly additive. The algorithm selects the most informative base learners (model components) that
minimize the empirical risk function. Since each base learner is composed of a single covariate, the variable
selection is a very efficient process because the non-informative covariates will not be updated (i.e., they will
never be the best fitting base learner in the optimization part of the algorithm) until the stopping criteria
is reached. Thus, only influential base learners will appear in the final model. The step length factor ν

is of minor effect on the accuracy of the estimators if a sufficiently small number is selected [10]. In the
developed approach, K-cross-validation technique is applied. The data are split into K subsets where
a single subset is kept for the validation and the other (K-1) subsets are used for the training. The goal
of boosting algorithm in structured additive quantile regression is to find a solution to the expected loss
optimization problem given by the following equation [51]:

η∗ = argmin
η

E[L(Y, η)] (7)

where Y is the response and η is the predictor of a regression model. L(Y, η) corresponds to the loss
function defined in Equation (6). From the observations (Yi, xi, zi), with i = 1, · · · , n the number of
observations; the expected loss in Equation (6) can be replaced by the following empirical risk:

1
n
[L(Yi, ηi(xi, zi))] (8)

where xi, zi are the complete covariate vectors of observations.
Boosting algorithm advantage is able to combine the model fitting with the intrinsic variable selection

and model choice through a functional gradient descent minimization framework [10,47,52,53]. In addition,
in the presence of many predictors, the boosting algorithm shows high efficiency in the selection of
variables compared to classical selection schemes [53]. The reduced number of parameters to be set by the
user, including the number of iterations and the step-length factor (Algorithm 1), makes it a good tool
to propose to municipalities for the modeling of the deterioration of wastewater pipes. Friedman [51]
demonstrated that a small step-length is beneficial and never yields worse predictions using boosting
algorithm. Thus, the step-length is set once. As explained in [51] and represented in Algorithm 1,
the number of iterations will be changed after different runs until a better convergence is obtained.
The optimal stopping criteria is determined using cross-validation and represents the optimal number
of iterations needed to reach the minimum risk defined in Equation (8). The K-cross validation assists in
avoiding the overfitting. The value of the stopping criteria (mstop) should be between 1 and the selected
number of iterations.
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Algorithm 1: Component-wise functional gradient descent boosting algorithm for structured
additive quantile regression.

Initialization;
After selection the stopping criteria mstop, the definition and initialization of the predictor are the

next steps to consider.;
From Equation (4), the type of interaction of each covariate is defined and the model built.;
Set the iterator m = 0 and the initialization of the response is done from suitable starting values

such as the median of the response values Y1 · · ·Yn as offset, i.e., η
[0]
i = argminc ∑n

i=1 ρ0.5(Yi − c),

and f̂ [0]j = 0 for j = 1 · · · p;

Iteration;
while m < mstop do

Negative gradient;
m = m + 1 (increment the iterator);
Compute the negative gradient residuals of the loss function evaluated at the predictor values

η̂
[m−1]
i (previous iteration estimated value);

u[m]
i = − ∂

∂η
L (Yi, η) |

η=η̂
[m−1]
i

i = 1 · · · n

For quantile regression boosting;

u[m]
i = −ρ

′
τ

(
Yi − η̂

[m−1]
i

)
=

{
τ Yi − η̂

[m−1]
i ≥ 0

τ − 1 Yi − η̂
[m−1]
i < 0

Estimation;
Fit all the base learners separately to negative gradient residuals and obtain for each base
learner, the ĝ[m]

j estimators of f̂ [m]
j .;

Run an optimization process to estimate the best fitting base learner gj∗ that minimizes the
loss function below:

j∗ = argminj

[(
u[m] − ĝ[m]

j

)T (
u[m] − ĝ[m]

j

)]

where u[m] = (u[m]
1 , · · · , u[m]

n )T is the vector of gradient residuals in the current iteration
Update;

Compute the update for the nest fitting base learner

f̂ [m]
j∗ = f̂ [m−1]

j∗ + νĝ[m]
j∗

where ν ∈ [0, 1] is a given step length. Keep all the other effects constant, i.e., set
f̂ [m]
j = f̂ [m−1]

j for d 	= d∗ Compute the η̂
[m]
i for i = 1 · · · n

end
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3. Case Study

The city of Calgary is situated in Southern Alberta, Canada and has a population of 1.2 million people.
Its wastewater system is composed of 76,380 sewer pipes representing a total length of 5545.9 km (Figure 3).
These pipes connect three wastewater treatment plants (Fish Creek, Pine Creek and Bonnybrook) to
residential homes, commercial, industrial and public buildings. The database of the city indicates 5.24%
(299.5 km) of pipes have their age above 65 years with 3.4% (188.6 km) above 100 years old. Different pipe
material has been used to build the system: asbestos cement (AC), concrete (CON), brick (BR), vitrified
clay (VCT), steel (ST), cast iron (CI), corrugated metal pipes (CMP); polyvinyl chloride (PVC), polyethylene
(PE) sewer pipes. Before 1945, most of the pipes were clay or metallic. From 1945 to date, a predominance
of plastic and cementitious pipes is observed in the data. In this study, pipe materials are grouped into:
(1) Cementitious: CON, AC; (2) clay: BRICK, VCT; (3) metallic pipes: ST, CI, CMP; and (4) plastic: PE, PVC.
The plastic and cementitious pipes represent 89.4% of the total pipes length in the system

Figure 3. Calgary sewer pipe network.

3.1. Inspection Data Collection and Processing

Since early 1990, an inspection program using closed circuit television (CCTV) technique has been
implemented in order to prioritize further inspection, maintenance and replacement of pipes. The selection
of pipes for inspection is based on their age, material and the expert knowledge (e.g., out of 76,380 pipes
in the city, 12,662 (1188.2 km i.e., 16.6%) have been inspected among which 68.2% are cementitious,
17.2% are clay, 10.1% are metallic and 4.5% are plastic pipes. Starting in 1940, the replacement of Ac and
metallic pipes with concrete and plastic has been intensified in 1960. Figure 4 shows the age distribution of
cementitious pipes that is varying between 0 and 55 and for plastic between 0 and 45 years. The installation
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period has been reported as important parameter that affect the sewer condition. It integrates the age,
the quality of the material used and the workmanship [54,55].

The observed defects data, for the city of Calgary in Canada, have been graded following the WRc
protocol [44]. In this protocol, defects are categorized and assigned a score describing their severity and
orientation. The pipe segment grade is given based on its highest defect score that is converted into a crisp
number varying from 1 (best) to 5 (likely to fail) representing the Internal Condition Grading (ICG).

Figure 4. Paired characteristics of inspected pipes (City of Calgary).
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3.2. Factors Selection and Model Development

Table 1 gives a brief description of the factors used in this study and assumed to influence the
sewer pipe condition deterioration in the city of Calgary. These factors have been selected based on
their availability from the database. Maintenance operations increase the pipes service life. However,
some maintenance techniques (e.g., flushing, cleaning) may initiate erosion in the sewer material that will
evolve with time. Maintenance factors are considered in the presented model.

Table 1. Covariates’ description.

Covariates (Physical) Description

Material Designed material of pipes (categorical: 1 = cementitious, 2 = clay, 3 = metallic,
4 = plastic)

Age The difference between the inspection date and the installation date (continuous)
Length The manhole to manhole distance inspected (continuous)
Diameter size of the pipes (continuous)
Depth mean distance from the crown of the pipe to the ground surface (continuous)
Slope Angle between the pipes axis with the horizontal (continuous)
rservs Number of residential connections to the pipe (continuous)
cservs Number of commercial buildings connected to the pipe (continuous)

Covariates (Maintenance)

Flushes Number of flushes done previously on the sewer pipe (continuous)
repairs Number of previous repairs on the sewer pipe (continuous)
Rcuts Number of times, the roots have been cut from inside the pipe (continuous)
Backups Number of times, there have been water backups in the sewers (continuous)
Degrease Number of time, the maintenance team have degreased the sewer pipe (continuous)
Cleaning Number of time, the sewer pipes have been cleaned (continuous)

Covariates (Environmental)

Geospatial location The geographic location of the sewer pipe. While it is widely accepted that
pipes having the same characteristics deteriorates at the same pace, there is
a variation in the deterioration across pipes in the same cohort but affected by
different environmental covariates such as the nature of the soil they are buried in,
the groundwater fluctuation, soil compaction, traffic on the ground, activities in the
vicinity. These unobserved and unknown data have correlated and uncorrelated
effects on the structural response

Penalized splines with second order difference penalty was assumed as prior distribution for the
continuous variables (e.g., [10,47]) and ordinary least squares approach is applied for the linear effects
(e.g., [10,47,56]). Only the material covariate is considered as a categorical variable in the modeling and its
fixed effect is assessed for each material type. The number of knots is set to 40 for the following covariates:
diameter, age, spatial effect, flushes, cleaning, repairs, degrease and 20 for the others.

The geospatial information is captured through the location of pipes in districts. All the pipes
of a district are assigned the same identification number, which means they are affected by the same
unobserved covariates. The city of Calgary has 301 communities representing the districts (id) (Figure 2).
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3.3. Response Variable

The response variable (score of pipes) is a continuous variable (following WRc protocol) that has been
observed on the pipe segment during inspection. The geoadditive SQRM (Equation (4)) is represented in
the following form:

ητ = a1 × (Age) + f (Age) + a2 × (rservs) + f (rservs) + a3 × (cservs)+

f (cservs) + a4 × (Length) + f (Length) + a5 × (Diameter) + f (Diameter)+

a6 × (Material) + a7 × (Flushes) + f (Flushes) + a8 × (Cleaning)+

f (Cleaning) + a9 × (Degrease) + f (Degrease) + a10 × (Backups)+

f (Backups) + a11 × (Roots) + f (Roots) + a12 × (repairs) + f (repairs)+

a13 × (Replaced) + f (Replaced) + a14 × (Slope) + f (Slope)+

a15 × (Depth) + f (Depth) + map(id, bnd = clgr) + rd(id, bnd = clgr)

(9)

where ai is a fixed parameter coefficient estimated for linear effect, f is smooth nonlinear function
expressing nonlinearity in the relationships, map is the structured effect of the geospatial information,
rd is the unstructured geospatial effect. The boosting algorithm iteratively builds each quantile model
by selecting and updating the more informative covariates. Model parameters are selected as follow:
initial number of iterations mstop = 30,000 and the step length = 0.25. The cross-validation of the models is
done using 25-folds cross-validation technique. The optimal model used for prediction correspond to the
one obtained at the optimal stopping criteria. The selected covariates at this point are the most influential
parameters for the quantile under analysis. The effect of the interaction between factors is included in the
model as a smooth function f .

4. Results and Discussion

4.1. Model Selected Covariates

Several reasons may explain the appearance of extreme values (e.g., human errors in the interpretation
of the inspection data, not updating the database after replacement, maintenance and repairs, other reasons
that need to be investigated on the field). In the presented results, human causes of errors are excluded,
and the assigned sewer pipes condition grades are assumed to reflect the real actual condition of pipes.

Three quantiles regression models (5%, 50% and 95%). are developed and evaluated in this study.
For each model, the score of pipes is predicted and the influential factors identified. The 5% and 95%
quantile models are important in the schedule of further inspections and maintenance planning.

The optimal number of iterations obtained after the cross validation is 3675 for the 5% quantile,
18,656 for the 50% quantile and 20,000 for the 95% quantile. At this value (e.g., 3675 iterations as shown in
Figure 5), the variables that have been incorporated in the deterioration model are the most influential,
i.e., the most informative (Table 2). Both types of relationships are iteratively included in the model.
Thus, the final optimal model may have linear, nonlinear and geospatial effects of the covariates on the
output ICG response as presented in Table 2.

Interactions between the covariates have been considered in the developed model (Equation (9)).
However, no interaction has been found informative by the applied boosting algorithm.
Different covariates have been found to have mixed (linear and a nonlinear) effect to the pipe score.
Table 2 shows the identified types of effects for all the included covariates in the model. Several studies,
where the relationship between the pipe condition and the diameter is expressed in a linear form, found the
diameter as an influential factor that affects the deterioration of sewer pipes [25,26,54,57–60]. However,
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none of these studies gave details on how this covariate acts upon the sewer pipe scores. It is shown here
that the diameter of the pipe influences linearly the observation of extreme high score values (95% quantile)
of sewer pipes deterioration only (Figure 6a). The diameter does not influence the 5% quantile and 50%
quantile. The length covariate is the only characteristic of sewer pipe segments that influences nonlinearly
the 5% quantile (Figure 6b) and does not affect the 50% and 95% quantiles. It has been reported in previous
studies that this covariate has an influence on the ICG. However, the dependence type and the affected
quantile are not described [15,57].

Figure 5. Optimal number of function evaluation to avoid overfitting in the 5% quantile.

Table 2. Influential covariates for each selected percentile.

Covariates
5th Percentile 50th Percentile 95th Percentile

Linear Nonlinear Linear Nonlinear Linear Nonlinear

Age - - x x x x
rservs - x x x x
cservs - x x - x -
Length - x - - - -
Diameter - - - - x -
Material x - x - x -
Flushes - x x x - x
Cleaning - x - x - -
Degrease - x - x - -
Backups - x - x - -
Roots - x - x - -
repairs x x x x x x
Replaced - - X - x -
Slope - x - x - -
Depth - x - x - -
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Figure 6. (a) Linear effect of the diameter on the 95% quantile; (b) nonlinear effects of the length covariate
on the 5% quantile.

The age covariate only affects the 50% and 95% quantiles. Municipalities mostly use age covariate to
support their decision making for inspections and budget planning. The following studies highlighted the
influence of the age variable on the condition of sewer pipes [25,26,57,58,61,62]. When analyzing sewer
pipes in the 5% quantile, the age covariate may be misleading as decision variable because it does not
affect the 5% quantile. However, the 50% and 95% quantiles are both affected linearly and nonlinearly by
the age covariate. Figure 7a,b shows both effect of the age covariates on the 95% quantile.

Figure 7. (a) Linear and (b) nonlinear effect of the age covariate on the 95% quantile.
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The 5% quantile is affected by most of the independent variables except the following: Age, diameter
and number of previous replacements. However, the 50% quantile (expected mean regression) is not
affected by the diameter and length variables. Finally, only three maintenance covariates influence the 95%
quantile predicted ICG response including the number of previous flushes flushes that have a nonlinear
effect, the number of previous repairs with both types (linear and nonlinear) of relationships and the linear
effect of the number of previous replacements.

The values of the covariate’s effect in the 5% quantile are less than one. Both covariates have either
negative influence (meaning the pipes are in the resistance period, i.e., a newly correctly installed pipe is
in the flat part of the bath-tube shape deterioration pattern [63] or positive but below one demonstrating
a low influence of the covariate to the deterioration process. In the 50% and 95% quantiles, however,
the effect of some covariates goes above 250 (e.g., effect of number of previous repairs in the 95% quantile).

The response variable is an additive combination of simple estimators (constant and varying
parameters) representing the partial effect of the selected covariates to the deterioration process. In the
case, both types of effects are identified as influential for a covariate, the resulting effect is a mixture
of the individual effects that are not easy to be captured with a single type of relationship between the
predictor and the output ICG variable. An example is given in Figure 8a,b, where both relationships
(linear and nonlinear) for the age and repairs covariates have been selected by the boosting algorithm as
influential factors. The resulting mixed effect (“combined effect”) shows that the age effect (Figure 8a) in
the 50% quantile is mostly controlled by the linear part. However, the nonlinear part should be included
to get a precise representation of the overall covariate effect. The repairs covariate effect Figure 8b is also
a mixture of both linear and nonlinear effects when the number of previous repairs is below 4. However,
after 4 repairs of a pipe, the repairs’ effect is led by the nonlinear component.

Figure 8. Combined effects of (a) age and (b) repairs covariates on the 50% quantile.

The inclusion in the model of either linear or nonlinear effect is in some cases the source of errors in
the predictions of the output ICG.
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4.2. Covariates’ Effects on the Response Variable

Both quantile responses are influenced linearly and nonlinearly (Figures 6–8). The 5% quantile has
the highest number of nonlinear factors’ effects compared to the 50% and 95% quantiles. The type of
dependence (linear and nonlinear) between the response variable and the predictors added to their effect‘s
ranges describe the complexity of the wastewater deterioration process. Only the repairs covariate has
both types of relationships (linear and nonlinear) with the pipes scores within all the selected quantile.
Figure 8b shows both effects for the 50% quantile model. The 50% quantile, i.e., the normal (usual)
expected mean regression model, gives a balance between the linear and the nonlinear relationships.
Finally, the extremes observed high scores (95% quantile) are caused by only 8 factors (age, the number of
residential connections, the number of commercial connections, diameter, material, the number of previous
flushes, repairs and replacement) that influence linearly and/or nonlinearly the 95% quantile (Table 2).

Material, flushes and repairs covariates are the only factors that influence all the three selected
quantile regression models (Table 2). The partial effects of the material (Figure 9) agree with the age of the
pipes in different types of material as represented in Figure 4. Metallic and clay pipes are the oldest types
of material in the network and show the highest partial effects compared to the newly installed types
(cementitious and plastic pipes). In the 50% quantile, plastic pipes show a high partial effect compared to
cementitious pipes while the revers is observed in the 95 % quantile. In additive models, each covariate is
fitted individually to the response score (Figures 10 and 11). The model minimizes the differences between
the output score and its predicted value from each single covariate (see Equation (6)). Once a good fit is
obtained for each covariate, the global output is a weighted sum of the fit of the covariates.

Figure 9. Material linear effect for (a) 50% quantile and (b) 95% quantile.

It can be seen from Figures 10 and 11 that the 5% quantile is not supported by much data.
Thus, the decision maker should, in accordance with the map effect provided in the next section, investigate
the delineated high effects areas to get more evidence (investigate new factors) that can support his
decision-making process. However, for the 50% and 95% quantiles, Figures 10 and 11 show a good fit of
the predictions over the observations. The developed quantile regression tool allow to capture a wide
range of dependent variable.
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The identified range is the band of uncertainty that the decision maker should consider when taking
decisions about replacement, repairs or maintenance. The uncertainty range is skewed to the left with
a long tail to the right (95% quantile). Thus, the decision maker can focus only on the 5% and 95% quantiles.
In addition, the 95% quantile is the subset that has the highly risky pipes that should be prioritized for
inspection and maintenance.

Figure 10. Physical characteristics covariates fitting to the response variables (a) age, (b) length, (c) diameter,
(d) material.
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Figure 11. Example of maintenance covariates fitting to the output response (a) number of previous
backups, (b) number of previous repairs.

4.3. Spatial Effects

Maps in Figure 12 are an important source of information to support early decision making for
inspection needs and search of more explanatory variables that could better explain the undergoing
deterioration of sewer pipes in each district of the city of Calgary. Furthermore, the geospatial effect
represents the range of the rate of deterioration in each area of the city. The area around the airport
shows the highest effect on the observed pipes condition scores (in the 50% quantile and 95% quantiles).
Pipes in this area are cementitious. The causes of high deterioration rates in the airport area can be:
(1) rigid pipes subject to intermittent surface loading due to frequent take-offs and landings of airplanes
will have higher failure rate than plastic or other material types in the outer areas of the city, (2) the
soil chemistry composition may have compound (e.g., H2S) that reacts with the cementitious pipes and
reduces their thickness. An in-depth investigation will likely reveal the main causes of the obtained
high deterioration rate in the airport area. However, on the decision-making side, early decision making
recommends an increase of inspection frequency in this area. The south west districts, where there are a mix
of cementitious and plastic pipes, present also high deterioration rates for both 50% and 95% quantiles
(Figure 12b,c).

The high deterioration rates in the north-east and south-west explain why city managers prioritized
the replacement of metallic and clay pipes in the outer part of the city. The remaining metallic and clay pipes
are buried in the center of the city of Calgary where the deterioration rate is not high. They are the oldest
material type in the network (See Figure 4). The 50% quantile regression model (Figure 12b) highlights the
same area of high influence (with a focus on the center of the network where more metallic and clay pipes
are installed). The critical area (near the airport) is captured in the 95% quantile model. The analysis of
quantiles allows to discover other causes (human activities) that may influence the deterioration pattern
of sewer pipes in the system and delineate critical areas. Furthermore, the spatial effect maps show the
existence of autocorrelation between the districts. The range values of the geospatial effects indicate that
high geospatial effects are in the 95% quantile.
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Figure 12. Spatial effects for (a) 5% quantile model, (b) 50% quantile and (c) 95% quantile.

4.4. Discussion

Quantile regression modeling is an effective way of addressing deterioration of sewer pipes.
The proposed model is robust against outliers which are a frequent issue in the management of wastewater
systems. It allows to elucidate factors that make extreme values to be observed. Moreover, it gives a credible
interval in which the observed values are identified. This interval quantifies the band of uncertainty in
the output variable for each independent variable (Figures 10 and 11). The band of uncertainty is key
component of the decision-making process. Accuracy in the predictions is gained not only through
acquisition of unknown information about contributing factors but also through a realistic representation
of the complex dependence (linear, nonlinear) of the response (internal condition score) to the covariates.
The obtained results agree with results obtained in previous studies [9]. For instance, the selected influential
factors (see Table 2) have been found significant in many previous studies [62,64].

Kabir et al. [38] found in their application on the same case study that the age, the length and the
rim elevation are the most significant factors for the cementitious pipes. For the clay pipes, their results
show the importance of the age and the length. Finally, the plastic and metallic pipe deteriorations are
influenced by the age and diameter. The analysis of the results in Table 1 show that the selected factors
influence the deterioration of pipes but at different quantiles. For instance, the age is significant both
(linearly and nonlinearly) for the 50% and 95% quantiles, not for the 5% quantile for both types of material.
However, the diameter only influences the 95% quantile. The length is significant in the 5% quantile.
The quantile approach highlights the effects of factors on different quantiles for both material types in
the system. In addition, Balekelayi and Tesfamariam [42] applied nonlinear P-splines smooth functions
to all the continuous factors and the only parametric factor was the material covariate. Their model
found a root mean squared error (RMSE) equal to 17.33 while the RMSE for the 50% quantile in this
study is equal to 17.46. In this study, the optimal 50% quantile model has a reduced number of covariates
compared to the model developed in [9]. This study shows that it is efficient to consider only the most
informative covariates in the quantile of interest. These covariates may differ from one quantile to another.
Furthermore, the output maps highlight areas where further search of causing factors and pipes inspection
should be prioritized. For inspection prioritization, the areas where no information have been recorded
(district where only local heterogeneities are found) and districts with high geospatial effects are the
priority areas for future inspection campaigns. The new information will be integrated in the developed
model and the model will be updated. Regarding the quantiles, the 95% quantile is more informative

211



Sustainability 2020, 12, 8733

on pipes having a high deterioration rate and gives a better representation of critical zones than the 5%
and 50% quantiles. From the analysis of the predicted ICG (Figures 10 and 11), it is observed that the
distribution of the predicted response is skewed to the left and considering only the 50% and the 95%
quantiles will be sufficient to give insights on the range of possible output responses.

5. Conclusions

In this paper, an individual deterioration model is developed using a Bayesian quantile inference
with boosting algorithm for variable and model selection. The model considered the effects of physical,
maintenance and environmental factors on the structural condition of sewer pipes using linear, nonlinear
and geospatial effects on different quantiles (5%, 50% and 95%). The operator does not decide on the type of
relationships between the model factors and the response. All possible combinations are incorporated in the
model and an unsupervised selection of factors and model complexity is performed during the simulation
by the model. Modeling quantiles allows the analysis and the identification of pipes in the tails of the
condition distributions. Thus, different decisions should be made for pipes located in the same district and
having the same characteristics. On the contrary, single decision (as suggested by several deterioration
models) for both pipes (on the entire distribution) lead to premature replacement or the existence of
high-risk pipes in the network. At a practical point of view, this research presents a powerful tool to
orient and guide the prioritization of inspections in the network area. A map is a universal language tool,
accessible to people from different personal and professional backgrounds. The geospatial effect maps on
the deterioration of sewer pipes provide a sense of scale and distance of critical areas. The decision makers
will have to decide on different priorities focusing on the 5% quantile and 95% quantiles for inspections.
The rehabilitation plan may be based on the 50% quantile. Finally, this research showed that the pipe
characteristic data representing the physical data (e.g., length, material, age, depth, slope), the maintenance
data and the geospatial location of the pipes can efficiently represent a realistic deterioration model for
all (inspected and uninspected) the pipes in the network. The proposed modeling approach allows the
identification of factors that explain the difference occurring in the deterioration of pipes having the
same characteristics and exposed to the same environmental factors. The defined uncertainty band is
an important tool that should be efficiently used in maintenance planning and inspection prioritization.
The presented methodology provides an accurate and effective tool that is based on reduced number of
factors and through a proper representation of their effects to the response variable allows decision makers
to analyze the entire distribution of the condition of pipes. Future research direction should include fine
resolution in the geospatial location information. This information will allow to differentiate the effect of
the environment on the pipes buried in the same district.

6. Future Research Needs

To support the proactive management of water utilities, there is a need of accurate deterioration
models at reduced cost of data acquisition. The use of complex mathematical modeling to explain the
deterioration process with available data is more than needed. Future research directions will use the
proposed methodology in this study and reduced granularity for the geospatial location of the pipes
(sub-district, roads). The objective is to have the geospatial location of pipes expressed in terms of its
geographical coordinates.
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Abbreviations

SQRM Structured Quantile Regression model
GMRF Gaussian Markov Random Filed
ICG Internal Condition Grading
EPA Environmental Protection Agency
AC Asbestos Cement
CON Concrete
BR Brick
VCT Vitrified clay
ST Steel
CI Cast iron
CMP Corrugated metal pipes
PVC Polyvinyl chloride
PE Polyethylene
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Abstract: This research explores ways to develop a risk management strategy that enables shipping
companies to reduce unnecessary fuel cost risks, fuel price fluctuations and improve financial
management. Through the Monte Carlo method, the study makes use of the simulation of the
conditional value-at-risk (CVaR) model. First, the VaR of various shipping-fuel-cost combination
over a ten-year period is simulated. Then, through the most appropriate probability distribution test,
it is found that most of the VaR of shipping fuel cost combination are in Beta–Arcsine distribution. In
other words, the high-frequency data are concentrated at both tails (minimum and maximum) with
high volatility. Therefore, the best strategy is to install scrubbers on existing ships to purify their
exhaust gas and choose natural gas-based marine fuel for new ships. This will benefit the shipping
companies significantly more compared to the use of low-sulfur fuel and choosing forward bunker
agreements. Bunker swaps and options of bunker prices to hedging the risk of bunker cost raised in
the end of Coronavirus oil shock, the strategy could help achieve the goal of risk management in the
sustainable supply chain.

Keywords: shipping cost; risk assessment and management; conditional value-at-risk

1. Introduction

On 1 January 2020, the International Maritime Organization (IMO) required ships to
lower their sulphur emissions from 3.5% to 0.5%. A lot of ship operators’ attention has now
focused on alternative fuels and technologies to serve it as their solution. IMO regulations
prompt the adoption of positive measures that cost ship operating companies an amount of
money as they must choose alternative fuels and technologies. In other words, companies
suffer economically when forced to switch to a more expensive fuel type [1]. The proposed
strategies are as follows.

1. Switch from high sulphur fuel oils (HSFO) to low sulphur fuel oils (LSFO).
2. Install exhaust gas cleaning systems (EGSC or scrubbers) and use heavy fuel oil (HFO).
3. Change the use of fuel altogether, such as liquefied natural gas (LNG) or other fuels.

A combination of weaker demand due to the coronavirus pandemic and a warm
winter [2] has led to a price war, resulting in oil prices falling over 70% from January
to April in 2020. On 20 April 2020, the May contract for West Texas intermediate crude
touched negative USD 40.32, triggering shock waves among global oil companies and
related sectors. Oil price declines are a boon for shipping bunker cost, which is 50–60%
of a ship’s total operating costs. Generally, low transportation costs would encourage the
growth of shipping transportation demand. However, the rapid spread of coronavirus
has forced countries to impose personal travel restrictions. These restrictions make it
impossible to handle cargos at ports and the inactivity induced shipping lines. Moreover,
several ports remain closed in many countries due to the cancellation of sailing. It is
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indicated that the loading and unloading of the world’s major ports have decreased more
than 30% between January and June this year during the coronavirus pandemic. Carriers
had announced blank sailings and the minimum number of vessels to manage capacity
while potential and sustained outbreaks of coronavirus might cause a prolonged downturn
in transportation demand. Meanwhile, the reduction of sailings also decreases ship fuel
consumption and pollution emissions.

According to Ship&Bunker website, by the end of April 2020, the difference between
the price of low-sulfur oil and heavy fuel oil fell from US$291.75/ton to US$94.25/ton, or
down 67.7% compared to the beginning of the year. This has posed a huge question on the
scrubber installation/switch to low-sulphur fuel for ship operators.

During this current coronavirus oil shock, the current paper focuses on the follow-
ing steps.

1. Identify the risk of a cost difference between alternative fuels and technologies.
2. Assess the vulnerability of alternative fuels and technologies.
3. Determine the risk (i.e., the likelihood and consequences of specific types of risk on

fuel cost).
4. Identify ways to reduce those risks.
5. Prioritize risk reduction measures.

In this study, we aim to minimize a shipping company’s expected total bunker costs
based on its alternative fuels and technologies and risk attitude.

2. Methods

Alizadeh and Nomikos [3] invest in the VaR to a particular amount of bunker cost,
which is likely to be a lost due to the changes in the market over a certain period of time and
given some probability. However, CVaR is used to measure the risk-aversion attitude in
shipping lines’ pricing strategies that can significantly get the best effect to exceed VaR [4].
Therefore, in this paper we adopt the CVaR model to measure the fuel costs of alternative
fuel as they are more focus on price fluctuations and financial management. The following
equations are used to estimate CvaR of fuel portfolio type cost.

2.1. Estimation of Fuel Portfolio Types’ Cost Distribution

Gu et al. [5] show that fuel cost has high volatility, and in order to control the risk of
bunker cost, one can apply CVaR from the field of financial portfolio management. This
study thus applies CvaR as an accurate fuel portfolio type of cost risk management to line
shipping financials, which can be described into three steps process shown in Figure 1. The
first step is to analyze the cost data of fuel portfolio types and their degree of volatility
by the coefficient of variation. The second step is to determine a specific distribution by a
goodness of fit test on the historical data distribution. When the distribution and further
details have been selected, the third step is to use Monte Carlo simulation and evaluate
fuel portfolio type cost valuations that simulations worst-case, best-case in risk analysis.
Additionally, the methods amount to a new distribution of fuel portfolio type cost for
evaluating CVaR at an optimized confidence level. It is also a measure of risk based on the
idea of VaR quantile [6] and mean value [7].

The cost fuel portfolio types exhibit a risk distribution. As illustrated in Figure 2,
the frequency distribution allows one to estimate a voyage fuel portfolio type cost CvaR,
including its minimum and maximum. They might be expected to hold over a given period
at the 5% and 95% levels of confidence (probability) [8].
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Figure 1. The risk measuring process of fuel portfolio type of cost risk.

Figure 2. Fuel portfolio types’ cost distribution at 5% and 95% levels of confidence. [8].

2.2. Trip Fuel Consumption Calculation

The different phase of trip fuel consumption for each ship can be calculated by ship
engine type, fuel types, and time spent in the different navigation phases [9]. Based on
design ship speed and daily fuel consumption, trip fuel consumption can be calculated
from a detailed knowledge of the installed main and auxiliary engine power, and load
factor, as expressed in the following equation.

FCTrip,p,j,n = ∑
[

Tp∑ (FCos + FCsec a + FCh + FCm)j,n

]
(1)

where:

FCTrip = fuel consumption over a complete trip (tonnes),
j = engine category (main, auxiliary),
n = fuel portfolio type (LSFO+ marine diesel oil (MGO), HFO with EGSC (capital cost (K)
and maintain cost (MC) + MGO, MGO, LNG + MGO, HFO with EGSC (MC) + MGO)
p = different phase of trip (cruise at open sea (os), emission control area (seca), hoteling (h),
maneuvering (m)).
Tp = different phase of trip time.
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The different phase of trip time can be calculated as:

Tp =
n

∑
p=1

distp

Averagep
(2)

2.3. Estimating the Cost of Fuel for a Trip

To estimate the fuel cost of a trip, one must know the trip time, fuel consumption, and
fuel price, as in following equation [10].

Fcost,Trip,p,j,n = ∑ (FC × FPt)Trip,j,n+D(EGSCK&MC) (3)

where:

Fcost = cost of fuel portfolio type (USD)
FPt = current price of fuel at time t.
D = dummy variable, d = 0 it is not installation EGSC, d = 1 it is installation EGSC
EGSC = the expenses installation of EGSC in ship
K = capital cost (existing ship)
MC = maintain cost (newbuilding ship)

2.4. Fuel Cost Risk Assessment of Selected Alternative Fuels and Technologies

Fuel cost risk assessment is based on the CVaR. The volatility of fuel costs can be
observed from the distribution of the volatility in expenses over time. CVaR can be
calculated based on the calculation of VaR. According to Sarykalin et al. [11], CVaR of x
with confidence level α is the mean of the generalized α-tail distribution, as expressed in
the following equation

CVaR =
1

1 − c

∫ VaR

−1
xp(x)dx (4)

where:

CVaR = conditional value at risk
P(x) dx = a probability distribution for the possible of fuel cost with value “x”
c = the cut-off point on the distribution where the analyst sets the VaR breakpoint
VaR = the agreed-upon VaR level.

3. Data and Descriptive Statistics

In this section we briefly describe the test case in Section 1, while the scenario genera-
tion process is discussed in Section 2.

3.1. Data Sources

Table 1 lists the data of New Panamax container route from East Asia to Europe and
the overall data.

Table 1. New Panamax container and voyage data.

Item Data Item Data

Dead Weight 156,907 DWT Design speed 23.5 knots
Capacity 14,078 TEU fuel consumption 1660 gallons/h

Route Far East-North Europe Route distance 11,944 miles
Port time 10.94 day Ports of call 9 port

Roundtrip 71 day Actual speed 15.0 knots
Source: Supply chain digest, 2013. [12].

Figure 3 below shows the monthly price of ship bunker and LNG gas data between
January 2011 and February 2021, which is based on fuel selection and indicated the cost of
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a one-way ship. The fuel costs are based on historical HFO, LSFO, MGO, and LNG prices.
They depict the impact of fuel price changes on fuel costs.

Figure 3. Ship bunker and LNG gas price. Source: Clarkson Research Services and Bluegold research.

3.2. Estimating the Shipping Bunker Cost for a Trip

We now measure the dispersion of fuel portfolio types’ cost data and their degree of
volatility. Table 2 summarizes and identifies the HFO + MGO + EGSC fuel portfolio types’
costs that have a high degree of volatility that is more than other fuel portfolio types’ cost
via the coefficient of variation (CV).

Table 2. Estimation of fuel portfolio types’ cost.

Existing Ship Newbuilding Ship

HFO + MGO + EGSC
(K&MC)

LSFO + MGO MGO LNG + MGO HFO + MGO + EGSC

Mean 2,254,037 2,288,117 2,637,784 967,867 2,060,037
Median 1,991,115 2,261,808 2,361,331 865,161 1,797,115

Maximum 3,575,312 3,504,137 4,203,282 1,535,757 3,381,312
Minimum 964,181 960,496 1,050,713 388,903 770,181
Std. Dev. 755,604 682,661 926,107 338,637 755,604
Skewness 0.19 −0.10 0.19 0.19 0.19
Kurtosis 1.60 1.81 1.61 1.60 1.60

Coefficient of Variation 0.34 0.30 0.35 0.35 0.37
Jarque-Bera 10.77 7.46 10.58 10.66 10.77
Probability 0.00 0.02 0.01 0.00 0.00

Equation (3) uses the estimated fuel portfolio types’ cost in Table 2. From the existing
ships’ average fuel cost, we see that the average cost of HFO + MGO + EGSC (K&MC)
(USD 2,254,037) per trip is cheaper than LSFO (USD 2,288,117) and MGO (USD 2,637,784).
For a newly built ship, the average cost of LNG per trip (USD 967,867) is cheaper than
HFO + MGO + EGSC (USD 2,064,037). These costs are only one component of fuel usage
and do not include installation expenses, because the price of a newly built ship covers
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main engine equipment. Comparing the per trip fuel cost on fuel portfolio types can help
one get a better handle on ship expenses and overall budget.

Figure 4 shows the historical fuel portfolio types’ cost. We see the highest cost in April
2011 and the lowest in April 2020. Thus, fuel costs are closely linked to fuel price and crude
oil prices. For all shipping companies, the cost of fuel is the largest expenditure, and a
sudden sharp rise in crude oil prices will severely impact profits. Choosing low-cost ship
fuel will reduce operational risk.

 

 

Figure 4. Shipping fuel portfolio types’ cost for a trip. Source: Authors’ elaboration based on data from Equation (3).

3.3. Situational Analysis of Shipping Bunker Cost Risk

In order to choose the correct distribution for shipping bunker cost, we need to
understand each of the possible distributions for fuel portfolio types’ cost. First, it is
determined that a specific distribution by the historical data distribution goodness of fit test,
Stephens [13] propose three indicates has been employed to assess the most appropriate
probability distribution. The first choice is Kolmogorov–Smirnov (K–S) test, which is
performed to measure the fitness, the second choice is the Chi-squared test (X2), and
the third choice is Anderson–Darling test (A–D) which can gain the best tail distribution
simulation. Table 3 show the goodness of fit of a probability distribution to each cost of
fuel portfolio series of data.

Since the fuel portfolio types’ cost critical values of K–S test statistic is less than the
p-value 0.95 critical values (0.12) [13], Chi-squared test (X2) tested statistic less than the
p-value 0.95 critical values (X2

0.05,121 = 146.57) with 121 degrees of freedom and significance
level 0.95, obtained from X2 distribution threshold table for n = 121. A–D test statistic is
greater than the p-value 0.95 critical values (1.5) [14] which rejected the null hypothesis in
any distribution fits. The result shows the K–S and X2 test fails to reject the null hypothesis
for the beta distribution data set and goodness of fit more than the other distribution [15].
Additionally, it was found that a close fit given by the beta distribution can help lead to a
good prediction in all fuel portfolio types.

222



Sustainability 2021, 13, 4998

Table 3. Goodness of fit distribution of fuel portfolio types’ cost.

Existing Ship Newbuilding Ship

Test Value
Distribution

HFO + MGO
+ EGSC LSFO +

MGO
MGO

LNG +
MGO

HFO + MGO

(K&MC) +EGSC

K–S X2 A–D K–S X2 A–D K–S X2 A–D K–S X2 A–D K–S X2 A–D

Beta 0.09 38.1 19.9 0.07 7.44 2.37 0.08 30.9 22.8 0.08 31.3 22.7 0.09 38.1 19.9

Uniform 0.12 56.6 2.02 0.10 19.8 1.55 0.10 41.1 1.73 0.11 41.1 1.78 0.12 56.6 2.02

Triangular 0.24 57.6 7.62 0.16 22.9 4.53 0.23 65.9 7.94 0.23 67.8 8.23 0.24 57.6 7.62

Normal 0.17 63.1 4.41 0.13 24.8 1.86 0.15 55.1 4.02 0.16 57.4 4.09 0.17 63.1 4.41

Note: goodness-of-fit test for K–S critical value is ≤0.12, X2 ≤ X2
0.95,(121) = 146.57, A–D ≤ 1.5. Source: Evans and

Olson (1998). [14].

4. Empirical Results and Discuss

4.1. Simulation of CVaR of Fuel Portfolio Types’ Cost

The distributions of the Monte Carlo simulation of fuel portfolio types’ cost data
are expressed graphically by using a histogram and the results of simulation for 1000
times as shown in Figures 5–9. Overall, fuel portfolio types’ cost are known as the beta
family distribution and we found Figures 5 and 7–9 proposed U-shaped and bimodal as a
beta–arcsine distribution probability density; it represents uncertainty for a Bernoulli or a
binomial distribution in Bayesian inference [14]. Figure 6 is LSFO + MGO fuel portfolio
types’ costs beta distribution which was described to show a peak at the right tail only.

Figure 5. Historical simulation and Beta–Arcsine distribution of Monte Carlo of HFO + EGSC (K&MC) fuel portfolio types’
cost for existing ships.
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Figure 6. Historical simulation and Beta distribution of Monte Carlo of LSFO + MGO fuel portfolio types’ cost for
existing ships.

Figure 7. Historical simulation and Beta–Arcsine distribution of Monte Carlo of MGO fuel portfolio types’ cost for
existing ships.
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Figure 8. Historical simulation and Beta–Arcsine distribution of Monte Carlo of LNG fuel portfolio types’ cost for newly
built ships.

Figure 9. Historical simulation and Beta–Arcsine distribution of Monte Carlo of HFO + MGO + EGSC Fuel portfolio types’
cost for newly built ships.
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Figure 5 illustrates fuel portfolio types’ cost with high-frequency observations on both
tails. The low cost at the 5% confidence level is USD 1,271,911, and the high cost at the 95%
confidence level is USD 3,424,825. The fuel cost increase from 0.05% to 0.95% confidence
level reaches about 2.69 times. Thus, as expected, Installation is a significant investment
cost but passing the payback period, the use of HFO with scrubber fuel will cost down
from USD 889,503 (0.05%) to USD 3,036,125 (0.95%) saving more expenses.

Figure 6 shows fuel portfolio types’ cost and their high-frequency observations on
right tails. The low cost at the 5% confidence level is USD 1,302,603, and the high cost
at the 95% confidence level is USD 3,323,054. The fuel cost increase from 0.05% to 0.95%
confidence level reaches about 2.55 times. In the past few years, the price of LSFO about 30
to 50% more expensive than HFO. Thus, it costs more to switch from HFO to LSFO.

Figure 7 presents MGO fuel portfolio types’ cost and their high-frequency observations
on both tails. The low cost at the 5% confidence level is USD 1,506,065, and the high cost
at the 95% confidence level is USD 4,091,971. The fuel cost increase from 0.05% to 0.95%
confidence level reaches about 2.71 times. MGO price is expensive relative to its fuel cost
higher than using other fuels.

Figure 8 illustrates LNG portfolio types’ cost and their high-frequency observations
on both tails. The low cost at the 5% confidence level is USD 555,726, and the high cost
at the 95% confidence level is USD 1,503,463. The fuel cost increase from 0.05% to 0.95%
confidence level reaches about 2.71 times. LNG is expected to be less costly than all marine
fuel, but ship-owners always interested in new buildings ship only, the reason is saving
relatively high investment costs for the power system.

Figure 9 shows HFO + MGO + EGSC portfolio types’ cost and the high-frequency
observations on both tails. The low cost at the 5% confidence level is USD 1,086,639, and
the high cost at the 95% confidence level is USD 3,240,719. The fuel cost increase from
0.05% to 0.95% confidence level reaches about 2.98 times. Scrubber capital requirement
is not installed in newbuilding ship. Thus, compare the fuel cost of installed scrubber
in the existing ship and used scrubber with HFO in newbuilding ship, which is found
newbuilding ship fuel cost could down about 5 to 15% than the existing ship.

4.2. Summarizes and Discussion

Table 4 summarizes the CVaR of fuel portfolio types’ cost at the 5% and 95% probability
levels to measure possible costs of different portfolio types. For an existing ship, we find
CVaR at 5% HFO + EGSC (K&MC) is the lowest fuel cost and CVaR at 95% MGO is the
highest fuel cost. It means a change in fuel cost to MGO has high risk and HFO with
installed EGSC has low risk. However, in terms of the variance of fuel cost, LSFO has the
lowest fluctuation in fuel cost.

Table 4. CVaR of fuel portfolio types’ cost at 5% and 95% probability levels.

Existing Ship Newbuilding Ship

Probability Level
HFO + MGO + EGSC

(K&MC)
LSFO + MGO MGO LNG + MGO HFO + MGO + EGSC

5% (Minimum cost) 1,271,911 1,302,603 1,506,065 555,726 1,086,639
95%(Maximum cost) 3,424,825 3,323,054 4,091,971 1,503,463 3,240,719

For a newly built ship with CVaR at 5% and 95%, LNG has the lowest fuel cost
versus HFO + EGSC. It means shipowners should choose LNG fuel to reduce fuel cost and
lower risk.

4.3. Risk Management Strategies in Bunker Cost

Our CVaR analysis indicates that bunker price volatility significantly increases bunker
cost in the shipping, and it could reduce the risk through risk management strategy. The
reliability practices on the risk management strategies in shipping are listed as follows:
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(1) Suitable alternative fuel selection
A selection that costs the lowest and is the most efficient and eco-friendly fuel choice.

For instance, the newbuilding LNG fueled ships have not only economic benefits but also
practical and environmental advantages, simply by having current ships replace fuel to
LSFO or HFO with EGSC. In addition, there are which fuels may be more beneficial for a
shipping company in terms of many criteria, such as fleet size, ship type and bunking port
limited in a variety of routes.

(2) Hedging bunker cost using alternatives
The variety of fuel prices have seriously affected the profitability of the shipping

business. Alizadeh and Nomikos [16] suggested the strategy of hedging bunker cost, they
claim to choose the OTC bunker derivatives products, such as forward bunker agreements,
bunker swaps and alternatives on bunker prices to hedging bunker cost.

(3) Passing the bunker surcharges on to customers
Ocean carriers pass some of that operational cost burden onto their customers such as

Bunker Adjustment Factor (BAF), Emergency Bunker Surcharges (EBS) or Low Sulphur
Fuel Surcharge (LSF), but when long-term ocean freight rates decline on poor economic
will limit the carriers’ ability to reduce their loss of fuel costs.

5. Conclusions

Coronavirus oil shock and IMO low sulphur fuel limitation make the management
of shipping bunker complex and crucial. It involves decision-making in both existing
ships and newbuilding ships. That is why these two types of grades levels are discussed
separately in this paper.

1. Risk management of fuel portfolio types’ cost for existing ships
More than 5.9% of the total number of container ships or 11.8% of total fleet capacity

fitted with scrubbers by January 2020 when IMO’s global 0.5% fuel sulphur cap comes
into effect [3]. Ship operators are vigorously pursuing scrubber installation, but they also
face a risk in which there is no guarantee that they will not be targeted by IMO again
in the foreseeable future. Thus, strategies overcoming the negative impact of regulatory
uncertainties should focus on reducing the negative impact or likelihood of threats. One
can consider changing to low-sulfur oil or scrapping and dismantling ships to reduce and
eliminate threats to existing ships.

2. Risk management of fuel portfolio types’ cost for newly built ship
As suggested by Hansson et al. [17], LNG is best in terms of fuel price and available

infrastructure, because it is cheap, clean fuel. However, the problem is that the necessary
equipment and heavy-weight metal tanks for storing LNG may add more volume to the
LNG-powered vessels than it could carry. The possible solution is to build a carbon-fiber
tank that is up to 90% lighter than metal tanks, so that a long-term natural gas supply
contract could be executed to stabilize fuel cost as the expected refueling cost could be
minimized by the shipping company [18].

The fact is that the price of oil should recover to near pre-coronavirus levels in the
future as economies recover. Even as oil prices are battered down to 18-year lows, one
energy fund thinks USD 100 a barrel is still achievable in the future [19]. Ship operators
will still face high-fuel prices and high expenditures from fuel costs. Therefore, alternative
fuels and technologies must focus on long-term plans that entail higher expected return
with lower risk compared to high sulphur fuel oils. For risk management, we suggest that
operators install scrubbers to clean the exhaust gas and use HFO for existing ships. For
newly built ships, operators can change the use of fuel into LNG, which could help save on
capital expenses.
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Abstract: Logistics and transport systems are complex systems for which sustainable innovations
are urgently needed. Serious games are an acknowledged tool for training, learning, and decision
making, as well as for helping to introduce innovative concepts for complex systems. Technological
innovations for the transport domain that can improve sustainability are usually heavily dependent on
the collaboration among actors. A simulation gaming approach can help these actors in understanding
the challenges involved, and in finding solutions in a playful, interactive way. Our research approach
includes a thorough literature review on games for innovation and collaboration in transport networks,
and the development of two dedicated simulation games addressing sustainability innovations for
the Port of Rotterdam, the largest seaport in Europe and one of the largest in the world. The two
innovation cases are truck platooning and multi-sided digital platforms for barge transportation,
both improving the sustainability of hinterland transportation. The games serve as instruments to
reveal interactions and tensions among actors, contribute to the interpretation of their behavior,
and eventually help all parties to reach a better understanding on how innovation adoption can
be fostered, using an innovation ecosystem perspective. We are convinced that serious gaming,
by providing a better understanding of the innovation process, will help the implementation of
sustainability innovations in complex systems.

Keywords: transport networks; logistics; simulation games; serious games; innovation ecosystem;
Port of Rotterdam; complex systems; truck platooning; barge transport; multi-sided platforms

1. Introduction

Bridging the gap between the conception and introduction of an innovation in the context of
research and development, and its effective adaptation and diffusion in an industry is a challenge that
many sectors are currently facing [1–3]. The development of a technical innovation can be much faster
than the capacity of organizations to implement it. For example, sensors used by vehicles to scan their
environment are technically very mature, yet the implementation of sensor technology on our streets is
still hindered by a lack of investment, trust, and cooperation of actors. The transport and logistics sector
is no exception in experiencing a gap between development and implementation of technological
innovations [4]. The sector includes a large number of interconnected actors, being highly dynamic
and complex [5], which makes the implementation of innovations quite challenging. Nonetheless,
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the transport and logistics sector is in desperate need for innovations, especially to reduce emissions
while offering competitive services, and shift towards more sustainable practices in general.

Transport and logistics communities often consider the adoption of innovative business models
as an effective means to enable their participation in a sustainable, agile and collaborative logistics
and transportation system. This can involve accelerating the digitization of the sector to enhance
supply chain visibility as well as data quality and reliability, often by the use of multi-sided digital
platforms [6].

Meanwhile, the concept of an “innovation ecosystem” has recently evolved as a new way to
approach and promote innovation [7,8]. An innovation ecosystem is defined as a system in which
continuous and dynamic interactions among different actors occur, therefore innovation is not realized
as a result of individual efforts but as the outcome of multifaceted communication and synergies among
the actors [9,10]. These actors should become aware of the opportunities and risks of technological
innovations. Simulation games are evolving, at an accelerated pace, into a recognized means to endorse
learning processes in an intriguing setting, that invites diverse actors to work with one another actively
towards common goals [11]. They represent a widely accepted instrument in the transportation and
logistics domain for many years already [12].

The research presented in this paper attempts to connect the aforementioned topics. The research
questions on which our work is based are: (1) Can simulation games be used as an instrument to
comprehend the underlying forces around innovation processes in transport and logistics using an
“innovation ecosystem” perspective? (2) Can they be used as a means to facilitate knowledge transfer
of innovation from theory to practice and contribute in exploring the roles of different actors involved?

The research approach to answer these questions is built around two serious board games that
have been developed to study the role of collaboration among stakeholders in the field of transport,
logistics and supply chain management towards the effective implementation of innovations. Mobinn
(Mobilize Innovation), the first game, is tailored to the case of truck platooning, an innovation to increase
sustainability for truck transport that is mature in terms of developed technology, yet unfledged when
it comes to implementation. After testing this game through several game sessions, a second game has
been developed: Platform4Barge: a Mobinn game. The lessons learnt from the first game have been
incorporated into this new version which focuses on another important component of the transport
network; the introduction of multi-sided digital platforms and its impact on port environments,
especially on barge transport, which is a more sustainable transport means than truck transport when
utilized well. Both games are aimed to raise awareness for the challenges that come with implementing
such innovative systems, to ensure a viable implementation pathway. Such games can be seen as novel
approaches allowing stakeholders to pre-experience future technology effects, which go beyond verbal
descriptions or abstract representations [13].

The remainder of this paper is structured as follows: The literature review section provides
an overview of the concept of innovation ecosystems, followed by an overview of existing game
approaches towards innovation with a focus on transport and logistics. After that, the case context
is presented, with insights regarding the challenges faced by actors in port environments, when it
comes to introducing truck platooning or multi-sided digital platforms. The two serious games that
have been developed are introduced and described in the next section, followed by the results and
discussion section that is based on the outcome of the game sessions that have been organized for both
games. The paper concludes with some general guidelines and recommendations regarding the use of
serious games to enhance the implementation process of innovations in transport and logistics.

2. Literature Review

2.1. Overview of the Concept of Innovation Ecosystems

The idea that innovation is a continuous process, seen more as a journey in time rather than several
events that takes place at specific moments is one of the core concepts in innovation management [14].
It has been found that the impact of innovation can also be wider when it is examined as a continuous
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process rather than a series of discrete events [15]. Innovation can thus be defined as a process
through which novel solutions emerge as multiple actors interact and exchange resources to co-create
value [16]. Innovation relies upon a complex network of actors and activities, which can be rather
heterogeneous [17].

The use of the term ecosystem in a business context was introduced by Moore [18] in his paper
of 1993 “Predators and Prey: A New Ecology of Competition”, using the similarities he observed
between natural ecosystems and the mechanisms related to businesses and innovation as a base for his
reasoning. Innovation ecosystems emerge as a result of collaborative interactions, when cooperating
actors accomplish a certain level of integration regarding a shared identity, shared strategy and shared
objectives [19]. Moreover, an innovation ecosystem stimulates synergies among people and firms in a
given geographical space, enhancing the development and commercialization of new ideas [20] and
creating and capturing value [21].

Focusing on urban technology innovation ecosystems, Mulas et al. [22], describe these as a
number of stakeholders, assets, and the interaction among them in city environments resulting in new
technology and ideas. The innovation ecosystem thinking focuses on the creation of social capital
and the enhancement of interpersonal relationships which contributes, among others, in the more
effective flow of information, financial resources as well as talent worldwide [23]. Under an innovation
ecosystem perspective, innovation diffusion is a multi-level and multi-actor phenomenon [2].

According to Su et al. [24], a shift of interest is observed among innovative enterprises lately;
they no longer focus on competition in terms of products and services, but in terms of the innovation
ecosystems they belong to. Innovation ecosystems vary considerably in terms of their organization
and business models, having an impact on the strategic choices made by businesses, both existing and
new ones. These choices can shape competition and therefore encourage innovation and eventually
transform the innovation ecosystem itself [25].

Nowadays, the nature of government interventions is also changing, moving away from the
purely administrative role they used to have. The countries and areas in which government bodies and
authorities of all levels introduce new functional roles of facilitators and intermediators for collaborative
interactions within and among innovation ecosystems appear to provide a competitive advantage in
creating and maintaining successful innovation ecosystems [19].

Vasconcelos Gomes et al. [26] aimed to provide an answer to the question how to coordinate a
complex network of actors in the presence of individual and collective uncertainties in innovation
ecosystems. They conducted a comparative analysis of five case studies; all of them start-ups that
created and coordinated complex innovation ecosystems for the development and commercialization
of radical innovations. They found that many actors in an innovation ecosystem tend to initially
consider uncertainties more as individual uncertainties without realizing that other partners may also
face the same kind of uncertainty. Moreover, when trying to mitigate or overcome these uncertainties
in an isolated way, without taking into account the innovation system partners, they may contribute to
the diffusion of those uncertainties through the innovation ecosystem; this way, a specific uncertainty
that begins as individual is then integrated into the mindset and decision planning of different actors,
hence becoming collective.

Lubik and Garnsey [27] claimed that under an innovation ecosystem perspective is it obvious
that value generation is a dispersed process which encompasses co-innovation from other actors
in the business environment who have the potential to increase the generated value. In addition to
that, according to Pellinen et al. [28], in a business ecosystem, the process of decision making can be
influenced by actions, as well as expectations of other actors in the same ecosystem, through a pattern
of co-evolution.

Focusing on the logistics sector, Meyer-Larsen et al. [29] emphasize the importance of creating
innovation ecosystems; they state that the increase of interaction among the different actors involved is
expected to limit the existence of trust issues which could result also in the faster adoption of innovation
and help overcome existing barriers. In the relevant literature it is increasingly mentioned that a better
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understanding of the roles that the different ecosystem actors play in the innovation process should be
obtained (e.g., see [14,30]).

In summary, we can see that the innovation ecosystem perspective is one that allows us to look at
innovation in a connected way, including actors and their relationships, as well as concerted actions
towards innovation implementation. We take over this perspective for the transfer of innovation into
a game model used to make actors aware of challenges related to innovation implementation in a
sustainable way. In the next section, we describe the instrument of serious games in the domain of
transport and logistics to help us define our gaming approach.

2.2. Overview of the Use of Games in Transport, Logistics and Innovation

Serious games are used more and more to enhance awareness and encourage the process
of knowledge building in an engaging environment that invites collaboration among different
stakeholders [11]. Although the term may sound relatively new, in reality serious games is just
a modern expression of approaches and models which date back many centuries ago [31]. The process
of playing is inherently connected with human societies, all over the world. In ancient Greece for
instance, Plato was the first philosopher who emphasized the educational importance of games in
formulating children’s attitude; he claimed that through games, children are given the opportunity to
get familiarized with habits that are going to be useful for them for the rest of their life [32].

Clark Abt, in his book Serious Games (1970) [33], gave a definition of what makes a game be
characterized as a serious game. According to this definition, serious games “have an explicit and
carefully thought-out educational purpose and are not intended to be played primarily for amusement.
This does not mean that serious games are not, or should not be, entertaining” [33] (p. 9). A few
years later, Duke estimated that games were going to be the language of the future and published
the homonymous book Gaming: The Future’s Language [34]. Approximately half a century later,
numerous definitions can be found in relevant literature, from different researchers in different scientific
areas and fields. In our research, serious games or simulation games are synonymous and can be
described as “experimental, rule-based, interactive environments, where players learn by taking actions
and by experiencing their effects through feedback mechanisms that are deliberately built into and
around the game” [35] (p. 825).

Serious games use a simplified abstracted model of reality, contributing this way to a better
understanding of complex issues [36]. Having a set of clearly defined rules, they encourage interaction,
while at the same time providing a model for learning. Moreover, the direct consequences of every
action and decision can be observed, therefore the players can realize the impact of their own decisions,
as well as of the ones of the other players [37], within a “safe” environment [35]. These characteristics
make them valuable tools for exploration and observation of player behavior.

According to Olejniczak et al. [38], the use of serious games by policy makers is a very promising
approach in estimating the impact of new complex policies and regulations, due to the fact that they
comprise the following strengths:

• They are able to reveal mechanisms such as the initial assumptions of the stakeholders involved,
their decisions, as well as the feedback loops that are created by their reactions;

• They demonstrate the effects of these mechanisms over time, which in real life becomes evident
over a much longer period, and;

• They create a risk-free environment in which the representatives of the different actors can test
hypothetical scenarios of different policies and experiment with new ways of interpreting these
and similar actions.

In supply chain management, simulation games have been used to bring attention to the topic of
shared resources [29]. When simulation games are employed, the ideas generated to overcome barriers
related to innovation implementation tend to be more creative [39], and the impacts of applications
which are based on information communication technologies (ICT) or intelligent transportation systems
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(ITS) can be examined effectively through them [40]. Simulation games can also be used as an efficient
channel for information provision around future situations, associated with a high level of uncertainty,
such as climate change [41]. Hidayatno et al. [42] designed a serious simulation game to act as a learning
medium of supply chain management for biofuel production. Their game focuses on companies which
operate crude palm oil mills. According to the authors the game has proven to be effective in increasing
the understanding of players on concepts and complex issues related to sustainable supply chain
management. With the learning objective of this game focusing on internal material flow, another
simulation game was developed, under the objective of making players familiar with the important
role that Industry 4.0 technology can play in production logistics [43].

Focusing on the Dutch railway system, Van den Hoogen and Meijer [44], found that simulation
gaming can contribute to the coordinated planning of innovation implementation. Kurapati et al. [45],
examined how simulation games can be used to foster sustainability in transportation operations
through synchromodal corridor management. The authors developed a digital simulation game which
was tested in game sessions with experts in The Netherlands.

Simulation gaming can be thus considered as a robust approach increasing comprehension in
large-scale systems with a high degree of integration and with numerous actors dealing with significant
uncertainties [36], by examining these systems through different perspectives [46].

3. Case Analysis—Context of the Game-Based Research Studies

Port cities around the world have the increasing tendency to be engaged in various strategies
to stimulate innovation through activities such as triple-helix collaborations, innovation ecosystem
approaches, urban entrepreneurialism etc. [47].

The city of Rotterdam in The Netherlands is home to the Port of Rotterdam, being the largest
container seaport in Europe and 10th largest in the world with state-of-the-art container terminals [48].
In 2019, the total number of deep-sea vessels that docked in the Port exceeded 29,000 and that of inland
vessels reached approximately 86,000 [48]. This is translated to almost 8.8 million containers (more than
14.8 million TEU (TEU: “twenty-foot equivalent unit. This is the standard unit for counting containers
of various capacities and for describing the capacities of container ships or terminals. One 20 foot ISO
(International Organization for Standardization) container equals 1 TEU”) [49]).

In 2011, Rotterdam Port Authority, in collaboration with various ministries, businesses and
research institutes in The Netherlands, published a strategic development plan called ‘Port Vision
2030′, in which comprehensive strategies to handle the growing volumes of containers in an efficient
and sustainable way were presented. In this vision document, it was stated that by 2030 the aim would
be to drastically reduce the road share of hinterland container transport, reaching 35%, so that 65% of
containers would be transported by barge or rail [50].

It is undeniable that in terms of transport and logistics, The Netherlands has many unique location
advantages among European countries with the Port of Rotterdam being a major multi-modal gateway
to the rest of Europe. As a result, as already highlighted in Roukouni et al. [51], a huge strain is put
on the road network, while the demand keeps increasing and there is a drastic need for innovations
that make use of the current infrastructure more efficiently and reduce congestion, while at the same
time enhance traffic safety and limit transport emissions [52]. One promising case to deal with these
challenges is truck platooning [51].

Truck platooning can be defined as the concept of “trucks driving automatically in small convoys,
a short distance apart, using wireless vehicle-to-vehicle (V2V) communication and advanced driver
assistance systems resulting in a smoother traffic flow, higher traffic safety, fuel savings and a reduction
in CO2 emissions” [53] (for more information about the ruck platooning concept see [54,55]). According
to Roukouni et al. [51], “for the truck platooning concept to work, many factors have to be aligned, e.g.,
the technology has to be developed, the legislation and road infrastructure have to be adapted, and the
business model has to be accepted by the users”. Hence, although the technology has been evolving a
lot during the last years, there is still a way to go as certain technological barriers exist, in addition to
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a conservative attitude of several of the logistics companies involved. Moreover, as multiple actors
are involved, there are a lot of stakeholders that have to align in order for the final decisions to be
taken. Therefore, it is obvious that truck platooning has all the characteristics of a complex system
and represents a sustainable innovation on the forefront of development in The Netherlands [51,56].
All these reasons made it an ideal choice for a demonstration case for the development of our first
serious board game, Mobinn.

At the same time, the large and continuously growing volume of containers being transported
through the Port of Rotterdam also creates a need for other innovative systems, such as a digital
platform that would gather all the required information for booking containers into one single place.
Multi-sided platforms (MSP) are “technologies, products or services that create value primarily
by enabling direct interactions between two or more distinct customer or participant groups” [57].
The tremendous technological progress of our era, facilitated platform development and lead to an
unprecedented volume of data exchange, which magnifies the platform’s value for all the parties
involved, often resulting in disrupting sectors as a whole, as in the case of Uber or Airbnb platforms
for example [51,58].

The potential scalability of digital platforms is a reason why they can cause such disruptions.
They cause network effects which can be either positive, resulting to additional value, or negative,
having the exact opposite result [59]. A key factor to improving visibility in supply chains and
transport networks is information sharing [60]. However, many companies and actors are reluctant
to share information as they assume the power of information is diminished when it is shared [61].
Olesen et al. [62] found that the lack of information exchange usually has three causes; limited data
availability, lack of trust and system complexity. Being aware of the existence of these challenges,
we decided to develop the second serious game, Platform4Barge, to increase actors’ awareness of the
importance of data sharing and transport network visibility for inland barge transport, which is seen,
together with rail, as the sustainable replacement for truck transport.

4. Development of the Serious Games

Serious games represent an interactive and efficient instrument for learning, decision-making,
and awareness building and they are an effective tool for simulating dynamic and complex systems,
such as transport and logistics systems [35,36]. While the sector has successfully implemented
game-based approaches to address several challenges already (see e.g., [44,45,63,64]), the question of
innovation implementation has not yet been addressed thoroughly through a game-based approach.
Below, we explain how the two games, based on the two illustrated cases, have been designed in order
to fill this gap.

4.1. Elements and Game Play

The Mobinn (Mobilize Innovation) game is a board game that represents the relationships among
actors involved in setting up a truck platoon in a simplified way. Platform4Barge is a second version
of the initial game, which has been tailored to the specific situation and challenges around the use
of multi-sided digital platforms in barge transportation. The two games were developed based on
an iterative process that used loops of testing and adjustments of early prototypes, and included
researchers, game developers, and domain experts.

We followed the philosophy of the triadic game design (TGD) concept, introduced by Harteveld [65].
According to the TGD concept, each serious game comprises three different “worlds”—reality, meaning
and play. The first one, reality, as the term implies, refers to the world that is surrounding us and to its
reflection to the game we are developing. The world of meaning is associated with purposefulness;
as we have already discussed previously in Section 2.2 of the article, serious games have certain
defined objectives to fulfil, such as creating awareness towards a specific issue etc. A serious game
does not exist just to be played and provide entertainment to the participants. At the same time though,
the component of fun should not be overlooked as well, as it is placed in the center of the third world,
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the one of play. This world includes also the game elements and dynamics, which are the means that
can make the game experience captivating and intriguing for the players [65].

Embracing this game design philosophy, we considered the component of meaning and the
component of play the same for both our serious games. Meaning is reflected on the objective of our
research, which, as stated previously in the introduction, is to raise awareness around the challenges
associated with implementing innovative systems in transport and logistics in a sustainable way and
explore the role of different actors involved. The game materials and dynamics also do not change.
The physical game elements of each game include: one game board, four role cards, five action cards
per role, event cards, tokens, and pawns. The roles of the players in the two games correspond to the
key actors of the truck platooning ecosystem and of the port container ecosystem for Mobinn and
Platform4Barge respectively. What changes is the world of reality for the two cases, and thus the
content of all the cards involved in each game. A description of how we obtained the critical insights
in the reality of each one of the cases, which helped us then unfold the content of the cards, follows.

For the Mobinn game, in order to develop the role cards, as well as the action and event cards of
the game, we first needed to understand who are the main actors that are involved in shaping the truck
platooning community and what is “at stake” for each one of them; then we translated this information
into content of our three types of cards: role cards, action cards and event cards. we started by a
comprehensive literature review of scientific papers about truck-platooning (publications in journals
and conference proceedings, working papers, theses’, e.g., see [54,55,66]). As truck platooning, being
a technology-driven innovation, does not have such a large volume of scientific literature available
yet, we also decided to study materials such as white papers, reports (e.g., see [52,67], websites and
media sources e.g., see [68,69]. Moreover, The Netherlands has organized a few years ago the so-called
European Truck Platooning Challenge, when the country was in the EU presidency [70], and we also
reviewed the results of this initiative [71,72]. After the online desk research which helped us obtain a
better understanding of the truck platooning world and especially of the actors involved, we discussed
our initial ideas with actors within the Port of Rotterdam and we concluded that the main categories
of actors involved in truck platooning are the following: the transporters, the freight forwarders,
the policy-makers and the developers.

Each actor category then helped us in building a role and creating a role card that “brings this
role into life”—from the world of reality into the world of play. Each role card briefly explains who
the player is and what is his/her mission in the game. For instance, the developer is a representative
of an original equipment manufacturer (OEM) company, which is interested in the truck platooning
technology and has already invested a significant amount of resources in the research and development
process. The objective of this role is to develop the technology before the company’s competitors in the
field in the most cost-effective way possible. The absence of EU regulations on the topic is a source
of concern for this role. The policy-maker’s role in the game is represented by an employee with
a high-ranking position in the Dutch Ministry of Infrastructure and Water Management. The main
dilemma that this role faces is if they should be patient until the EU publishes regulations and then align
the national policy accordingly or work towards making The Netherlands a frontrunner country in this
field, by introducing country-level policy that would encourage the deployment of truck-platooning.
Figure 1a illustrates an example of a role card in Mobinn.

In the case of Platform4Barge, to re-construct the world of reality around it, we followed exactly
the same logic in developing the game cards’ content; beginning with a thorough literature review on
the field of multi-sided digital platforms, with a focus on digital platforms in transport and logistics,
and the container ecosystem in particular. As an extra way to gain meaningful insights in this case,
we used also our experience from co-developing a set of four teaching cases and a teaching note
around the use of multi-sided digital platforms in transport and logistics [73], together with actors
from the Port of Rotterdam as well as from the private sector (we worked on the cases’ development
in parallel with the game development). We organized a number of try-out sessions with master’s
students in Rotterdam to test and validate the teaching cases, and the feedback we received was also
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valuable content wise for the development of the game cards. Following that, we arranged meetings
with actors of the Port of Rotterdam who helped us in shaping our ideas and finally deciding the
four main categories of actors for this game: the shippers/freight forwarders (in a combined role
that represents the demand side), the deep-sea terminal operators, the barge operators and the port
authority. For example, the role card of the representative of the port authority implies that the player
acts as an orchestrator of the introduction of the digital platform and its operation and as a facilitator
of the process. Achieving sustainability through modal shift is of crucial importance for this actor.
Figure 1b presents an example of a role card in Platform4Barge.

 
(a) (b) 

Figure 1. Example of a role card in: (a) Mobinn and; (b) Platform4Barge.

The same process of exploring the world of reality for both our case studies, helped us also in
defining the key performance indicators (KPIs) for both the games, as illustrated in Table 1.

Table 1. Key Performance Indicators of Mobinn and Platform4Barge.

Mobinn Platform4Barge

Technology maturity Modal shift
Physical/legal infrastructure maturity Reliability
Innovation adoption Innovation adoption

The KPIs are illustrated on the game boards, with a 1–9 point scale, using a “traffic light” approach,
i.e., dividing the scale in three areas: red, yellow and green, inspired by the work of Van den Ende
(2019) (Figure 2a,b). The green area indicates alignment of interests and goals, the yellow area shows
only partial alignment, while the red one demonstrates lack of consensus of actors. Each action card,
in addition to describing a certain action that can be performed by a certain role, indicates the number
of tokens needed to be paid by this role as well as by other(s) in the game in order to be activated.
The impact of the card on the three KPIs of the game is also mentioned (Figure 3a,b). The event cards
contribute in creating more suspense and fun during the game, as they can indicate either a positive, or
a negative event that “disrupts” the players’ plan and can make them adapt their strategy (Figure 4a,b).
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(a) (b) 

Figure 2. Game board and key performance indicators (KPIs) in: (a) Mobinn and; (b) Platform4Barge.

  
(a) (b) 

Figure 3. Example of an action card in: (a) Mobinn and; (b) Platform4Barge.

  

(a) (b) 

Figure 4. Example of (a) a negative event card in: Mobinn and; (b) a positive event card in Platform4Barge.

Both games are played in five rounds. At the beginning of a game session, each player gets
one role card, all respective actions cards and an initial number of tokens. When a round begins,
each player can either bring to the negotiations table one of the action cards or alternatively he/she can
choose to not “act” in this round. After every player shares his/her decision, the players who chose to
use an action card, simultaneously place them on the board. Each player has to pay the number of
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tokens that is written on the card for his/her own role before requesting other players to support the
action with their tokens.

The card is considered valid and has an impact on the KPIs of the game, only in cases when all the
roles mentioned on it agree to contribute with the necessary number of tokens—otherwise, the player
who suggested the card loses the invested tokens and he/she can keep the card for future use. At the
end of each round, an event card is drawn, and each player gets some extra tokens, representing
income from their services. The role of other important actors (in addition to the ones represented
by the four main roles), such as the European Commission (in the form of regulations or directives),
is introduced in the game through the event cards.

The goal of both games is to “make the innovation happen” (in our case the innovation is aimed at
the concepts of truck platooning and the multi-sided digital platform respectively), which is translated
in achieving to have all three KPIs in the green area of the game board (points 7–9 in the 9-point scale)
at the end of game play.

The main learning goal defined for both games is to understand how important an innovation
ecosystem perspective is for a successful adoption of innovation in the transportation domain. Actors,
decisions and actions within the innovation ecosystem are highly interdependent. Both games aim
to highlight this characteristic and make players more aware of the interrelations of decisions and
events. The players have the opportunity to influence the innovation ecosystem by (joint) investments
and actions, but they must keep in mind that the innovation is also influenced by external events,
limited budget and the existence of only five rounds. The game is played by at least four players
(one per role). In cases when there are more participants, teams are formed and two or sometimes
three players can together play a single role. This enables participants to first discuss choices of actions
and it can be seen as a purposeful game element. Every game session is introduced by a short briefing,
during which the facilitator explains the concept and the rules of the game. After the completion of
the five game rounds, a debriefing follows. The total time of the game play, including briefing and
debriefing is approximately 60 to 90 min for each of the games.

4.2. Play-Test Sessions and Data Collection

In order to test the two games and receive valuable feedback for further improvement, several
game sessions were organized in which the game prototypes were played. The Mobinn game was
tested between October 2018 and November 2019 at game sessions in The Netherlands and the
USA (Figure 5a). The Platform4Barge prototype was tested at sessions in The Netherlands between
December 2019 and February 2020. (A fourth game session was planned for March 2020, as part of
an alumni-student event organized by Transito, the study association for the Bachelor and Master
program Urban, Port and Transport Economics (UPTE) of the Erasmus University Rotterdam. This
scheduled event was cancelled due to the measures taken to stop the spread of COVID-19 (Corona
Virus Disease 2019) in Europe) (Figure 5b).

  

(a) (b) 

Figure 5. (a) Play-test session of Mobinn, during the event for the 10th year-anniversary of RDM
(Rotterdam Dry Docks, in Dutch: Rotterdamsche Droogdok Maatschappij) Campus in Rotterdam,
4 July 2019; (b) play-test session of Platform4Barge during the Erasmus Port Campus in Rotterdam,
12 December 2019.
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All sessions of both games were facilitated by at least one member of the game development
group, who was responsible for the briefing, facilitation, debriefing, as well as for the data collection
during and after the game. The data collection took place by audio recording if it was feasible to do so,
and by observation through the participating researchers. Usually, one researcher took over the role of
process facilitator, and one more observed the session. Beyond dedicated game sessions, the game
was also played as part of a larger event, where usually background noise made audio recording
difficult. During these sessions, data was collected by observation and notes during the game-play.
The notes taken included decisions of the players, the cards they chose to use, as well as their game
play behavior. After the end of the game, a debriefing phase was conducted based on semi-structured
questions regarding the game experience and the take-aways. (The debriefing questions were adapted
from the framework described by Kriz [74], in line with the former adaptation of this framework made
for the debriefing and workshops of the Plaitra Game Session, which took place in the context of
the iTRACK Project, at TU Delft Campus, The Netherlands, in May 2017). The questions aimed at
deriving what types of feelings were experienced by the players during the game play and at revealing
the lessons learned (if any) by the game. Moreover, the players were asked what, according to their
opinion was working well during the game and which elements might need improvement, and how
we can achieve this improvement. These questions were used as a trigger to initiate the discussion
with the participants, but they were not in any case exclusive—the players were invited to share any
kind of feedback, comment, observation or suggestion for change they considered relevant with the
game facilitator. Thus, the debriefing phase focused on the game itself as well as the play experience of
the players.

The following tables present the number and type of players, as well as the location where each
game session took place (Table 2 for Mobinn and Table 3 for Platform4Barge).

The following section discusses the results of the game sessions.

Table 2. Play-tests sessions that have been organized for Mobinn.

Game Session Number of Players Type of Players Location

1 5 Experts and actors related to the
truck platooning community

Futureland, Maasvlakte II, Port of
Rotterdam, NL

2 8 Transport and logistics experts
from academia and industry

SmartPort (SmartPort is
“a neutral knowledge platform,
stimulating alliances, financing
scientific research and providing
public knowledge dissemination.
The aim is to speed up
innovations in the Port of
Rotterdam” [75] premises,
Rotterdam, NL.

3 4 Researchers in the field of
gaming and/or transportation TPM Faculty, TU Delft, NL

4 12 MBA program students
Supply Chain Management
Center, Robert H. Smith School of
Business, USA

5 11 Experts in transport and logistics
from the Dutch Railways Railcenter, Amersfoort, NL

6 5 Actors in the field of transport
and logistics RDM Rotterdam Campus, NL
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Table 3. Play-tests sessions that have been organized for Platform4Barge.

Game Session Number of Players Type of Players Location

1 4 Experts from the Rotterdam School
of Management community

Erasmus Centre for Urban, Port
and Transport Economics, NL

2 8

Participants of Erasmus Port
Campus (Erasmus Port Campus is
“an initiative aiming to bring the
port to the campus. The event was
organized by Erasmus UPT and
SmartPort@Erasmus to connect the
academic world with the latest
developments in the port. Theme
of the day was: Digitization in
ports; Lifting smart logistics to a
higher level” [76], students/alumni
and professionals/experts)

Erasmus Centre of
Entrepreneurship, NL

3 7 Actors/experts working at the Port
of Rotterdam on key positions

World Port Center, Port
Authority of Rotterdam, NL

5. Results and Discussion

The results discussed in this section represent a summary of the observations of the facilitator
and accompanying researcher, collected and analyzed by the researcher team in a qualitative way,
based on the in-situ observations during the game play and during the debriefing stage, as well as
based on the recordings (when available) and notes for both stages. This approach follows methods
as proposed in the field of serious gaming towards solving sustainability-related issues by Den
Haan and Van der Voort [77]. Their study found that the majority of publications which fall into the
aforementioned category of trying to address sustainability challenges have used qualitative data for
the game evaluation, including unstructured observations by the researchers and debriefings.

Both games have been tested by players with a diverse background, knowledge and with
different roles; from real actors in the field to professionals and members of the academic and research
community; all do have knowledge of the domain of transport and logistics from their respective
profession. The facilitator of the game was trying to intervene as little as possible during the game play,
to minimize the associated biases and be able to detect and analyze the negotiations and discussions
that were taking place among players, and only tried to support the process of play, but not the decision
making. High engagement levels were observed during all game sessions, which proved that the
games succeeded in creating an enjoyable, comfortable and fun environment for the players.

The negotiations and discussions among players involved more tension when actors with a
presence in the field were involved. On the other hand, students and researchers were more curious
and keener on learning about the innovation process around truck platooning and multi-sided digital
platforms. The professional actors, being already familiar with the concepts, were able to focus more
on attributes such as the aspirations of the different roles, and the characteristics of the different actions
that could be taken. Students also reported that after the end of the game play, they felt that they
obtained a more holistic view and a more comprehensive understanding regarding the challenges
for new technologies and innovative concepts to be adopted by the transport and logistics sector.
They also realized the value of communication among the stakeholders and organizations in an
innovation ecosystem.

As the concept of innovation ecosystem and its importance emerged through the games,
the participants appeared afterwards to have realized that nobody can win these games playing
alone; it was necessary to discuss, negotiate and collaborate with other parties to increase the KPIs.
It was observed that in those game sessions in which the players realized early in time that they needed
to collaborate and share information and knowledge with each other to boost the KPIs, almost every
game finished with all three KPIs in the green area of the spectrum. On the other hand, in sessions
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where the players appeared more reluctant to collaborate and unwilling to have increased visibility of
their negotiation strategy in the beginning of the game, they struggled towards the end of the game
and often failed to reach the objective of having all KPIs in the green area within the five rounds of
the game.

A very interesting observation was made during a Mobinn game session with real actors related
to the Port of Rotterdam; at one of the rounds, the resources of one player/role were not enough to
invest in an action card that that player would like to use. At that moment, another player suggested to
pay his part instead, because he said that this action could really contribute to the direction of “making
the innovation happen” and thus it would be a win-win for both the roles they represented if they
made this joint investment. The noteworthy point here is that this was never mentioned in the game
instructions as an option, but the game play motivated the creative, out-of-the box thinking of the
player towards the direction of collaboration.

When players had already some background knowledge on truck platooning, they considered
it a plus in better understanding the Mobinn game. As for Platform4Barge, even players which did
not have any background knowledge on the specific topic of exchange platforms, did not encounter
difficulties in understanding, because they were familiar with the concept of digital multi-sided
platforms through very widespread platforms of this kind in other sectors, such as Uber and other
on-demand transport services for shared mobility, and Airbnb in housing.

A repeated comment during the Mobinn sessions was about the equal distribution of money
(tokens) among roles; several players felt that this is often not the case in real-life, as the authorities’
budget is usually considerably higher than the one of private actors. For this reason, for Platform4Barge
it was decided to start with a different number of tokens per role to better reflect the situation in reality.

Last but not least, feedback from experts included the view that identifying all actors involved in
an innovation ecosystem, along with their potential actions, is already a very powerful characteristic of
both the games.

6. Conclusions

Actors from diverse backgrounds participated in a number of play sessions with both games;
from experts who represented the real actors in the field, to students, researchers and professionals.
This led to very interesting observations and proved that both games can act as triggers to make
participants aware of the existing challenges that stakeholders involved in transport and logistics face
when implementing innovations to increase sustainability. The games provide useful insights in the
benefits of collective goal setting and can support and stimulate discussions towards the importance of
collaborative action in innovation processes. The games can be used to trigger a valuable discussion
and make actors aware of the value of an innovation ecosystem, and the need for collaboration to
achieve sustainability goals.

The results of the game sessions highlight the critical role that each actor can play in an innovation
ecosystem, by collaborating on data sharing and improving data visibility and transparency. The study
found that using serious games to address the challenge of enhancing awareness, communication and
collaboration of actors in innovation ecosystems can be highly effective.
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Abstract: The objective of this study is to assess the efficiency of the operations strategy matrix in the
healthcare system of U.S. states amid COVID-19. Output-Oriented Data Envelopment Analysis was
used to assess the efficiency of the operations strategy matrix. Strategic Decision Areas (Capacity,
Supply Network, Process Technology, and Development and Organization) were considered inputs
while competitive priorities (Quality, Cost, Delivery, and Flexibility) were considered outputs. Ac-
cording to results; Alaska, Alabama, Arkansans, Florida, Hawaii, Iowa, Idaho, Louisiana, Minnesota,
Missouri, Mississippi, Montana, North Carolina, New Jersey, New York, Oklahoma, South Carolina,
South Dakota, Texas, Vermont, Wisconsin, and Wyoming are relatively efficient. Additionally, Con-
necticut, Louisiana, Minnesota, New Jersey, Rhode Island, Tennessee, Utah, Vermont, Washington,
and Wyoming are fully efficient while South Dakota is the state that needs the most improvement in
terms of strategic decision areas and competing priorities. On the other hand, inefficient states have
larger population and GDP than efficient states. Based on these results, implications for sustainable
development goals (SDGs) are drawn.

Keywords: efficiency assessment; operations strategy matrix; data envelopment analysis; healthcare
systems; COVID-19

1. Introduction

A novel coronavirus named COVID-19 was identified in Wuhan/China on 31 Decem-
ber 2019, and the World Health Organization (WHO) assessed that COVID-19 could be
characterized as a pandemic on 11 March 2020. The first case was confirmed on 22 January
2020 and as of 27 June 2021, due to COVID-19, there were 34,494,677 confirmed cases and
619,424 confirmed deaths in the USA [1].

Centers for Disease Control and Prevention (CDC), a service organization that protects
the public’s health, has prepared a global response to COVID-19. It includes the goals
limiting human-to-human transmission, minimizing the impact of COVID-19 in some
states with limited healthcare delivery capacity, and reducing certain threats that pose a
risk to the United States’ healthcare system [2]. In this context, public health, and social
measures have been implemented to prepare and respond to the pandemic [3]. Although
there have been many actions implemented to cope with the pandemic, the increasing
number of COVID-19 cases poses a major threat to healthcare delivery [4].

WHO has provided comprehensive guidance to community and service providers to
minimize the spread of the disease [5]. Since the early experience shows that COVID-19
requires unprecedented mobilization of health systems, it is recommended to assess the
health systems to mitigate the outbreak’s impact [6].

Although health is only one of the UN Sustainable Development Goals (SDGs), many
other health-related goals comprise determinants of health [7]. The SDGs represent a
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unique opportunity to promote and assess public health [8]. The healthcare assessment
process seeks to measure how care affects individuals or populations’ health and well-
being [9]. The assessment is also vital for achieving the SDGs, especially Goal 3, described
as ensuring healthy lives and promoting well-being for all at all ages [10]. because sus-
tainability is a managerial trend that plays an important role [11], and implications drawn
based on healthcare assessment help to help policymakers for favorable policymaking [12].
Mentioned assessment depends on the development of standards [13]. There are some
standards and tools for assessing healthcare systems such as effectiveness, efficiency, hu-
manity, and equity [14]. As a novel evaluation tool, Operations Strategy Matrix describes
the operations strategy as the intersections of an organization’s performance objectives
(competitive priorities) with its decision areas [15]. According to Slack and Lewis (2017);
the matrix can be considered a checklist of the issues required to be assessed and helps
operations to be extensive. Additionally, all intersections on the matrix don’t have equal
importance. Some intersections are more critical than others. This depends on the nature of
operations. The matrix has four strategic decision areas (capacity, supply network, process
technology, and development and organization), and four competitive priorities (quality,
cost, delivery, and flexibility) [15].

The research question of this study is as follows: are US states efficient in the healthcare
system amid the COVID-19 pandemic, and how do the efficient or inefficient conditions
affect Sustainable Development Goals (SDGs).

The objective of this study is (i) to assess the efficiency of the operations strategy matrix
in the healthcare system of US states amid COVID-19. For this purpose, 50 US states were
considered as Decision Making Unit (DMU), and output-orientated Data Envelopment
Analysis (DEA) was used; and (ii) to draw implications for sustainable development goals
(SDGs) based on DEA results. The unique contribution of this study lies in the use of
the Operations Strategy Matrix to assess the healthcare system of US states and to draw
the implications for Sustainable Development Goals (SDGs). To validate the Operations
Strategy Matrix, Data Envelopment Model was used.

The research paper is organized as follows. The following section presents the exiting
literature review associated with COVID-19 and the healthcare system. Section 3 describes
the DEA methodology. Section 4 presents the results. Section 5 discusses the findings and
draws implications for sustainable development goals (SDGs). The final section portrays
the conclusion and opportunities for future work.

2. Related Research

The section presents the existing literature about COVID-19 and the healthcare system.
O’Leary et al. (2021) have documented the healthcare policies developed during the

initial wave of widespread COVID-19 transmission in Ireland, and they have developed six
category headings to describe to focus VOVID-19 policies: (i) infection prevention and con-
trol, (ii) residential care settings, (iii) maintaining non-COVID-19 healthcare services, and
supports, (iv) testing and contact tracing, (v) guidance for healthcare workers concerning
COVID-19, and (vi) treating COVID-19 [16]. Tsai and Yang (2020) have examined the impact
of the COVID 19 outbreak on voluntary demand for non COVID-19 healthcare, and their
research has indicated a substantial decline in healthcare use is caused by the prevention of
measures for COVID-19 [17]. Adwibowo (2020) has recorded the daily COVID-19 cases
and has continued with the forecasting of the average daily demand (ADD) of healthcare
facilities including beds, ICUs, and ventilators using the ARIMA model, and the model
has shown that the healthcare ADD is different in each population [18]. Alshammari
et al. (2021) have evaluated the potentiality of emerging technologies for controlling the
COVID-19 transmission and ensuring health safety and their study has revealed that most
people receive information from social networking sites, health professionals, and televi-
sion without facing any challenges [19]. Brodie et al. (2021) have explored how adopting a
service ecosystem perspective provides insight into the complexity of healthcare systems
during times of COVID-19, and they have provided an understanding of the relevance

248



Sustainability 2021, 13, 11934

of managerial flexibility, innovation, learning, and knowledge sharing [20]. Arlotti and
Ranci (2021) have argued that the negative impact of COVID-19 stems from the poor
development of long-term care policy and the marginality of residential institutions within
the Italian healthcare system [21]. Rodríguez and Hignett (2021) have presented a model
for integrating Human Factors/Ergonomics into healthcare systems to make them more
robust and resilient during the COVID-19 pandemic, and they have argued that it is crucial
to have a systems vision focused on optimizing the interactions people and other health-
care systems elements [22]. Akiyama et al. (2020) have described how their experience
with inpatient care has changed in the wake of COVID-19 and they have determined that
COVID-19 hospital discharge rates surpass admission rates [23]. Tasri and Tasri (2020) have
analyzed the competency influence of medical records and health information management
on the planning and decision making of healthcare services, and they have concluded that
the new tools or systems can be an alternative to improve healthcare management [24].
Bel et al. (2021) have built a theoretical model and used it to develop an empirical strat-
egy, analyzing the drivers of policy-response agility during the outbreak, and according
to their model, healthcare system capacity and cost-related variables have a significant
influence on reaction time; therefore, this situation has negatively affected government
strategy [25]. Chamboredon et al. (2020) have presented a brief history of the development
of the pandemic in France, including the political decisions that have been taken to combat
the outbreak, and they have argued that the history of the development of the pandemic
helps explain the establishment of the state of health emergency and containment of the
population. [26]. Leite et al. (2020) have evaluated the impact of the COVID-19 pandemic
on healthcare systems’ demand, resources, and capacity. Then they have discussed that the
sustainability of lean post-pandemics is a new modern operational issue [27].

Currently, the world is facing a global health crisis COVID-19; however, ensuring
healthy lives and promoting well-being at all ages is essential to sustainable development,
and the pandemic provides a milestone for health emergency preparedness and investment
in critical 21st-century public services [28]. The SDGs aim to be relevant to all countries
to promote prosperity, and almost all of the other 16 goals are related to health, or their
achievement will contribute to health implicitly [29]. The SDGs are a tremendous oppor-
tunity to improve the health of the people of the world, and to make progress on the
SDGs, states/countries must invest more heavily in health services research [30]. To meet
the SDG targets and improve health system quality, states/countries need to undertake
a measurement agenda [31]. Measuring and assessing the efficiency of health systems
has been explored to ensure the sustainability of countries’/states’ health and social sys-
tems [32]. Furthermore, gaps in the efficiency of the healthcare system will interrupt
achieving SDGs [33].

All of these research findings reveal that there is a close relationship between the
efficiency of the healthcare system and the implications for sustainable development goals
amid the COVID-19 pandemic.

3. Materials and Methods

3.1. Background of Data Envelopment Analysis (DEA)

DEA is a nonparametric method of evaluating the relative efficiency of DMUs that use
the same inputs to produce the same outputs, such as firms or public sector agencies [34–36].
DEA is widely used in many areas such as healthcare, banking, education, auditing, market
research, and agriculture [37–40].

DEA has been used as a benchmarking and assessment tool in healthcare world-
wide [21]. In addition, DEA is considered one of the most effective techniques for relative
efficiency assessments, as it can evaluate multiple inputs and outputs simultaneously [22].
According to Ozcan (2009), since it is a multi-dimensional construct, the assessment of effi-
ciency is often troublesome. Nevertheless, DEA addresses the limitations of ratio analysis
and regression. Additionally, DEA uses multiple outputs and multiple inputs to identify
efficiencies and inefficiencies and also to project how inefficient DMUs can become more
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efficient, by identifying reference sets (best practices). A reference set function can be built
from observed inputs and outputs [23].

DEA models can be divided into two main types; constant returns to scale (CRS), also
known as CCR (Charnes-Cooper-Rhodes) model, was initially introduced by Charnes et al.
in 1978 [41], and variable returns to scale (VRS), also known as BCC (Banker-Charnes-
Cooper) model, was later developed by Banker et al. in 1984 [42]. While the CCR (CRS)
model yields an objective assessment of overall efficiency, identifies the sources, and
estimates the number of inefficiencies in this way, the BCC (VRS) model distinguishes
between technical and scale inefficiencies by estimating pure technical efficiency and
identifying possible increasing, decreasing, or constant returns to scale [20]. Unlike CCR
(CRS) models, input and output efficiency are equal, BCC (VRS) models yield different
input and output efficiencies [21]. In addition, while CCR (CRS) models can assume
that economies of scale don’t change as the size of service facility increases, BCC (VRS)
models cannot assume that economies of scale don’t change as the size of service facility
increases [26].

DEA models can be either input-orientated or output-orientated. In the input-orientated
case, the DEA method defines the frontier by seeking the maximum possible proportional
reduction in input usage, with output levels held fixed for each DMU; in the output
orientated case, the DEA method seeks the maximum proportional increase in output
production, with input levels held constant for each DMU [43,44].

There are four DEA model classifications, also known as Basic Envelopment Models:
CCR (CRS)-Input Orientation, CCR (CRS)-Output Orientation, BCC (VRS)-Input Orienta-
tion, and BCC (VRS)-Output Orientation [26].

The BCC (VRS) efficiency scores are considered pure technical efficiency scores, while
CCR (CRS) efficiency scores are considered technical efficiency scores. On the other hand,
scale efficiency can be calculated by dividing CCR (CRS) efficiency scores by BCC (VRS)
efficiency scores [28].

The efficiency of each DMU is evaluated relative to optimal production patterns,
which are computed from the performance of DMUs with input and output combinations
that are the best of any peer DMU [40]. These evaluations result in an efficiency score
that represents the degree of efficiency [45]. When the efficiency score for each DMU is
a score of 1, it represents efficiency [40]. While DMUs with an efficiency score ranging
from zero to one are defined as inefficient in the input-oriented models, DMUs with an
efficiency score greater than 1 are defined as inefficient in the output-oriented models [43].
Once the efficiency frontier is set, the performance of inefficient DMUs can be improved by
increasing the outputs quantities or decreasing the inputs quantities [46]. For this purpose,
a reference set, also known as best practices, is identified for each inefficient DMUs [40,43].

According to Ozcan (2014), the performance of DMUs can be assessed either as fully
efficient or weakly efficient. If one DMU’s efficiency score is 1 and slack values (both input
slack and outputs slacks) are 0, it is considered fully efficient [26]. On the other hand, while
the slack value in an input “i” represents an additional inefficient use of input “i”, the slack
value in an output “r” represents an additional inefficient in the production of output “r” [21].

The basic efficiency measure is the ratio of total outputs to total inputs [17,21]. The
mathematical structure and formulations of Basic Envelopment Models can be found in the
studies of Cooper et al. (2006), Ozcan (2014), and Emrouznejad and Cabanda (2014) [20,22,24].

3.2. Sample

DMUs used in this study consist of 50 US states. The correct selection of DMUs to be
compared is essential and DMUs should be homogeneous. In other words, DMUs should
be performing the same tasks with similar objectives using the same inputs and outputs
under the same set of market conditions [47]. The sample size is expected to be at least 2 or
3 times larger than the sum of the number of inputs and outputs [34]. This requirement
was met, as the study has 50 DMUs, 4 inputs, and 4 outputs. Descriptive statistics of the
sample are presented in Table 1.

250



Sustainability 2021, 13, 11934

Table 1. Descriptive statistics of the sample.

DMU Population GDP (2021 1st Quarter—$) Region

Alaska (AK) 731,545 54,629 Far West

Alabama (AL) 4,903,185 238,726 Southeast

Arkansas (AR) 3,017,804 137,312 Southeast

Arizona (AZ) 7,278,717 394,490 Southwest

California (CA) 39,512,223 3,237,389 Far West

Colorado (CO) 5,758,736 413,578 Rocky Mountain

Connecticut (CT) 3,565,287 294,546 New England

Delaware (DE) 973,764 79,124 Mideast

Florida (FL) 21,477,737 1,151,608 Southeast

Georgia (GA) 10,617,423 653,938 Southeast

Hawaii (HI) 1,415,872 92,541 Far West

Iowa (IA) 3,155,070 205,694 Plains

Idaho (ID) 1,787,065 89,826 Rocky Mountain

Illinois (IL) 12,671,821 909,487 Great Lakes

Indiana (IN) 6,732,219 397,134 Great Lakes

Kansas (KS) 2,913,314 184,184 Plains

Kentucky (KY) 4,467,673 222,880 Southeast

Louisiana (LA) 4,648,794 257,593 Southeast

Massachusetts (MA) 6,892,503 611,917 New England

Maryland (MD) 6,045,680 442,858 Mideast

Maine (ME) 1,344,212 69,409 New England

Michigan (MI) 9,986,857 542,566 Great Lakes

Minnesota (MN) 5,639,632 396,994 Plains

Missouri (MO) 6,137,428 340,144 Plains

Mississippi (MS) 2,976,149 122,015 Southeast

Montana (MT) 1,068,778 55,107 Rocky Mountain

North Carolina (NC) 10,488,084 619,595 Southeast

North Dakota (ND) 762,062 58,777 Plains

Nebraska (NE) 1,934,408 137,268 Plains

New Hampshire (NH) 1,359,711 89,605 New England

New Jersey (NJ) 8,882,190 649,829 Mideast

New Mexico (NM) 2,096,829 106,380 Southwest

Nevada (NV) 3,080,156 185,163 Far West

New York (NY) 19,453,561 1,758,071 Mideast

Ohio (OH) 11,689,100 713,507 Great Lakes

Oklahoma (OK) 3,956,971 198,008 Southwest

Oregon (OR) 4,217,737 262,587 Far West

Pennsylvania (PA) 12,801,989 821,117 Mideast

Rhode Island (RI) 1,059,361 63,053 New England

South Carolina (SC) 5,148,714 255,468 Southeast

South Dakota (SD) 884,659 58,878 Plains
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Table 1. Cont.

DMU Population GDP (2021 1st Quarter—$) Region

Tennessee (TN) 6,829,174 386,444 Southeast

Texas (TX) 28,995,881 1,879,785 Southwest

Utah (UT) 3,205,958 209,203 Rocky Mountain

Virginia (VA) 8,535,519 579,860 Southeast

Vermont (VT) 623,989 34,565 New England

Washington (WA) 7,614,893 651,107 Far West

Wisconsin (WI) 5,822,434 357,365 Great Lakes

West Virginia (WV) 1,792,147 79,690 Southeast

Wyoming (WY) 578,759 39,061 Rocky Mountain

In this table, population data were provided from CovidActNow [48], and gross
domestic product (GDP) and region data were provided Bureau of Economic Analysis
(BEA) [49].

3.3. Inputs, Outputs, and Data

Since the input-output combination preferred by DMUs should produce an output
bundle from the input bundle, it should be technically feasible [35]. In these bundles,
both good (desirable) and bad (undesirable) inputs and outputs factors may be available
[24]. When evaluating DMUs’ efficiency, the desirable and undesirable factors should
be addressed differently. Because in the standard DEA model, increases in undesirable
inputs and desirable outputs are allowed, similarly, decreases in undesirable outputs and
desirable inputs are allowed [50].

The operations strategy matrix mentioned earlier was used as the primary measure-
ment tool.

Data used for inputs and outputs were collected from many databases, public and
private agencies, web pages, etc. in the US for 17 months (from 22 January 2020 to 27 June
2021). The data source of each input and output is mentioned in its description.

There are four inputs used in the analysis; these are Decision Areas/Strategic Decision
Areas in the Operations Strategy Matrix adapted from Slack and Lewis (2017) and Karuppan
et al. (2016) as the main input framework [15,51].

Capacity (i1): An operation’s capacity is the maximum level of value-added activity
that it can perform under normal conditions [15]. Capacity measures can be based on
outputs or the availability of inputs [52]. Most healthcare facilities’ capacity indicators
are composed of volume measures per reporting period [53]. The capacity of healthcare
systems is determined by the capacity of each server and the number of servers being
used [40]. According to the CDC, as an essential disease control measure used by local
and state health department personnel for decades, contact tracing is a key strategy for
preventing the further spread of COVID-19. Thus, it requires people with the training [54].
On the other hand, Donabedian’s Model has argued that personnel is an input measure
of healthcare quality [13]. The Capacity, therefore, is represented by the “Contact Tracer
Capacity Ratio” in this study. Data were provided from CovidActNow [48].

Supply Network (i2): Since a supply network perspective is defined as setting an
operation with all the other operations, it interacts with materials, parts, ideas, information,
data, knowledge, and people all flow through the supply network formed by all these
operations [55]. The Supply network involves the design and management of seamless inter
and intra-organizational processes [39]. Moreover, material, information, and capital flows
must be sustainable [40]. However, COVID-19 has created trouble to manage a sufficient
supply network [41]. Since COVID-19 vaccines reduce the risk of people spreading the
virus, vaccinations are vital to get population immunity [56–59]. COVID-19 vaccines and
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ancillary supplies are procured and distributed by the US federal government at no cost
to jurisdictions (states, territories, tribes, and local entities) [60,61]. The transportation
ecosystem provides the technologies, services, and processes necessary to facilitate market
penetration [44]. According to CDC, distribution is the process of shipping vaccines to
provider locations, as directed by jurisdictions, federal agencies, and pharmacy partners
who are enrolled in the COVID-19 Vaccination Program. Vaccine delivery is the last part
of the distribution process. Deliveries represent the vaccine doses that have arrived at
their destination [62]. The Supply Network, therefore, is represented by the “Distributed
Vaccine Amount/Per Capita” in this study. Data were provided from CovidActNow [48].

Process Technology (i3): Process technology refers to the machines, devices, and
equipment that create and deliver products and services [55]. Process technologies can be
classified into three types: material processing technologies such as flexible manufacturing
systems, information processing technologies such as optical character-recognition ma-
chines, and customer processing technologies such as medical equipment/devices [15]. The
successful delivery of health care depends on medical devices; therefore, the Management
of Medical Equipment (MME) is considered the most critical component within Health
Systems [63]. The SEIR model attempts to predict how a disease will evolve in a population.
Accordingly, all of the COVID-19 deaths have progressed from ICU cases [64]. On the other
hand, Donabedian’s Model has argued that facilities and equipment are input healthcare
quality measures [13]. The Process Technology, therefore, is represented by the “Intensive
Care Unit (ICU) Bed Capacity/Per 100,000 Population” in this study. Data were provided
from CovidActNow [48].

Development and Organization (i4): This input is concerned with a broad and long-
term set of decisions governing how the operation is run continuingly due to different
employees having different tolerance for risk and ambiguity [15]. Additionally, it includes
the workforce organization, planning and control, and improvement activities as an in-
frastructural decision [55]. Since COVID-19 has swept across the USA, it became clear
that certain factors—such as healthcare systems—make some states more vulnerable to its
impact [65]. Vulnerability is a state of sensitivity to disaster [66]. States with higher vulner-
ability have pre-existing economic, social, and physical conditions that may make it hard
to respond to the COVID-19 outbreak [67]. According to Surgo Ventures, the COVID-19
Community Vulnerability Index (CCVI), developed by Surgo Ventures, evaluates how well
any state could respond to the health, economic and social consequences of COVID-19
without appropriate response and additional support. It ranges from 0 to 100 and con-
stitutes seven themes: Socioeconomic Status, Minority Status & Language, Household
& Transportation, Epidemiological Factors, Healthcare Systems Factors, High-Risk En-
vironments, and Population Density. Theme 5, Healthcare System Factors, measure the
capacity, strength, accessibility, and preparedness of the healthcare system to respond to the
COVID-19 outbreak [68]. Development and Organization, therefore, is represented by the
“The COVID-19 Community Vulnerability Index (Theme 5: Healthcare System Factors)” in
this study. Data were provided from Surgo Ventures (Precision for COVID) [68].

There are four outputs, two of which undesirable output, used in the analysis: these
are Competitive Priorities or Performance Objectives in the Operations Strategy Matrix
adapted from Slack and Lewis (2017) and Karuppan et al. (2016) as the main output
framework [15,51].

Quality (o1): Since quality usually means the high specification of a product or
service [15], it can be defined as consistent conformance to customers’ expectations [15,55].
Because quality has two dimensions, high-performance design and, goods and services
consistency [69], in the healthcare area, quality means that patients receive the most
appropriate treatment and that their treatment is carried out correctly [55]. Adopting
the most effective prevention and treatment practices for the leading causes of mortality,
and enabling healthy living are healthcare systems’ priorities [51]. On the other hand,
Donabedian’s Model has argued that patient experience, restoration of function, recovery,
and survival are the output measure of healthcare quality [13]. Therefore, as an undesirable
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output, Quality, is represented by the “Deaths/1M Population” in this study. Data were
provided from Worldometers [1].

Cost (o2): As a competitive priority, cost means offering a product or a service at a
low price relative to the substitute’s product or service prices [69]. Even organizations
that compete on things other than price are interested in keeping their costs low [15].
Economic efficiency considers whether a given output is produced at a low cost [13]. In the
healthcare area, the total cost includes the costs of resources such as material, equipment,
people, facilities, and the costs inherent in the transformation process [51]. According
to USASpending.Gov; in early 2020, the U.S. Congress appropriated funds in response
to the COVID-19 pandemic. These funds were made possible through the Coronavirus
Aid, Relief, and Economic Security (CARES) Act and other supplemental legislation. In
March 2021, additional funds were appropriated through the American Rescue Plan Act.
Once the federal government has determined that an individual, organization, business, or
state, local, or tribal government will receive an award, the money is obligated (promised)
and then outlay (paid) according to the terms of the contract or financial assistance [70].
Therefore, as an undesirable output, the cost is represented by the “Award Outlays/Per
Capita Spending” in this study. Data were provided from USASpending.Gov [70].

Delivery (o3): Delivery, as a competitive priority, refers to the ability to provide
services on time (on-time delivery) or to deliver the services faster (rapid delivery) than the
competitors [51]. Rapid delivery means how quickly an order is received, while on-time
delivery means how often deliveries are made on time [69]. Healthcare delivery includes
many repetitious workflows, such as filling prescriptions, reporting laboratory test results,
and completing radiology images [71]. Donabedian’s Model has argued that preventive
management, coordination, and continuity of care, acceptability of care to the recipient
are the process measure of healthcare quality [13]. Immunization with a safe and effective
COVID-19 vaccine is a critical component of the United States strategy to reduce COVID-
19-related conditions [60]. Vaccines are widely accessible in the United States and are
available for everyone at no cost [59]. Percent vaccinated is the percentage of the total
population of a state that has started the vaccination process by receiving at least their first
dose [67]. Therefore, delivery is represented by the “Vaccinated Rate (+1 Dose)” in this
study. Data were provided from CovidActNow [48].

Flexibility (o4): Flexibility means being able to change the operation anywise [55].
Competing on flexibility refers to responding to changes with minimal penalties [51]. One
operation that can exhibit a wide range of abilities is more flexible than another [15]. As
customer demand is increasing, organizations are increasingly promoting different models
of their products and service [72]. A flexible system can rapidly increase or decrease the
quantity of production to meet demand fluctuations [69]. Some operational uncertainties
can be balanced by systematic flexibility [73]. In the healthcare area, excess capacity or a
flexible workforce is often required to meet demand fluctuations [52]. An essential metric
for coping with demand fluctuations caused by COVID-19 is whether hospitals can handle
the increased load of new COVID-19 cases without resorting to crisis standards of care [64].
Flexibility, therefore, is represented by the “Available ICU Capacity (by percentage)” in
this study. Data were provided from CovidActNow [48].

According to the explanations above, it is assumed that the input bundle used by
DMUs can produce the output bundle in the Operations Strategy Matrix.

Summary statistics of inputs and outputs are presented in Table 2.
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Table 2. Summary statistics of inputs and outputs.

Inputs Min. Max. Mean

Capacity (i1) 0.200 8.5700 1.8162

Supply Network (i2) 0.8705 1.4739 1.1311

Process Technology (i3) 14.25 41.10 25.38

Development and Organization (i4) 0.0000 1.0000 0.5212

Quality (o1) 364 2976 1692

Cost (o2) 2316 25,947 4063

Delivery (o3) 0.3590 0.7350 0.5244

Flexibility (o4) 0.1800 0.6000 0.3368

3.4. Analysis Design

The analysis consists of two stages. In the first stage; since there are two undesirable
(bad) outputs in the dataset, BCC (VRS)-Output Orientation DEA model was employed in
this study. The model proposed by Seiford and Zhu (2002) was applied for undesirable
outputs [50]. Then, DMUs were evaluated using pure technical efficiency scores, a reference
set was identified for each inefficient DMUs, and improvement options of inefficient DMUs
were calculated. In addition to this, fully efficient DMUs are determined based on efficiency
scores and slack values. All analyses were performed using the deaR package in the R
project [74].

In the second stage; an independent-samples t-test was conducted to compare DMUs’
populations in the efficiency and inefficient conditions and an independent-samples t-test
was conducted to compare DMUs’ gross domestic product (GDP) in the efficiency and
inefficient conditions.

4. Results

Pure technical efficiency scores and inputs/outputs values of US states are shown in
Table 3.

Table 3. Pure technical efficiency scores and input/output values.

DMU Efficiency Score i1 i2 i3 i4 o1 o2 o3 o4

Alaska 1 1.64 1.1338 17.50 0.24 502.00 6287.97 0.484 0.27

Alabama 1.01025 0.44 0.9793 33.37 0.96 2312.00 2655.36 0.394 0.18

Arkansas 1 0.54 0.9400 32.18 0.70 1953.00 2316.43 0.416 0.29

Arizona 1 0.16 1.1121 30.36 0.82 2461.00 2695.86 0.492 0.50

California 1.01127 2.09 1.2408 17.58 0.90 1609.00 3544.20 0.608 0.31

Colorado 1.00959 0.62 1.2188 22.21 0.44 1211.00 3741.60 0.576 0.30

Connecticut 1 2.65 1.3218 29.51 0.12 2321.00 3701.11 0.666 0.51

Delaware 1.03175 2.29 1.3115 19.51 0.10 1740.00 4226.13 0.577 0.25

Florida 1.00605 0.33 1.1561 29.71 0.92 1759.00 3190.01 0.531 0.25

Georgia 1.06975 0.97 1.0511 26.01 0.98 2015.00 3963.08 0.425 0.25

Hawaii 1 1.48 1.3699 15.33 0.28 364.00 4628.79 0.694 0.42

Iowa 1.02645 1.18 1.0937 21.39 0.52 1943.00 3253.92 0.512 0.34

Idaho 1 0.51 0.9325 17.18 0.38 1200.00 3009.66 0.393 0.35

Illinois 1.04749 3.09 1.1558 26.52 0.88 2023.00 4596.03 0.588 0.40

Indiana 1.01591 1.12 0.9919 33.51 0.62 2053.00 2782.81 0.443 0.34
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Table 3. Cont.

DMU Efficiency Score i1 i2 i3 i4 o1 o2 o3 o4

Kansas 1.02255 0.69 1.0558 29.11 0.40 1767.00 3419.46 0.489 0.31

Kentucky 1 1.88 0.9963 41.10 0.48 1612.00 2522.23 0.492 0.40

Louisiana 1 0.54 0.8705 39.71 0.50 2307.00 3374.14 0.378 0.38

Massachusetts 1 8.57 1.4103 19.91 0.36 2610.00 4225.28 0.700 0.27

Maryland 1.00622 5.14 1.3954 21.68 0.20 1610.00 3448.70 0.610 0.31

Maine 1 0.71 1.3775 24.10 0.16 638.00 3779.09 0.661 0.23

Michigan 1.02937 1.31 1.1600 24.62 0.68 2099.00 3277.50 0.512 0.27

Minnesota 1 2.27 1.1547 16.05 0.72 1358.00 25,947.46 0.567 0.28

Missouri 1 0.02 0.9961 29.25 0.78 1611.00 2979.07 0.445 0.18

Mississippi 1 0.31 0.8937 28.26 0.60 2485.00 2554.42 0.359 0.30

Montana 1 0.78 1.0382 21.05 0.14 1555.00 4520.29 0.475 0.40

North Carolina 1 0.71 1.1117 22.88 1.00 1279.00 2540.43 0.450 0.23

North Dakota 1 7.14 0.9361 25.59 0.26 2005.00 6125.47 0.437 0.42

Nebraska 1 5.83 1.0791 29.05 0.18 1168.00 3829.86 0.514 0.37

New Hampshire 1.01757 1.32 1.3409 20.74 0.66 1008.00 3984.12 0.618 0.36

New Jersey 1 2.56 1.2890 34.05 0.56 2976.00 3848.45 0.644 0.60

New Mexico 1 0.89 1.1268 20.36 0.64 2067.00 2876.87 0.616 0.38

Nevada 1 0.31 0.9952 28.38 0.66 1840.00 3124.91 0.489 0.33

New York 1.05499 6.26 1.2284 27.51 0.94 2774.00 4278.89 0.596 0.39

Ohio 1.01952 1.28 1.0585 35.56 0.46 1735.00 3061.39 0.480 0.37

Oklahoma 1.02923 0.71 1.0137 24.59 0.34 1866.00 3644.81 0.446 0.35

Oregon 1 0.62 1.3349 19.28 0.58 655.00 3305.07 0.582 0.33

Pennsylvania 1.00539 1.70 1.2188 28.75 0.54 2168.00 3185.67 0.624 0.28

Rhode Island 1 2.14 1.4247 14.25 0.04 2575.00 4531.06 0.642 0.26

South Carolina 1 1.56 1.0255 22.53 0.42 1907.00 2346.02 0.438 0.33

South Dakota 1.08609 4.95 1.0824 26.34 0.32 2295.00 5348.51 0.503 0.44

Tennessee 1 2.52 0.9224 35.08 0.76 1838.00 2735.26 0.413 0.30

Texas 1.03728 0.59 1.0966 23.33 0.86 1811.00 3566.55 0.478 0.18

Vermont 1 0.73 1.0031 19.65 0.80 735.00 3117.00 0.481 0.40

Washington 1 2.00 1.2100 22.37 0.00 1335.00 3184.50 0.586 0.33

Wisconsin 1 2.32 1.4739 16.51 0.84 410.00 5277.58 0.735 0.27

Washington 1 0.92 1.2303 16.44 0.74 781.00 3369.97 0.607 0.28

Wisconsin 1 1.45 1.0489 27.62 0.30 1391.00 3251.07 0.534 0.46

West Virginia 1 0.82 1.0545 37.33 0.06 1605.00 2627.55 0.431 0.29

Wyoming 1 0.15 0.8911 24.02 0.22 1279.00 5343.58 0.390 0.60

According to Table 3, Alaska, Arkansans, Arizona, Connecticut, Hawaii, Idaho, Ken-
tucky, Louisiana, Massachusetts, Maine, Minnesota, Missouri, Mississippi, Montana, North
Carolina, North Dakota, Nebraska, New Jersey, New Mexico, Nevada, Oregon, Rhode
Island, South Carolina, Tennessee, Utah, Virginia, Vermont, Washington, Wisconsin, West
Virginia, and Wyoming have a score of 1, and they are relatively efficient.
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Based on Ozcan (2009) and Ozcan (2014), a reference set, also known as best practices,
was identified for each inefficient DMUs to become efficient [40,43].

Improvement options for the inefficient states are shown in Table 4.

Table 4. Improvement options for the inefficient states.

DMU i1 i2 i3 i4 o1 o2 o3 o4

Alabama 0.00 0.00 –1.78 –0.24 –216.39 –238.75 0.04 0.16

California –1.15 –0.03 0.00 –0.22 –456.29 –252.56 0.01 0.01

Colorado 0.00 0.00 0.00 0.00 –67.33 –212.93 0.01 0.03

Delaware –0.44 –0.06 0.00 0.00 –39.28 –689.72 0.02 0.06

Florida 0.00 0.00 –2.16 –0.29 –7.37 –137.73 0.00 0.10

Georgia 0.00 –0.03 0.00 –0.35 –147.96 –1533.55 0.03 0.06

Iowa 0.00 –0.01 0.00 0.00 –27.35 –600.25 0.01 0.01

Illinois –1.89 0.00 –4.02 –0.31 –45.31 –1429.02 0.03 0.02

Indiana 0.00 0.00 –1.81 –0.04 –159.90 –368.61 0.01 0.01

Kansas 0.00 0.00 –1.12 0.00 –27.28 –508.00 0.01 0.03

Maryland –2.62 –0.16 0.00 0.00 –8.50 –139.93 0.00 0.02

Michigan –0.09 –0.08 –3.18 –0.15 –111.96 –665.94 0.02 0.09

New Hampshire –0.36 –0.05 –2.09 –0.17 –34.59 –385.83 0.01 0.01

New York –4.89 –0.05 –4.90 –0.43 –641.48 –1191.63 0.03 0.02

Ohio 0.00 –0.01 0.00 0.00 –24.24 –446.69 0.01 0.01

Oklahoma 0.00 0.00 –0.08 0.00 –343.73 –651.85 0.01 0.01

Pennsylvania –0.27 –0.05 –6.80 0.00 –39.73 –122.62 0.00 0.12

South Dakota –3.60 0.00 0.00 0.00 –648.11 –1773.55 0.04 0.04

According to Table 4:

• The DMU that needs the most improvement in terms of “i1” is New York.
• The DMU that needs the most improvement in terms of “i2” is Maryland.
• The DMU that needs the most improvement in terms of “i3” is Pennsylvania.
• The DMU that needs the most improvement in terms of “i4” is New York.
• The DMU that needs the most improvement in terms of “o1” is South Dakota.
• The DMU that needs the most improvement in terms of “o2” is South Dakota.
• The DMUs that need the most improvement in terms of “o3” are South Dakota and

Alabama.
• The DMU that needs the most improvement in terms of “o4” is Texas.

As shown in Table 5, independent samples t-tests were conducted to compare DMUs’
populations and gross domestic product (GDP) in the efficiency and inefficient conditions.

Table 5. Independent sample t-test results.

Dependent Variable Efficiency Condition N Mean Std. Deviation P

Population
Efficiency 31 3,988,512.03 2,803,864.465

0.011
Inefficiency 19 10,731,047.42 10,285,057.50

GDP
Efficiency 31 252,090.90 199,971.078

0.018
Inefficiency 19 735,539.84 802,756.118

According to Table 5:
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• There was a significant difference in the scores for efficiency (M = 3,988,512.03,
SD = 2,803,864.465) and inefficiency (M = 10,731,047.42, SD = 10,285,057.50) condi-
tions; t (48) = −2.795, p = 0.011 (in terms of population)

• There was a significant difference in the scores for efficiency (M = 252,090.90,
SD = 19,9971.078) and inefficiency (M = 735,539.84, SD = 802,756.118) conditions;
t (48) = –2.577, p = 0.018 (in terms of GDP)

5. Discussion

COVID-19 pandemic is a complex and unprecedented public health crisis world-
wide. It is crucial to evaluate health systems for mitigating the impact of the COVID-19
pandemic [6].

Although all countries are affected by the pandemic, the United States is the country
with the highest number of COVID-19 cases and deaths reported as of 27 June 2021. Therefore,
both the CDC and each state’s health department are committed to stopping its spread.

CDC’s global COVID-19 response works toward the goals mentioned above by meet-
ing the following objectives: strengthening healthcare system capacity to prevent, detect,
and respond to local COVID-19 cases; mitigating COVID-19 transmission in the community,
across borders, and in healthcare facilities; contributing to the scientific understanding of
COVID-19; ensuring readiness to implement and evaluate vaccination programs [2].

Since healthcare systems rely heavily on scientific analysis to find results that can be
generalized to a larger context [9], the evaluation should be both critical and as objective as
possible [14]. Operation Strategy Matrix is a novel and objective evaluation tool. The matrix
deal with how Strategic Decision Areas (Capacity, Supply Network, Process Technology,
Development and Organization) affect Competitive Priorities (Quality, Cost, Delivery,
Flexibility) [15].

DEA has been used widely in assessing healthcare efficiency in the United States and
around the world at different levels of decision-making units [43]. Therefore, each U.S
State’s Operation Strategy Matrix was evaluated using DEA in the context of the COVID-
19 pandemic. During the analysis, Strategic Decision Areas (Capacity, Supply Network,
Process Technology, and Development and Organization) were considered as inputs while
competitive priorities (Quality, Cost, Delivery, and Flexibility) were considered as outputs.
Capacity was represented by “Contact Tracer Capacity Ratio”. Supply Network was repre-
sented by “Distributed Vaccine Amount/Per Capita”. Process Technology was represented
by “Intensive Care Unit (ICU) Bed Capacity/Per 100,000 Population”. Development and
Organization was represented by “The COVID-19 Community Vulnerability Index (Theme
5: Healthcare System Factors)”. Quality was represented by “Deaths/ 1M Population”. The
cost was represented by “Award Outlays/Per Capita Spending”. Delivery was represented
by “Vaccinated Rate (+1 Dose)”. Flexibility was represented by “Available ICU Capacity
(by percentage)”. Additionally, since there are two undesirable (bad) outputs in the dataset,
BCC (VRS)-Output Orientation Data Envelopment Analysis model was employed. Inputs
(Capacity, Supply Network, Process Technology, and Development and Organization) are
essential components of any operations including healthcare operations while outputs
(Quality, Cost, Delivery, and Flexibility) are results of the inputs.

According to the results, 31 states are efficient, while 19 states are inefficient. Addi-
tionally, Connecticut, Louisiana, Minnesota, New Jersey, Rhode Island, Tennessee, Utah,
Vermont, Washington, and Wyoming are fully efficient DMU based on efficiency scores
and slack values.

A reference set was identified for each inefficient DMUs to become efficient. In the
reference sets:

• New Mexico appeared eighteen times.
• Arizona appeared seven times.
• Oregon, Maine, and Idaho appeared six times.
• South Carolina appeared five times.
• Wyoming, West Virginia, Hawaii, and Arkansas appeared four times.
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• Wisconsin, Massachusetts, and Connecticut appeared three times.
• Washington, Virginia, North Carolina, New Jersey, Missouri, and Kentucky appeared

two times.
• Rhode Island, Nevada, and Mississippi appeared one time.

Additionally, the DMUs that need the most improvement are New York, Maryland,
Pennsylvania, South Dakota, Alabama, and Texas.

It is relatively hard limiting the human-to-human transmission of COVID-19 in large
communities because independent samples t-test results demonstrate that inefficient states
have more population than efficient states. Moreover, 62.25% of the total US population
lives in inefficient states, and 9 out of 12 states in the 3rd Population Quartile (7,845,049.50)
are inefficient, while 9 out of 12 states in the 1st Population Quartile (1,790,876.50) are
efficient. Furthermore, only 10.70% of the total US population lives in fully efficient states.

Economic and human mobility is maximum in the states with high GDP. For this
reason, the spreading of the virus is fast. Hence, independent samples t-test results
demonstrate that inefficient states have more GDP than efficient states. Moreover, 64.14% of
the total US GDP is formed by inefficient states and 8 out of 12 states in the 3rd GDP Quartile
(587,874.25) are inefficient, while 9 out of 12 states in the 1st GDP Quartile (91,862.25) are
efficient. Additionally, only 13.69% of the total U.S GDP is formed by fully efficient states.

From the perspective of BEA region grouping [49]:

• 5 out of 6 states (83.3%) are efficient in the New England Region.
• 1 out of 5 states (20.0%) is efficient in the Mideast Region.
• 1 out of 5 states (20.0%) is efficient in the Great Lakes Region.
• 4 out of 7 states (57.1%) are efficient in the Plains Region.
• 9 out of 12 states (75.0%) are efficient in the Southeast Region.
• 2 out of 4 states (50.0%) are efficient in the Southwest Region.
• 4 out of 5 states (80.0%) are efficient in the Rock Mountain Region.
• 5 out of 6 states (83.3%) are efficient in the Far West Region.

New England and Far West are the most efficient regions while Mideast and Great
Lakes are the least efficient regions by percentages. These results are in line with the
population and GDP findings mentioned above. Additionally, three out of six states are
fully efficient in the New England Region and 1 of 6 states is fully efficient in the Far
West Region.

The SDGs are a universal agenda taking various aspects in development into account
and applying them to all countries [75–77]. According to the United Nations Department of
Economic and Social Affairs, SDG 3 is described as ensuring healthy lives and promoting
well-being for all at all ages, and COVID-19 has shortened life expectancy [10]. United
Nations has called the COVID-19 pandemic, beyond being a health emergency, as a systemic
crisis that is already affecting economies and societies in unprecedented ways [72]. United
Nations has created so that the countries cope with the pandemic, and the dashboards
include some indicators such as the capacity of the healthcare system, vulnerability, and
poverty [73]. These indicators are also included in our research model with the same or
close names.

This study had some limitations. Since COVID-19 is a global pandemic, it is difficult
to assess its effect on health systems. Additionally, data used for inputs and outputs were
collected from many databases, public and private agencies, web pages, etc., in the US
mentioned above. As such these databases were considered to be correct. Furthermore,
data include 17 months from 22 January 2020 to 27 June 2021.

6. Managerial Implication and Conclusions

This study provides the first overview of the healthcare systems of U.S. states in the
context of COVID-19, based on the first 17 months of the pandemic. The use of a novel
evaluation tool named Operation Strategy Matrix constitutes the unique aspect of the study.
Thus, the study is important for healthcare operations research literature.
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The study results might contribute to both the federal and state health authorities;
while the inefficient states can become efficient by applying our improvement suggestions,
the federal government can develop new strategies to mitigate the COVID-19 pandemic
considering our findings especially inductive statistical findings regarding population,
GDP, and region.

Since SGDs address the global challenges we face, it could be yielded some critical
projections for the future from the study’s findings. Moreover, our research findings might
help to ensure healthy lives in the context of COVID-19. The reference sets identified for
each inefficient DMUs to become efficient can be used for both the US and other countries
to achieve SDG Goal 3 amid COVID-19. Especially, fully efficient states (Connecticut,
Louisiana, Minnesota, New Jersey, Rhode Island, Tennessee, Utah, Vermont, Washington,
and Wyoming) can be served as a model to achieve Targets 3.8, 3. c, and 3.d.

Further studies can be developed new models applying different DEA approaches
(Fuzzy DEA, Two-Stage DEA, Network DEA, etc.) to prioritize issues, challenges, drivers, and
barriers related to healthcare systems and SDGs in the context of the COVID-19 pandemic.
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