Abstract: Predicting stock trends in financial markets is of significant importance to investors and portfolio managers. In addition to a stock's historical price information, the correlation between that stock and others can also provide valuable information for forecasting future returns. Existing methods often fall short of straightforward and effective capture of the intricate interdependencies between stocks. In this research, we introduce the concept of a Laplacian correlation graph (LOG), designed to explicitly model the correlations in stock price changes as the edges of a graph. After constructing the LOG, we will build a machine learning model, such as a graph attention network (GAT), and incorporate the LOG into the loss term. This innovative loss term is designed to empower the neural network to learn and leverage price correlations among different stocks in a straightforward but effective manner. The advantage of a Laplacian matrix is that matrix operation form is more suitable for current machine learning frameworks, thus achieving high computational efficiency and simpler model representation. Experimental results demonstrate improvements across multiple evaluation metrics using our LOG. Incorporating our LOG into five base machine learning models consistently enhances their predictive performance. Furthermore, backtesting results reveal superior returns and information ratios, underscoring the practical implications of our approach for real-world investment decisions. Our study addresses the limitations of existing methods that miss the correlation between stocks or fail to model correlation in a simple and effective way, and the proposed LOG emerges as a promising tool for stock returns prediction, offering enhanced predictive accuracy and improved investment outcomes.
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1. Introduction

The accurate prediction of stock trends has long been a vital focus of financial analysis and investment decision making. In today’s volatile and increasingly complex financial market, precise stock price forecasts can significantly improve investment strategies, risk management, and portfolio optimization.

The application of advanced computational methods, coupled with the abundance of financial data, has facilitated the evolution of intricate predictive models adept at capturing the hidden patterns within stock price fluctuations. Over time, a spectrum of techniques, spanning from classical time series analysis to modern machine learning algorithms, has been deployed to address the formidable challenge of forecasting stock trends (see Section 2).

Correlation is a widely employed metric in the realm of financial markets. It has been a fundamental component in financial analysis dating back to Markowitz’s pioneering portfolio theory [1], where the goal of minimizing the variance of investment portfolios was achieved by calculating the correlation between different asset returns. Markowitz’s groundbreaking work established the basis for modern portfolio theory (MPT) and earned
him the Nobel Prize in 1990. To this day, financial analysts routinely conduct assessments of correlations among a wide range of asset returns. These assessments include the returns of different sectors, industries, and indices from a macroscopic perspective, as well as the correlations between individual stocks from a more microscopic viewpoint. It is evident that correlation can furnish vital information. For example, quantifying the correlation between industry sectors may carry important implications for asset pricing and sector diversification [2]. The correlation between stock indices over time reflects the cyclical characteristics of the real sector economy [3].

In the task of stock trend prediction, the integration of correlation information between stock prices also holds significant importance. Notably, various stocks exhibit discernible positive or negative correlations, as depicted in Figure 1. Some correlations can be rationalized by stocks belonging to the same industry, exemplified by the strong positive correlation between 000825.SZ (Shanxi Taigang Stainless Steel, Taiyuan, China) and 000898.SZ (Angang Steel Company Limited, Anshan, China), both representing steel companies, with a Pearson correlation coefficient of 0.90 for the period from 1 January 2016 to 30 June 2020. In some instances, the relationships between strongly correlated stocks are less intuitive. For example, 600027.SH (Huadian Power International Corporation Limited, Jinan, China) and 002230.SZ (iFLYTEK, Hefei, China) are different types of companies, which belong to distinct industries, and are not even listed on the same exchange. Intuitively, the correlation coefficient should be very close to 0 as they lack evident fundamental connections. However, they exhibit a substantial negative correlation. Their Pearson correlation coefficient for the period from 1 January 2016 to 30 June 2020 is $-0.77$. This diversity in correlation sources, some grounded in fundamental factors while others not, underscores the motivation to devise an approach that captures stock correlations solely through historical price data, without relying on fundamental properties.

Figure 1. Correlations in stock prices (both positive and negative correlations). (a) Trend chart of 000825.SZ and 000898.SZ (unit: CNY). (b) Trend chart of 600027.SH and 002230.SZ (unit: CNY).

In this paper, we delve into the prediction of stock returns using neural networks with an emphasis on leveraging graph-based methodologies. We use the information of correlation between stock prices in a quite simple but effective way. We built a graph for the chosen stock pool in which correlations serve as edge weights and stock return predictions are represented as signals on the graph. Utilizing the Laplacian matrix of this graph, we computed the signal’s smoothness. By incorporating this smoothness measure into the loss function, our model accommodates the correlation between stock prices. These techniques have shown promising results in capturing the interdependencies and correlations among stocks within a dynamic market environment. By exploiting the inherent structure of financial markets, as encapsulated by stock correlation graphs, we endeavor to augment the precision and robustness of predictions concerning stock returns.

To demonstrate the effectiveness of our proposed approach, we conduct extensive experiments on two highly representative stock pools in the Chinese stock market: the
constituent stocks of the CSI100 and CSI300 indices. These stock pools provide fertile ground for evaluating the practical applicability of our method, given their status as reflections of the most influential companies traded in the Shanghai and Shenzhen stock exchanges. Through comprehensive analysis and rigorous evaluation, our method exhibits a higher information coefficient (IC) relative to conventional neural network methods, resulting in superior annualized returns and an enhanced information ratio (IR).

The remaining structure of this paper is organized as follows. Section 2 provides an overview of related work in stock price prediction and portfolio investment methodologies. Section 3 gives a detailed explanation of our problem and the definition of the target to be predicted. In Section 4, we present the methodology underpinning our graph-based approach to stock price trend prediction. Section 5 outlines our experimental setup and presents the results and analysis. We conclude in Section 6 by summarizing our findings, discussing their implications, and providing suggestions for future research.

2. Related Work

Stock price prediction has been a subject of enduring interest within the fields of finance and machine learning. Numerous approaches have been explored to enhance predictive accuracy and inform investment strategies. This section provides an overview of the pertinent literature and research efforts.

The predicting techniques used in the literature can be categorized into two principal classes: statistical methods and artificial intelligence models [4].

2.1. Statistical Methods

Statistical methods in investment do not consider real-world events or fundamental analysis [5] but purely employ historical data, such as prices, trading volumes, and other available data to predict price trends that are believed to persist into the future [6]. It is also called technical analysis. The simplest statistical methods used in the early days include simple moving average (SMA), weighted moving average (WMA) [7], and exponential smoothing [8]. SMA computes the unweighted mean of a specific number of preceding data points to estimate the value for the subsequent day. In contrast, WMA employs a weighted average of prior data to forecast future values. Exponential smoothing, on the other hand, utilizes a smoothing constant denoted as $\alpha$ to iteratively refine the prediction value based on the preceding forecast, with the aim of optimizing prediction accuracy in relation to the most recent prediction. Although these techniques provide a foundational understanding, the intricacies of stock markets often necessitate more sophisticated models. The autoregressive integrated moving average (ARIMA) [9] model emerges as a more complicated and robust statistical approach for stock price forecasting. In the ARIMA model, the future value of the stock price is a linear combination of past prices and past errors. Additionally, the generalized autoregressive conditional heteroskedasticity (GARCH) model is often used for forecasting stock market volatility [10].

2.2. Artificial Intelligence Models

Although these advanced statistical models, such as ARIMA and GARCH, are better equipped to capture the complexities of stock markets, the linearity of these traditional statistical models hampers the prediction performances in the case of sudden rise or fall of stock prices [8]. To better extract profitable patterns from historical stock data, artificial intelligence-based methods including machine learning methods and deep learning methods are vital.

2.2.1. Machine Learning Methods

The decision tree algorithm is often used for stock trend prediction. Nair et al. build a C4.5 decision tree to select the relevant features and design a rough set-based system from the extracted features to predict the next-day trend [11]. Wang and Chan introduce a two-layer bias decision tree with technical indicators to create a rule that decides to buy or not
buy [12]. Support vector machines (SVMs) are also successfully applied in the time series prediction domain due to their ability to achieve a high generalization performance and testing accuracy [13]. Tay et al. introduce the application of SVM for financial time series forecasting and show effective applications in the stock markets [14]. Grigoryan proposes an SVM model with independent component analysis (ICA) for stock market prediction [13].

Compared with these single classifiers, classifier ensembles have been shown to perform better [15]. Khaidem et al. show the applications of random forest in stock trend prediction. The learning model used is an ensemble of multiple decision trees and achieves impressive and robust results [16]. Tsai et al. consider the hybrid methods of majority voting and bagging. The results show that multiple classifiers outperform single classifiers in terms of prediction accuracy and returns on investment [17].

2.2.2. Deep Learning Methods

In addition to the traditional machine learning methods mentioned above, deep learning techniques have received widespread attention in various fields, including the investment field. The simplest model is multi-layer perceptron (MLP) [18–20]. To further model the long-term dependency in the time domain, recurrent neural networks (RNN), especially long short-term memory (LSTM) networks, have also been employed in financial prediction [21–23]. In particular, Nelson et al. study the usage of LSTM networks on the prediction of future trends of stock prices based on the price history, alongside technical analysis indicators [22]. Chen et al. demonstrate the power of LSTM in stock market prediction in China [21]. Roondiwala et al. present an RNN and LSTM approach to predict stock market indices [23].

These methods primarily focus on modeling the time series of individual stocks in isolation, often disregarding the interdependencies and correlations between stocks. It is essential to recognize that individual stocks are interconnected, and more useful patterns appear when the relationship between stocks is considered. Researchers explore the relationship between subjects as prior knowledge to improve the fitting ability of deep learning models [24]. To mine the cross-stock shared information and improve the stock trend forecasting performance, many cross-stock methods employ the graph neural network (GNN) [25]. Li et al. propose an LSTM relational graph convolutional network to model the connection among stocks with their correlation matrix. They build the connection between two stocks when the absolute value of their correlation is above a threshold [26]. Long et al. utilize the knowledge graph and graph embedding techniques to select the relevant stocks of the target for constructing the market and trading information [27]. Wu et al. treat trading days as nodes and use graph embeddings to represent the association between time points as input and use node weights as a priori knowledge to enhance the learning of temporal attention [28].

3. Problem Formulation

This section elucidates the problem statements and related concepts. Because the exact price of a stock is extremely hard to predict accurately [29], we predict the stock price movement instead.

**Definition 1 (Stock returns).** It is common to define the stock price trend as stock returns, namely the change rate of the stock price at the next time step. If we consider the close price of stock i at time \( t \) as \( p_{t}^{i} \), then the stock return of stock i at time \( t \) is defined as the following:

\[
    r_{t}^{i} = \frac{p_{t+2}^{i} - p_{t+1}^{i}}{p_{t+1}^{i}}.
\]

Much of the literature in academic research use \( \frac{P_{t+1} - P_{t}}{P_{t}} \) to represent the returns \( r_{t} \) at time \( t \). However, the reason for using the change rate from time \( t + 1 \) to time \( t + 2 \) rather than that from time \( t \) to time \( t + 1 \) lies in the fact that, when making investments, knowledge of the close price of time \( t \) implies that the stock market has already closed on
that day, and hence purchasing stocks at that close price of day \( t \) is unrealistic. In practice, most asset management companies such as hedge funds or proprietary trading firms use the price of the next time period, because we cannot buy at the current close price in reality, and the use of price for the next time will result in a more realistic accurate rate of return. It is sometimes called the actual return [30,31]. Therefore, it becomes imperative to forecast the change rate for the next day, which would enable us to buy stocks at the close price of day \( t + 1 \) and eventually sell them on day \( t + 2 \).

**Problem 1 (Stock Trend Prediction).** Given a set of stock features of stock \( i \) at time \( t \), the objective of stock trend prediction is to forecast the stock return \( r_{ti} \).

### 4. Our Framework

In this section, we present fundamental concepts and our framework. We begin by introducing the correlation matrix, followed by an explanation of the graph Laplacian. Finally, we outline the construction of our Laplacian correlation graph (LOG) and the design of the associated loss function to optimize neural network parameters.

#### 4.1. Correlation Matrix

Let \( r_{ti} \) denote the return of stock \( i \) at time \( t \). Then, given the window size of a time period \( T \), we can calculate the Pearson’s correlation coefficient \( \rho_{ij} \) between any stock pairs. First, we calculate the mean and the variance value of the stock return of stock \( i \) during this time period as follows:

\[
\bar{r}_i = \frac{1}{T} \sum_{t=0}^{T} r_{ti}, \\
\text{Var}_i = \frac{1}{T} \sum_{t=0}^{T} (r_{ti} - \bar{r}_i)^2.
\]

Then, we define the Pearson’s correlation coefficient \( \rho_{ij} \) between stock \( i \) and stock \( j \) as follows:

\[
\rho_{ij} = \frac{1}{T} \sum_{t=0}^{T} \frac{(r_{ti} - \bar{r}_i)(r_{tj} - \bar{r}_j)}{\sqrt{\text{Var}_i \cdot \text{Var}_j}}.
\]

Let \( W \in \mathbb{R}^{n \times n} \), where \( n \) is the number of stocks in the stock pool and \( W_{ij} = \rho_{ij} \), then \( W \) is the correlation matrix of the stock pool under investigation.

#### 4.2. Laplacian Matrices of Graphs

Let \( G = (V, E) \) be a graph on \( n \) vertices, with its vertex set \( V = V(G) = \{v_1, \ldots, v_n\} \) and edge set \( E = E(G) = \{e_1, \ldots, e_m\} \). Suppose \( G \) is an undirected graph without loops or multiple edges.

We can then define an adjacency matrix \( A(G) \) and a degree matrix \( D(G) \) as follows:

\[
A_{ij} = \begin{cases} 
0 & \text{if } (v_i, v_j) \notin E, \\
1 & \text{if } (v_i, v_j) \in E,
\end{cases}
\]

and \( D = \text{diag}(D_1, \ldots, D_n) \), where \( D_i \) is the degree of vertex \( i \), \( D_i = \sum_{j=1}^{n} A_{ij} \). The adjacency matrix is a means of representing which vertices of a graph are adjacent to which other vertices [32]. And the degree of a vertex reflects the number of other vertices it is connected to.

Given \( A(G) \) and \( D(G) \), the Laplacian matrix \( L(G) \) is defined as \( L(G) = D(G) - A(G) \). Let \( X = (x_1, \ldots, x_n) \) be a signal on \( V \), the Laplacian matrix \( G \) has the following quadratic form property:
Consider a more general situation where edges have weights. The above is a special case where all edge weights are 0 or 1. Define the weight matrix \( W = (w_{ij}) \), where \( w_{ij} \) is the weight of edge \((v_i, v_j)\). The \( W \) is similar to the adjacency matrix but with arbitrary values. We similarly define the degree matrix \( D = \text{diag}(D_1, \ldots, D_n) \), where \( D_i = \sum w_{ij} \), let \( L(G) = D(G) - W(G) \), we have the following quadratic form property by simply substitute \( W \) for \( A \) in the above formula:

\[
x^T L x = \frac{1}{2} \sum_{i \neq j} W_{ij} (x_i - x_j)^2.
\]

This quadratic form can be used to measure the smoothness of the signal \( X \) on the graph. The closer the signal values on the two vertices connected by edges with higher weights, the smaller the quadratic form, and the smoother the signal. Through this property, the Laplacian matrix connects the similarity of two vertices with the similarity of signals on the vertices. This is the main idea we will use to formulate that positively correlated stocks will have similar price trends in the future.

### 4.3. Laplacian Correlation Graph

We consider a correlation-based graph \( G = (V, E) \). Individual stock is considered as a node. It is common practice to construct stock market graphs using Pearson’s correlation coefficient \([33]\), as this can measure the similarity between nodes. Both weighted and unweighted edges can be used. For an unweighted graph, there will be an edge between the node \( i \) and \( j \) if \( \rho_{ij} \geq \rho_{\text{thres}} \) \([26]\).

For weighted graphs, various methods can be employed to determine weights based on the correlation between stock pairs. One way is to take the absolute value, \( w_{ij} = |\rho_{ij}| \) \([34]\). However, this method has the limitation of assigning a positive similarity to negatively correlated stocks. Alternatively, the correlation can be transformed into a distance measure, \( w_{ij} = \sqrt{2(1 - \rho_{ij})} \) \([35]\). This distance is inversely related to the correlation coefficient, and when the correlation is close to 1, this distance is too small to display the close similarity, thus this is an improper method for our use. In our work, we directly use the correlation coefficients as the weight of edges without transformation. This approach ensures that in subsequent calculations of the Laplacian matrix quadratic form, greater weights are automatically assigned to the differences between stocks with higher similarities. The correlation coefficients are dynamically updated by training sets because our dataset is rolled forward for six months each time.

To build a LOG, we first apply a modification to the correlation matrix to form a weight matrix that is more compatible with graph theory. Let \( \tilde{W} \) denote the adjusted weight matrix, where \( \tilde{W} \) is defined as follows:

\[
x^T L x = \sum_{i,j} L_{ij} x_i x_j = \sum_{i=1}^{n} D_i x_i^2 - \sum_{i \neq j} A_{ij} x_i x_j
\]

\[
= \frac{1}{2} \left[ \sum_{i=1}^{n} D_i x_i^2 - 2 \sum_{i \neq j} A_{ij} x_i x_j + \sum_{i=1}^{n} D_i x_i^2 \right]
\]

\[
= \frac{1}{2} \left[ \sum_{i \neq j} A_{ij} x_i^2 - 2 \sum_{i \neq j} A_{ij} x_i x_j + \sum_{i \neq j} A_{ji} x_j^2 \right]
\]

\[
= \frac{1}{2} \sum_{i \neq j} A_{ij} (x_i^2 - 2x_i x_j + x_j^2)
\]

\[
= \frac{1}{2} \sum_{i \neq j} A_{ij} (x_i - x_j)^2 = \frac{1}{2} \sum_{(v_i, v_j) \in E} (x_i - x_j)^2.
\]
\[ \tilde{W}_{ij} = \begin{cases} 0 & \text{if } i = j, \\ W_{ij} & \text{if } i \neq j, \end{cases} \]

where \( \tilde{W} \) is symmetric because \( W \) is symmetric.

Let \( G = (S,E,\tilde{W}) \) be a weighted graph where \( S \) denotes the stock pool and \( E \) represents the set of stock pairs. We define a diagonal matrix of node degrees \( D \) as follows:

\[ D_{ij} = \begin{cases} \sum_{k \neq i} \tilde{W}_{ik} & \text{if } i = j, \\ 0 & \text{if } i \neq j, \end{cases} \]

and the graph Laplacian is defined as

\[ L = D - \tilde{W}, \]

\[ L_{ij} = \begin{cases} \sum_{k \neq i} \tilde{W}_{ik} & \text{if } i = j, \\ -\tilde{W}_{ij} & \text{if } i \neq j. \end{cases} \]

This graph is formed based on correlations and draws inspiration from the Laplacian matrix, thus referred to as a Laplacian correlation graph (LOG). The graph Laplacian can be used to measure the smoothness of a signal on a graph.

For a signal on a graph \( x : S \to \mathbb{R}, x \in \mathbb{R}^n, x_i \) is the signal on vertex \( i \), and the smoothness of \( x \) can be measured with a quadratic form of the graph Laplacian,

\[ x^T L x = \frac{1}{2} \sum_{i \neq j} \tilde{W}_{ij} (x_i - x_j)^2. \]

Inspired by this property of graph Laplacian, we can design the loss function to characterize stock correlation.

### 4.4. Training Loss Design

The loss function consists of two parts after we construct the LOG.

**Improve estimate.** First, we choose a base model, such as LSTM. The experiments we conduct in Section 5 choose five base models. The base model uses the mean squared error (MSE) loss function that depicts the accuracy of the original neural network.

\[ L_1(\theta) = \sum_{t \in T} \text{MSE}_t = \sum_{i \in T} \sum_{i \in S_t} \frac{(\hat{r}_t^i - r_t^i)^2}{|S_t|}. \]

Here, \( T \) is the set of trading days in the training period; \( \text{MSE}_t \) is the MSE loss on trading day \( t \); \( S_t \) is the stock pool considered on trading day \( t \); \( \hat{r}_t^i \) and \( r_t^i \) represent the prediction and the ground truth of return of stock \( i \) at day \( t \), respectively; \( \theta \) is the parameter of the neural network in the base model.

**Maintain correlation.** Then, we add our LOG. We conduct a second term to evaluate the prediction of correlations between stocks. We refer to this term as the correlation penalty.

\[ L_2(\theta) = \sum_{t \in T} \sum_{i,j \in S_t} \frac{\tilde{W}_{ij} (\hat{r}_t^i - \hat{r}_t^j)^2}{2|S_t|}. \]

Here, \( \tilde{W}_{ij} \) is the entry \( (i,j) \) of the adjusted weight matrix. It represents the correlation between stock \( i \) and stock \( j \); therefore, we employ it as a weight coefficient. Although some studies indicate that correlations may not be fully maintained in the long run, researchers found that short-term correlations of assets exhibit relatively little change. Let \( \tilde{W}_i = \beta \tilde{W}_{i-1} + F(\epsilon_{i-1}) \) be an autoregression model to formulate the dynamic evolution of correlations. Empirical results [36,37] show that the \( \beta \) is always within \([0.9,1]\), thus showing that the correlation of adjacent time periods is very close. Therefore, it is expected
that stocks with positive correlations in the past will maintain the correlation in the near future. The greater the correlation coefficient between two stocks, the more similar their future trends will be. This term can be computed in a vectorized manner by the Laplacian matrix of the graph, and the matrix form can improve computational efficiency. Let \( \hat{r}^t = (\hat{r}^t_1, \cdots, \hat{r}^t_{|S^t|}) \) be the prediction vector on day \( t \). The second loss term can be then formulated as

\[
\mathcal{L}_2(\theta) = \sum_{t \in T} \frac{1}{|S^t|} (\hat{r}^t)\top L(\hat{r}^t).
\]

By formulating the loss into the matrix form, it will save a lot of time compared to calculating term by term, thus improving computational efficiency. It also provides a simpler model representation. The construction of the correlation graph, as well as the calculation of its Laplacian matrix, leads to the quadratic form, which automatically assigns a larger weight to the difference of stocks with higher similarities.

The total loss function is

\[
\mathcal{L}(\theta) = \mathcal{L}_1(\theta) + \lambda \mathcal{L}_2(\theta).
\]

Here, \( \lambda \) is a hyper-parameter that regulates the effect of the correlation penalty. The set of neural network parameters \( \theta \) is iteratively updated using Adam algorithms to solve the following optimization problem:

\[
\theta_0 = \underset{\theta \in \Theta}{\arg\min} \mathcal{L}(\theta).
\]

Figure 2 shows the framework of our LOG structure. Algorithm 1 shows the overall algorithm.

**Algorithm 1 LOG framework.**

**Input:** Stock pool \( S \), Features \( F \), base model \( \mathcal{M}(\theta) \), \( n_{epoch} \);

**Output:** \( \mathcal{M}(\theta) \);

Calculate \( W, \hat{W}, D, L \)

for all \( i = 1, 2, \cdots, n_{epoch} \) do

\[
\hat{R} = \mathcal{M}(F);
\]

\[
\mathcal{L}_1(\theta) = \text{MSE}(\hat{R}, R);
\]

\[
\mathcal{L}_2(\theta) = \text{Mean}(\hat{R}\top L\hat{R});
\]

\[
\mathcal{L}(\theta) = \mathcal{L}_1(\theta) + \lambda \mathcal{L}_2(\theta);
\]

Optimizing algorithms to update \( \theta \) by minimizing \( \mathcal{L}(\theta) \);

end for

return \( \mathcal{M}(\theta) \).
5. Experiments

We conduct multiple sets of experiments with real-world data to validate the effectiveness of our proposed method in practical applications.

5.1. Datasets

Stock pools. We evaluate our method on two highly representative stock pools in the Chinese stock market: constituent stocks of CSI100 and CSI300 indices. CSI100 and CSI300 consist of the top 100 and top 300 stocks traded in the Shanghai and Shenzhen stock exchanges. Therefore, CSI100 reflects the performances of the most influential large-cap A-shares market, whereas CSI300 is regarded as the Chinese counterpart of the S&P 500 and serves as a comprehensive gauge of the overall performance of the Chinese stock market.

Stock features. We use the stock features of Alpha158 in the open-source, AI-oriented quantitative investment platform Qlib [38]. Alpha158 contains 158 features, or, in quantitative investment terms, factors. All of these factors are derived from six fundamental components of stock data, namely, the opening price, closing price, highest price, lowest price, volume-weighted average price (VWAP), and trading volume for each trading day, as commonly employed in quantitative investment analysis.

5.2. Data Processing

We conduct several pre-processing steps for the data before training. There are three steps to get the input format for the features.

Step 1. Normalizing original data. The original data are price and volume data, namely the six fundamental components mentioned above. These price data are adjusted prices to account for corporate actions affecting stock prices, such as stock splits, dividends, and rights offerings. Qlib normalizes the adjusted prices on the first trading day for each stock to a value of 1, ensuring that the initial price for each stock is standardized to 1.

Step 2. Calculating feature values. The normalized original data are then used to calculate 158 features for the stock pool.

Step 3. Processing the feature values. To get the final input format, further processing is required. First, we fill in missing values with 0. Then, we conduct the cross-sectional rank normalization method to normalize the features, which is an operation that groups the data by each day and ranks across all the stocks in each day. The operations across different stocks are often called cross-sectional operations.

5.3. Experiment Settings

Baselines. We add our LOG module to the following base models: MLP, GRU, LSTM, GATs, and Transformer. We test the predicting ability of these models with and without our LOG module.

- MLP: a multi-layer perceptron (MLP) with two layers. The number of units on each layer is 64. The dropout probability of each layer is 0.5.
- GRU [39]: a two-layer gated recurrent unit (GRU) network. The number of units on each layer is 64.
- LSTM [40]: a two-layer long short-term memory (LSTM) network. The number of units on each layer is 64.
- GAT [41]: a two-layer graph attention network (GAT). We use a GRU network as the embedding module. Each stock is a node and the attention coefficient between stock $i$ and stock $j$ is a linear transformation of their hidden representations obtained by the embedding GRU. The coefficients are then normalized using the softmax function.

$$e_{ij} = a(Wh_i, Wh_j), \quad a_{ij} = \frac{\exp(e_{ij})}{\sum_k \exp(e_{ik})}$$

- Transformer [7,42,43]: A transformer network with a two-layer encoder. We adopt four heads in the multi-head attention models and dropout probability 0.5 in the encoder layer.
Dataset arrangement. Our dataset contains the historical data for constituent stocks of CSI100 and CSI300 indices from 1 January 2008 to 30 June 2020. Our training approach is conducted in a rolling way. Specifically, we use a 4.5-year dataset to predict the subsequent 0.5-year periods. Thus, the test period is from 1 July 2012 to 30 June 2020 and contains 16 training phases. The training set is also employed to calculate the correlation matrix for the corresponding test set. To prevent overfitting, we randomly sample 15% of the training set as the validation set at each phase of training.

Figure 3 shows the temporal evolution of the CSI 100 and CSI 300 indices over the period from 1 January 2008 to 30 June 2020, as well as our division of training and testing sets. This time frame encompasses various market styles, including sharp rises, sharp falls, and minor fluctuations. This diversity in market styles can check our model’s performance under different market conditions, ensuring that our model has good generality and robustness.

Evaluation metrics. We first employ three widely used evaluation metrics in the quantitative investment field: the information coefficient (IC), rank IC, and long position cumulative return (CR). Since we cannot short stocks in the Chinese stock market, the prediction of long positions is more vital than short positions, making the evaluation of returns for long positions a more pragmatic indicator.

The information coefficient is the correlation between the security’s actual returns and the investor’s forecasts of returns on those securities [44]. Simulated ICs can help investment managers make determinations for choosing their models. In the actual investment process, stocks with the highest predicted values are selected. Therefore, IC, an indicator that represents the correlation between predicted values and true values, is more useful than MSE, an indicator of absolute error. It might be volatile across time but can still be very useful if carried out carefully [45]. The information coefficient of day $t$ is

$$IC_t = \text{corr}(r^t, \hat{r}^t).$$

Here, corr is the Pearson correlation coefficient; $r^t = (r_{t1}, r_{t2}, \ldots)$ is the real return of stocks of day $t$, and $\hat{r}^t = (\hat{r}_{t1}, \hat{r}_{t2}, \ldots)$ is the predicted return of day $t$. We use the average value of each IC to represent the IC of the entire period of time.

Similarly, we replace the Pearson correlation coefficient with the Spearman correlation coefficient and obtain RankIC of day $t$.

$$\text{RankIC}_t = \text{corr}(\text{rank}_t^r, \text{rank}_t^{\hat{r}}).$$

Averaging the daily RankIC, we obtain the RankIC of the entire test set.
A cumulative return (CR) is the total amount of return generated by an investment within a specified time frame.

\[
CR = \frac{\text{current capital} - \text{initial capital}}{\text{initial capital}}.
\]

When calculating the long position cumulative return, we simulated buying \( k \) stocks with the highest predicted value on each trading day and calculated the cumulative return from the beginning to the end of the test period. We chose \( k = 50 \). We consider excess returns rather than absolute returns. Excess returns, also known as Alpha in the investment field, refer to the returns achieved above and beyond the return of a benchmark index, namely the CSI 100 and CSI 300 indices in this paper. Excess returns are an important metric that helps an investor gauge performance in comparison to other investment alternatives. We use \( CR_{\text{excess}} \) in the following results.

\[
CR_{\text{excess}} = CR - CR_{\text{index benchmark}}.
\]

Additionally, given our objective of practical applicability in real-world investment scenarios, we consider the impact of transaction fees, price limits, and suspension of trading. We adopt an initial account capital of 100 million CNY. The commission fee for purchasing stocks is set at 0.05%, whereas the fee for selling stocks is 0.15%, with a minimum commission charge of 5 CNY. Stocks are traded in units of 100 shares. The stocks that cannot be traded due to price limits or trading suspensions are excluded while simulating the trading. We use our predictions to build real-world investment portfolios and conduct backtesting, and we compare the annualized excess return (AER), maximum drawdown (MDD), and information ratio (IR) with transaction costs of our backtesting results.

The annualized excess return is the geometric average of an investment’s excess cumulative return in a year.

\[
\text{AER} = \left(1 + CR_{\text{excess}}\right)^{\frac{365}{\text{Days Held}}} - 1.
\]

Here, \( CR_{\text{excess}} \) is calculated considering the transaction costs and restrictions mentioned above.

Maximum drawdown is the maximum cumulative loss from a market peak to the following trough [46].

\[
\text{MDD} = -\max\left\{\frac{\text{peak value} - \text{trough value}}{\text{peak value}}\right\}.
\]

MDD is a metric that tracks the most significant potential percentage decline in the value of a portfolio over a given period. It is a commonly used indicator to measure the risk control ability of a strategy. A lower absolute value of MDD implies a smaller possible maximum loss amplitude.

The information ratio is the average excess return per unit of volatility in excess return [44]. Rooted in the Markowitz mean-variance framework, it aims to provide a single metric that encapsulates the mean-variance characteristics of a portfolio.

\[
\text{IR} = \frac{\hat{ER}_t}{\hat{\sigma}_{ER}}.
\]

where \( ER_t \) is the excess return from the benchmark index on day \( t \), and \( \hat{\sigma}_{ER} \) is the standard deviation of \( ER_t \).
Among the above metrics, AER measures the profitability of investment by quantifying the returns generated above a benchmark or risk-free rate. MDD evaluates risk by identifying the largest peak-to-trough decline in the value of an investment, thus providing insights into potential losses and the risk of significant downturns. The information ratio offers a comprehensive metric that balances both returns and risks, as it is calculated by dividing the excess returns by the tracking error, thus indicating how effectively the portfolio generates returns relative to its risk. Collectively, these three metrics provide a multifaceted understanding of an investment portfolio’s performance. By analyzing these indicators in conjunction, one can gain a more nuanced perspective on the portfolio’s profitability and its capacity to manage and mitigate risks effectively.

In order to eliminate the impact of different initializations, we repeat each experiment 10 times and record the average value and standard deviation for all evaluation metrics.

5.4. Predictive Ability of Our Model

Table 1 shows the main results of the five base models with and without our LOG module. All these base models achieve a higher IC, rank IC, and cumulative return with the incorporation of our LOG framework in both the CSI100 and CSI300 markets. In models exclusively focusing on individual stocks, such as MLP, GRU, and LSTM, our module takes into consideration inter-stock correlations, consequently leading to improved performance.

<table>
<thead>
<tr>
<th>Methods</th>
<th>CSI100</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th>CSI300</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>IC</td>
<td>Rank IC</td>
<td>CR</td>
<td>IC</td>
<td>Rank IC</td>
<td>CR</td>
<td>IC</td>
<td>Rank IC</td>
</tr>
<tr>
<td>MLP</td>
<td>0.0649</td>
<td>0.0626</td>
<td>0.9836</td>
<td>0.0747</td>
<td>0.0717</td>
<td>3.6233</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(1.60 × 10⁻³)</td>
<td>(1.69 × 10⁻³)</td>
<td>(1.05 × 10⁻²)</td>
<td>(1.22 × 10⁻²)</td>
<td>(1.23 × 10⁻²)</td>
<td>(2.75 × 10⁻¹)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MLP + LOG</td>
<td>0.0666</td>
<td>0.0645</td>
<td>1.1015</td>
<td>0.0752</td>
<td>0.0727</td>
<td>3.9937</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(8.96 × 10⁻⁴)</td>
<td>(1.26 × 10⁻³)</td>
<td>(9.14 × 10⁻²)</td>
<td>(8.70 × 10⁻⁴)</td>
<td>(8.82 × 10⁻⁴)</td>
<td>(2.94 × 10⁻¹)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GRU</td>
<td>0.0653</td>
<td>0.0625</td>
<td>1.0086</td>
<td>0.0761</td>
<td>0.0733</td>
<td>3.4192</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(3.81 × 10⁻⁴)</td>
<td>(2.84 × 10⁻⁴)</td>
<td>(6.60 × 10⁻²)</td>
<td>(5.86 × 10⁻⁴)</td>
<td>(9.16 × 10⁻⁴)</td>
<td>(2.98 × 10⁻¹)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GRU + LOG</td>
<td>0.0660</td>
<td>0.0655</td>
<td>1.1753</td>
<td>0.0770</td>
<td>0.0740</td>
<td>3.7135</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(1.23 × 10⁻³)</td>
<td>(1.47 × 10⁻³)</td>
<td>(5.92 × 10⁻²)</td>
<td>(1.27 × 10⁻²)</td>
<td>(1.15 × 10⁻²)</td>
<td>(3.80 × 10⁻¹)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LSTM</td>
<td>0.0654</td>
<td>0.0632</td>
<td>1.0367</td>
<td>0.0735</td>
<td>0.0706</td>
<td>3.6262</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(1.75 × 10⁻³)</td>
<td>(1.69 × 10⁻³)</td>
<td>(9.44 × 10⁻²)</td>
<td>(1.16 × 10⁻²)</td>
<td>(1.14 × 10⁻²)</td>
<td>(2.40 × 10⁻¹)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LSTM + LOG</td>
<td>0.0666</td>
<td>0.0641</td>
<td>1.1634</td>
<td>0.0737</td>
<td>0.0710</td>
<td>3.8031</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(1.58 × 10⁻³)</td>
<td>(1.65 × 10⁻³)</td>
<td>(8.00 × 10⁻²)</td>
<td>(1.06 × 10⁻²)</td>
<td>(9.41 × 10⁻⁴)</td>
<td>(4.08 × 10⁻²)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GAT</td>
<td>0.0594</td>
<td>0.0573</td>
<td>0.8648</td>
<td>0.0713</td>
<td>0.0690</td>
<td>3.1322</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(2.64 × 10⁻³)</td>
<td>(2.22 × 10⁻³)</td>
<td>(6.03 × 10⁻²)</td>
<td>(1.36 × 10⁻²)</td>
<td>(1.16 × 10⁻²)</td>
<td>(1.97 × 10⁻¹)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GAT + LOG</td>
<td>0.0615</td>
<td>0.0592</td>
<td>0.9552</td>
<td>0.0716</td>
<td>0.0693</td>
<td>3.2590</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(2.20 × 10⁻³)</td>
<td>(2.33 × 10⁻³)</td>
<td>(8.58 × 10⁻²)</td>
<td>(1.74 × 10⁻²)</td>
<td>(1.82 × 10⁻²)</td>
<td>(2.60 × 10⁻¹)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Transformer</td>
<td>0.0561</td>
<td>0.0555</td>
<td>0.7026</td>
<td>0.0665</td>
<td>0.0653</td>
<td>2.9362</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(1.76 × 10⁻³)</td>
<td>(1.90 × 10⁻³)</td>
<td>(7.95 × 10⁻²)</td>
<td>(1.74 × 10⁻²)</td>
<td>(1.67 × 10⁻²)</td>
<td>(2.59 × 10⁻²)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Transformer + LOG</td>
<td>0.0573</td>
<td>0.0574</td>
<td>0.8176</td>
<td>0.0700</td>
<td>0.0683</td>
<td>3.1703</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(2.22 × 10⁻³)</td>
<td>(1.69 × 10⁻³)</td>
<td>(7.75 × 10⁻²)</td>
<td>(1.56 × 10⁻²)</td>
<td>(1.45 × 10⁻²)</td>
<td>(3.14 × 10⁻¹)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

In models such as GAT and Transformer, relationships between stocks have been considered. For example, GAT models rely on the attention mechanism to weight the importance of neighboring nodes. When the LOG module is integrated, the pre-existing attention mechanism might overshadow the benefits introduced by the correlation weights from the LOG module. This could result in less marginal performance improvements. Similar to GAT, the self-attention mechanism in Transformers may reduce the additional benefit gained from the LOG module as well. However, these models only consider the relationships at the feature level and primarily focus on assessing the similarity between stock features. On this basis, our model directly incorporates the correlation between prices, which is the prediction target. Consequently, our model demonstrates enhanced performance in predictive tasks.
5.5. Backtesting Results

To validate the practical efficacy of our model in real investments, we implemented an investment strategy based on our predictions and conducted backtesting throughout the test period (1 July 2012 to 30 June 2020). The investment strategy is referred to as top-K-strategy. Similar to the calculation of long position return, on each trading day \( t \), we rank all the stocks in the stock pool (CSI100 or CSI300) in descending order of their predicted return values. Then, we select the top \( k \) stocks to form the portfolio, wherein an equal allocation of investment capital is made, while any currently held stocks not included in the top \( k \) are liquidated. In our experiments, we set \( k = 50 \).

To simulate real-world trading, we assume the buying price to be the closing price of day \( t \), given that the inclusion of the closing price of day \( t \) among the 158 features implies the closure of the stock market on day \( t \), thereby necessitating the purchase of stocks on the next trading day.

Table 2 shows the results of excess returns with costs, including annualized excess return (AER), maximum drawdown (MDD), and information ratio (IR). Across both the CSI100 and CSI300 markets, the integration of our LOG framework consistently leads to higher annualized excess returns, reduced maximum drawdown, and elevated information ratios for all base models. Figure 4 presents a visualization of the IR results, showing the distribution of IR obtained from the trained models during backtesting. Since we conducted 10 times of experiments for each model, the violin boxplots present outcomes from all the experiments and mark out the 0.25th, 0.5th, and 0.75th quantiles. After adding our LOG, the IR of the backtesting has significantly improved, underscoring the practical value of our method in real-world investment scenarios.

Table 2. Backtesting results (and their standard deviation) on CSI100 and CSI300.

<table>
<thead>
<tr>
<th>Methods</th>
<th>CSI100</th>
<th></th>
<th></th>
<th>CSI300</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AER</td>
<td>MDD</td>
<td>IR</td>
<td>AER</td>
<td>MDD</td>
<td>IR</td>
</tr>
<tr>
<td>MLP</td>
<td>0.0412</td>
<td>−0.1371</td>
<td>0.6013</td>
<td>0.1624</td>
<td>−0.1800</td>
<td>1.6493</td>
</tr>
<tr>
<td></td>
<td>( (7.24 \times 10^{-3}) )</td>
<td>( (1.22 \times 10^{-2}) )</td>
<td>( (1.05 \times 10^{-3}) )</td>
<td>( (9.34 \times 10^{-3}) )</td>
<td>( (1.86 \times 10^{-2}) )</td>
<td>( (7.92 \times 10^{-2}) )</td>
</tr>
<tr>
<td>MLP + LOG</td>
<td>0.0491</td>
<td>−0.1299</td>
<td>0.7217</td>
<td>0.1741</td>
<td>−0.1719</td>
<td>1.8003</td>
</tr>
<tr>
<td></td>
<td>( (5.88 \times 10^{-3}) )</td>
<td>( (1.03 \times 10^{-2}) )</td>
<td>( (8.71 \times 10^{-2}) )</td>
<td>( (9.10 \times 10^{-3}) )</td>
<td>( (7.16 \times 10^{-3}) )</td>
<td>( (1.04 \times 10^{-2}) )</td>
</tr>
<tr>
<td>GRU</td>
<td>0.0432</td>
<td>−0.1284</td>
<td>0.6299</td>
<td>0.1556</td>
<td>−0.1956</td>
<td>1.6079</td>
</tr>
<tr>
<td></td>
<td>( (4.62 \times 10^{-3}) )</td>
<td>( (1.33 \times 10^{-2}) )</td>
<td>( (6.60 \times 10^{-2}) )</td>
<td>( (1.01 \times 10^{-2}) )</td>
<td>( (1.82 \times 10^{-2}) )</td>
<td>( (1.16 \times 10^{-1}) )</td>
</tr>
<tr>
<td>GRU + LOG</td>
<td>0.0542</td>
<td>−0.1212</td>
<td>0.7985</td>
<td>0.1652</td>
<td>−0.1771</td>
<td>1.7529</td>
</tr>
<tr>
<td></td>
<td>( (3.67 \times 10^{-3}) )</td>
<td>( (8.43 \times 10^{-3}) )</td>
<td>( (5.15 \times 10^{-2}) )</td>
<td>( (1.21 \times 10^{-2}) )</td>
<td>( (1.30 \times 10^{-2}) )</td>
<td>( (1.39 \times 10^{-1}) )</td>
</tr>
<tr>
<td>LSTM</td>
<td>0.0455</td>
<td>−0.1246</td>
<td>0.6606</td>
<td>0.1628</td>
<td>−0.1776</td>
<td>1.6999</td>
</tr>
<tr>
<td></td>
<td>( (6.20 \times 10^{-3}) )</td>
<td>( (7.48 \times 10^{-3}) )</td>
<td>( (9.62 \times 10^{-2}) )</td>
<td>( (7.89 \times 10^{-2}) )</td>
<td>( (1.44 \times 10^{-2}) )</td>
<td>( (8.95 \times 10^{-2}) )</td>
</tr>
<tr>
<td>LSTM + LOG</td>
<td>0.0540</td>
<td>−0.1257</td>
<td>0.7923</td>
<td>0.1681</td>
<td>−0.1750</td>
<td>1.8163</td>
</tr>
<tr>
<td></td>
<td>( (4.98 \times 10^{-3}) )</td>
<td>( (6.62 \times 10^{-3}) )</td>
<td>( (7.70 \times 10^{-2}) )</td>
<td>( (1.27 \times 10^{-2}) )</td>
<td>( (2.40 \times 10^{-2}) )</td>
<td>( (1.43 \times 10^{-1}) )</td>
</tr>
<tr>
<td>GAT</td>
<td>0.0334</td>
<td>−0.1344</td>
<td>0.4820</td>
<td>0.1457</td>
<td>−0.1815</td>
<td>1.5031</td>
</tr>
<tr>
<td></td>
<td>( (4.28 \times 10^{-3}) )</td>
<td>( (1.68 \times 10^{-2}) )</td>
<td>( (6.55 \times 10^{-2}) )</td>
<td>( (7.06 \times 10^{-3}) )</td>
<td>( (1.08 \times 10^{-2}) )</td>
<td>( (7.30 \times 10^{-2}) )</td>
</tr>
<tr>
<td>GAT + LOG</td>
<td>0.0398</td>
<td>−0.1308</td>
<td>0.5763</td>
<td>0.1501</td>
<td>−0.1794</td>
<td>1.5731</td>
</tr>
<tr>
<td></td>
<td>( (5.95 \times 10^{-3}) )</td>
<td>( (1.31 \times 10^{-2}) )</td>
<td>( (8.76 \times 10^{-2}) )</td>
<td>( (9.02 \times 10^{-3}) )</td>
<td>( (1.75 \times 10^{-2}) )</td>
<td>( (1.03 \times 10^{-1}) )</td>
</tr>
<tr>
<td>Transformer</td>
<td>0.0203</td>
<td>−0.1469</td>
<td>0.2910</td>
<td>0.1380</td>
<td>−0.1870</td>
<td>1.3612</td>
</tr>
<tr>
<td></td>
<td>( (6.39 \times 10^{-3}) )</td>
<td>( (2.47 \times 10^{-2}) )</td>
<td>( (9.25 \times 10^{-2}) )</td>
<td>( (9.51 \times 10^{-3}) )</td>
<td>( (1.28 \times 10^{-2}) )</td>
<td>( (8.10 \times 10^{-2}) )</td>
</tr>
<tr>
<td>Transformer + LOG</td>
<td>0.0292</td>
<td>−0.1342</td>
<td>0.4251</td>
<td>0.1466</td>
<td>−0.1741</td>
<td>1.5373</td>
</tr>
<tr>
<td></td>
<td>( (5.64 \times 10^{-3}) )</td>
<td>( (1.22 \times 10^{-2}) )</td>
<td>( (8.35 \times 10^{-2}) )</td>
<td>( (1.12 \times 10^{-2}) )</td>
<td>( (2.42 \times 10^{-2}) )</td>
<td>( (1.29 \times 10^{-1}) )</td>
</tr>
</tbody>
</table>
5.6. Statistical Tests on Profitability Improvements

We conducted several statistical tests to demonstrate that the LOG module significantly enhances the profitability of the base models. Let \( \mu_1 \) be the mean value of profit indicators obtained from the base model, and \( \mu_2 \) be the mean value of profit indicators obtained from LOG. The null hypothesis is \( H_0 : \mu_1 \geq \mu_2 \) and the alternative hypothesis is \( H_1 : \mu_1 < \mu_2 \). Our objective is to reject the null hypothesis, thereby substantiating the improvement in profitability introduced by the LOG module.

Let \( x_1 \) and \( x_2 \) be the sample average of models without and with LOG, respectively, and \( s_1, s_2 \) be the sample standard deviation of models without and with LOG, respectively. Then, the Welch’s \( t \)-test [47] statistic can be formulated as follows:

\[
t_w = \frac{x_1 - x_2}{\sqrt{\frac{s_1^2}{n_1} + \frac{s_2^2}{n_2}}}
\]

The degree of freedom is given by

\[
df = \frac{\left(\frac{s_1^2}{n_1}\right)^2 + \left(\frac{s_2^2}{n_2}\right)^2}{\frac{\left(\frac{s_1^2}{n_1}\right)^2}{n_1 - 1} + \frac{\left(\frac{s_2^2}{n_2}\right)^2}{n_2 - 1}}
\]

Welch came up with

\[
t_w \sim t_{df}
\]

where \( \sim \) means approximately following the distribution, and \( t_{df} \) is the Student’s \( t \)-distribution with degree of freedom \( df \).

We take the test on the three profitability metrics, namely CR, AER, and IR, in Tables 1 and 2. We choose significance level \( \alpha = 0.1 \). The critical value is referred to as \( t_{df,\alpha} \), where \( P(t_w \leq t_{df,\alpha} | H_0) = \alpha \), and the null hypothesis will be rejected if \( t_w \leq t_{df,\alpha} \).

Tables 3–5 show the results of Welch’s \( t \)-test on CR, AER, and IR. At the level of significance \( \alpha = 0.1 \), the null hypotheses can be rejected for all cases in CSI100 and for most cases in CSI300, showing that our method improves profitability.
Table 3. Welch’s t-test for cumulative return (CR).

<table>
<thead>
<tr>
<th>Methods</th>
<th>CSI100</th>
<th>CSI300</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$t_w$</td>
<td>$df$</td>
</tr>
<tr>
<td>MLP</td>
<td>-2.54</td>
<td>18</td>
</tr>
<tr>
<td>GRU</td>
<td>-5.55</td>
<td>18</td>
</tr>
<tr>
<td>LSTM</td>
<td>-3.03</td>
<td>18</td>
</tr>
<tr>
<td>GAT</td>
<td>-2.59</td>
<td>16</td>
</tr>
<tr>
<td>Transformer</td>
<td>-3.11</td>
<td>18</td>
</tr>
</tbody>
</table>

Table 4. Welch’s t-test for annualized excess return (AER).

<table>
<thead>
<tr>
<th>Methods</th>
<th>CSI100</th>
<th>CSI300</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$t_w$</td>
<td>$df$</td>
</tr>
<tr>
<td>MLP</td>
<td>-2.55</td>
<td>17</td>
</tr>
<tr>
<td>GRU</td>
<td>-5.59</td>
<td>17</td>
</tr>
<tr>
<td>LSTM</td>
<td>-3.21</td>
<td>17</td>
</tr>
<tr>
<td>GAT</td>
<td>-2.63</td>
<td>16</td>
</tr>
<tr>
<td>Transformer</td>
<td>-3.11</td>
<td>18</td>
</tr>
</tbody>
</table>

Table 5. Welch’s t-test for information ratio (IR).

<table>
<thead>
<tr>
<th>Methods</th>
<th>CSI100</th>
<th>CSI300</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$t_w$</td>
<td>$df$</td>
</tr>
<tr>
<td>MLP</td>
<td>-2.64</td>
<td>17</td>
</tr>
<tr>
<td>GRU</td>
<td>-6.04</td>
<td>17</td>
</tr>
<tr>
<td>LSTM</td>
<td>-3.21</td>
<td>17</td>
</tr>
<tr>
<td>GAT</td>
<td>-2.59</td>
<td>17</td>
</tr>
<tr>
<td>Transformer</td>
<td>-3.23</td>
<td>18</td>
</tr>
</tbody>
</table>

6. Conclusions

In this paper, we propose a LOG framework that characterizes the direct correlation between stock returns to better predict future trends. The integration of our LOG with all base models consistently produced substantial performance improvements. Across the spectrum of evaluation metrics, the incorporation of our framework led to enhanced performance in various evaluation metrics, offering the promise of higher returns coupled with reduced risk in real investment scenarios. These findings underscore the utility and versatility of our approach in the context of stock return prediction, making it a useful addition to the toolkit of practitioners and researchers in the field of financial modeling to build more effective portfolio management strategies. An intriguing future work involves further exploring the applications of graph theory in stock investment, particularly in enhancing the exploration of correlations between individual stocks and devising investment portfolios based on graph-based methodologies.

There are still some limitations to be considered in further studies. First, it is not necessary to use the next two days’ close prices. Various other pricing metrics, such as open price, or VWAP, could be explored to enhance forecasting accuracy and better align with actual trading scenarios. Second, the current experiments are confined to the Chinese financial markets. Extending this research to other financial markets would provide...
a broader validation of the method’s applicability and robustness. Third, experiments can be conducted on more state-of-the-art models with and without this LOG module to demonstrate its effectiveness. Finally, a potential limitation in calculating correlation coefficients is the dependence on the time scale selected. Different lengths of training set duration introduce variability and uncertainty in the computed correlations, leading to possible pseudo-correlations. Future research could explore how to select time scales to calculate coefficients.
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