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Abstract: This paper presents a dynamic sliding mode control (DSMC) for open-loop unstable chemical or biochemical processes with a time delay. The controller is based on the sliding mode and internal model control concepts. The proposed DSMC has an internal P/PD controller to provide systems with disturbance rejection. An identification method approximates the open-loop unstable nonlinear process to a first-order delayed unstable process (FODUP). The reduced-order model (FODUP) is used to synthesize the new controller. The performance of the controller is stable and satisfactory despite nonlinearities in the operating conditions due to set-point and process disturbance changes. In addition, the performance analysis of the control schemes was evaluated based on various indices and transient characteristics, including the integral of squared error (ISE), the total variation of control effort (TVu), the maximum overshoot (Mp), and the settling time (ts). Finally, the process output and the control action for all controllers are compared using the nonlinear process as the real plant.
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1. Introduction

The field of chemical and biochemical engineering is plagued with various control problems, one of which is the primary focus of current work: the regulation of unstable open-loop processes. For instance, when irreversible exothermic reactions occur, many continuously operating chemical reactors become unstable in open-loop operation due to runaway reactions. This can occur if the reaction heat is particularly high and the heat exchanger cannot remove all the produced heat. Unfortunately, conventional control techniques are not always sufficient for dealing with this process. If this is the case, the control loops are not robust enough to handle the existing uncertainties, such as modeling errors, unmodeled process dynamics, or noise in signals. In addition, some typical performance specifications for self-regulating processes cannot be employed in non-self-regulating processes [1]. These facts require the development of mechanisms for addressing open-loop unstable processes, which are characterized by the mentioned issues [2]. In addition, many chemical processing units are inherently open-loop unstable. Particularly, nonlinear chemical processes exhibit multiple operating states, and some of them can be unstable. For example, some continuous-time stirred exothermic tank reactors, reactive distillation columns, polymerization processes, and some biochemical processes can have unstable poles. These processes must operate around an unstable steady state to achieve better productivity. While this high productivity is due to better driving forces for the heat or mass transfer involved, operating in an unstable steady state can pose hazards...
such as over-temperature and over-pressure, which can affect the construction materials of the equipment, degrade catalysts, and cause undesired phase changes, among others. Furthermore, if a time delay, commonly an inherent part of many industrial processes, is added to the unstable process, the control becomes more complicated [1].

A common robust control technique in control systems is the sliding mode control (SMC) methodology [3]. The traditional drawbacks of sliding and sampled sliding mode control policies are due to the “bang-bang” nature of the input signals, leading to “chattering” of output and state variable response signals [3–5]. In that sense, it is crucial to reduce the chattering phenomenon in SMC to mitigate the effect of high-frequency oscillations on the final control element. Consequently, some techniques within an SMC strategy address the elevated control activity caused by the unwanted switching of the system output. Furthermore, many strategies extend the SMC approach to other control techniques, such as Higher-Order SMC (HOSMC), Terminal SMC (TSMC), and Dynamic Sliding Mode Control (DSMC), looking for reducing or eliminating the chattering effects [3,4,6–13].

Dynamic Sliding Mode Control (DSMC) incorporates additional systems for dynamic compensation into a sliding surface [4,9], demonstrating the suitability of this control strategy for enhancing performance and stability [4]. DSMC preserves the fundamental robustness characteristics of sliding mode control techniques while producing smoothed-out controller output, thus eliminating the need for smoothing functions such as sigmoid, saturation, and hyperbolic tangent functions to replace the signum function. Furthermore, the terms of the dynamic in the control law allow that when the control signal is integrated for its application, it is smoothed against rapid oscillations of the system output for attaining the sliding surface, degrading the effects of chattering. [4,8,9,12,13]. The attributes of DSMC are especially important in chemical process control tasks where discontinuities in actuator behavior are not desirable and where fast oscillations of the controlled variable are not usually permitted due to their effect on the quality of the final product. In particular, the DSMC approach has been used in chemical processes [4,12,13], achieving minimum chattering effects while maintaining robust performance under extreme conditions of disturbances and uncertainties.

DSMC has been employed in open-loop self-regulating systems [4,13–16], and some works report the application of SMC to open-loop unstable systems [17–23]. However, to the author’s knowledge, there are only a small number of reported studies on the application of DSMC to open-loop non-self-regulating systems processes [24,25]. Controlling open-loop non-self-regulating processes has significant challenges, even more so if they have a time delay, which further complicates the control. In this study, DSMC is applied to open-loop unstable systems, and its design and simulation are presented. Conventional SMCs can achieve DSMC based on the ideas of internal model control (IMC) to achieve the concept of a fixed structure controller but applied to a nonlinear system [26]. Moreover, IMC reduces the adverse effects of time delay because it is closely related to the Smith Predictor concept, which improves performance until the effects of time delay are negligible [27].

The design of DSMCs for unstable systems starts with identifying the unstable plant. For example, a first-order delayed unstable process (FODUP) can be used for this purpose. Therefore, identifying the unstable system is essential for designing and tuning the control [12]. The identification process involves closing the control loop with a P/PI/PID controller and changing the setpoint. By analyzing the closed-loop system response and using analytical formulas for identification proposed by Padma and Chidambaram using a P controller [26] and by Ananth and Chidambaram using a PI/PID controller [28], the model gain, time delay, and time constant of an unstable system can be determined.

Based on the mentioned concepts, herein, by simulation, we designed and tested a DSMC for unstable open-loop systems with time delay, employing the ideas of sliding modes and internal model structures. The obtained controller has an internal P/PD controller to provide systems with disturbance rejection. In addition, the DSMC corrects modeling errors, providing better performance and increasing the lifetime of the final control element. The proposed DSMC was applied to a nonlinear bioreactor operating at an unstable point [18] and was compared with the SMC presented in [17] and the PID
developed in [29]. The performance analysis of the control schemes was evaluated based on various indices and transient characteristics, including the integral square error (ISE), the total variation of control effort (TVu), the maximum overshoot (Mp), and the settling time (ts).

The main novelties and contributions of this paper are as follows: (i) a controller for chemical processes with an unstable open-loop response and time delay was designed and implemented by combining the concepts of IMC and SMC; (ii) the controller was developed based on a reduced-order model of the process, specifically the first-order delayed unstable process (FODUP), avoiding a complex model, resulting in a controller of fixed structure easy to implement in any computer system; (iii) the DSMC design approach has a smooth transition, and enhances tracking and disturbance rejection compared with SMC and PID; and (iv) to the best of the authors’ knowledge, this approach has not been previously employed in open-loop unstable nonlinear chemical processes.

The rest of the paper is organized as follows: Section 2 presents, in brief, the basic concepts of unstable systems, IMCs, and SMC; Section 3 presents an unstable system using a PI/PID controller; and Section 4 describes the nonlinear system for testing the controller and discusses their results. Finally, Section 5 presents the conclusions of the study.

2. Background

This section provides a brief overview of several fundamental concepts that underpin our proposed approach’s design, including unstable systems, Internal Model Control, and Sliding Mode Control.

2.1. Unstable Systems

Control engineering is based on the fundamentals of feedback theory and the analysis of nonlinear systems [30]. Feedback control is common in modern technologies, including applications requiring low stationary errors and high performance. In industrial process control applications, stabilizing unstable open-loop plants is critical. Unstable systems have at least one pole on the right-hand side of the complex plane (jω); thus, their behavior cannot be predicted because the output of the systems exhibits sustained growth. Furthermore, unstable processes have inherent control complexity, mainly when a dominant time delay occurs in the system response. Thus, several approaches have been developed to control unstable processes using classical techniques [18,31].

2.2. Internal Model Control

Garcia and Morari proposed IMC in 1982, but several researchers had independently employed a similar concept, following the IMC design procedure. The complexity of the controller depends on the complexity of the model and the performance requirements preset by the designer [32]. IMC employs a systematic procedure for designing control systems based on the Q-parameterization concept, which is the basis of many modern control techniques. Thus, IMC is widely employed in process industries, particularly for tuning single-loop PID controllers [27,32].

2.3. SMC Fundamentals

SMC has been widely employed, owing to the simplicity of its design, reduced complexity of feedback design from reduced-order models, invariance to process dynamic characteristics and external disturbance rejection, good regulation and tracking task performance, and easy implementation in distributed control systems (DCS) [18,27,31]. SMC is a robust control approach that offers a systematic approach to the problem of maintaining stability and consistent performance when modeling uncertainties are present. However, the main disadvantage of this controller is the unwanted vibrations due to the high-frequency switching of the controller, a phenomenon known as chattering [3].

The control principle of SMC is defined in two parts: continuous and discontinuous. The continuous part ensures that the system output is on the desired sliding surface. In contrast,
the discontinuous part ensures the system reaches the surface [7]. The feedback control principle is first selected to design the controller to verify the sliding condition. The sliding surface must be discontinuous to compensate for the modeling inaccuracies and disturbances. On the other hand, the discontinuous control principle must be adequately smoothed to achieve the right balance between the control bandwidth and tracking accuracy [3].

3. Identification Procedure for Unstable Systems Using PI/PID Control

This section describes a method for identifying the characteristic parameters of a model for designing the controller using a single experiment on a closed loop system with a step-change in the set-point of the PI or PID controller. This method was first proposed by Yuwana and Seborg [33], extended by Kavdia and Chidambaram [34], and modified by Ananth and Chidambaram [28]. The details of the procedure can be found in [28,34]. It should be noted that open-loop identification methods are not suitable for unstable systems. In most previous studies, it was assumed that the dynamics of an open-loop unstable process with a positive pole and dead time could be described by a transfer function as follows:

\[
G_p(s) = \frac{K}{\tau s - 1} e^{-t_0 s}
\]  

(1)

where \(K\) is the gain, \(\tau\) is the time constant, and \(t_0\) is the dead time.

Figure 1 shows the block diagram employed herein, with the required PI/PID controller in a closed-loop [28].

![Figure 1. Identification scheme method.](image)

The excitation of the system is a step-input value. The controller constant values are varied until the system response is similar to or equal to that shown in Figure 2.

![Figure 2. Expected system response to obtain the identification parameters of an unstable system.](image)

The response in Figure 2 provides the parameters for determining the FODUP model of the unstable system, which include the following: \(X_{p1}\), the first peak of the response; \(X_{m1}\), the first minimum value of the response; \(X_{p2}\), the second peak of the response; \(X_{\infty}\).
the steady-state response value; and ∆t, the time difference between $X_{p1}$ and $X_{p2}$. Based on the values of these parameters and the PID constants ($K_c$, $\tau_i$, and $\tau_d$), the first-order model values are determined from the equations proposed in [28], as shown:

\[ K = \frac{-2\alpha^2\beta + (\alpha^2 - \beta^2)\beta}{(\alpha^2 - \beta^2)B - 2A\alpha\beta} \]  
\[ \tau = \frac{aB - A\beta}{(\alpha^2 - \beta^2)B - 2A\alpha\beta} \]

where:

\[ \alpha = -\frac{\xi}{\tau_e}, \]  
\[ \beta = \frac{(1 - \xi^2)^{0.5}}{\tau_e}, \]  
\[ \xi_1 = \frac{-\ln(v_1)}{\sqrt{\pi^2 + (\ln(v_1))^2}}, \]  
\[ \xi_2 = \frac{-\ln(v_2)}{\sqrt{4\pi^2 + (\ln(v_2))^2}}, \]  
\[ \xi = 0.5(\xi_1 + \xi_2), \]  
\[ \tau_e = \frac{\Delta t}{2\pi} (1 - \xi^2)^{0.5}, \]  
\[ v_1 = \frac{X_\infty - X_{m1}}{X_{p1} - X_\infty}, \]  
\[ v_2 = \frac{X_{p2} - X_\infty}{X_{p1} - X_\infty} \]

\[ A = K_c e^{-t_0\alpha} \left[ (\tau_d(\alpha^2 - \beta^2) + \alpha + \frac{1}{\tau_i}) \cos(t_0\beta) + (2\alpha\beta\tau_d + \beta) \sin(t_0\beta) \right] \]  
\[ B = K_c e^{-t_0\alpha} \left[ (2\alpha\beta\tau_d + \beta) \cos(t_0\beta) - (\tau_d(\alpha^2 - \beta^2) + \alpha + \frac{1}{\tau_i}) \sin(t_0\beta) \right] \]

Notably, the time delay $t_0$ is obtained from the initial part of the response to the step input. Besides, in a case where the controller is a PI, the derivative constant $\tau_d$ is 0. In summary, the identification method uses the closed-loop response shown in Figure 2 to obtain the first-order open-loop unstable model using the equations proposed in [28].

The identification method of the chemical process starts with an input setting that has an initial amplitude of 0.995 [g/L] and then, after 1 [h], grows to 1.194 [g/L] as shown in Figure 3.
PID controller is tuned from the linearized model $G_L(s)$. The linearized model is obtained from [28]:

$$G_L(s) = \frac{-5.89}{5.96s - 1} e^{-s}$$  \hspace{1cm} (14)

Also, the tuning parameters of the PID controller are acquired from [28], where: $K_p = -0.7356$, $\tau_i = 4$ and $\tau_d = 0.2$. The expression of the PID controller is shown below.

$$G_{PID}(t) = -0.7356 \left[ e(t) + \frac{1}{4} \int e(t)dt + 0.2 \frac{de(t)}{dt} \right]$$  \hspace{1cm} (15)

With the reference shown in Figure 3 and the PID controller shown in Equation (15), the response of the chemical process is shown in Figure 4.

The identification parameters shown in Table 1 are obtained from the process output shown in Figure 4.
Table 1. Identification parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Nominal Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>X_{P1}</td>
<td>1.391 [g/L]</td>
</tr>
<tr>
<td>X_{M1}</td>
<td>1.143 [g/L]</td>
</tr>
<tr>
<td>X_{P2}</td>
<td>1.208 [g/L]</td>
</tr>
<tr>
<td>X_{\infty}</td>
<td>1.194 [g/L]</td>
</tr>
<tr>
<td>\Delta t</td>
<td>9.200 [h]</td>
</tr>
<tr>
<td>k_p</td>
<td>-0.740</td>
</tr>
<tr>
<td>\tau_i</td>
<td>3.300</td>
</tr>
<tr>
<td>\tau_d</td>
<td>0.200</td>
</tr>
</tbody>
</table>

From the identification parameters and the equations proposed in [28], the process can be represented by the transfer function shown in Equation (16).

$$G_p = \frac{-6.057}{5.959s - 1} e^{-s}$$  \hspace{1cm} (16)

Figure 5 shows the response of the process using the PID controller. The nonlinear process and process modeling do not show marked differences, so the identified model is ideal for use in the controller’s design.

![Graph showing the response of the process using the PID controller.](image)

**Figure 5.** Closed-loop response of the nonlinear model and identified model using the PID controller.

4. DSMC Design Approach

This section describes the design of the proposed approach. Figure 6 shows the proposed scheme. A P or PD controller appears in the inner loop for an adequate response to disturbances. On the other hand, the outer loop consists of the DSMC, which provides robustness and performance against modeling errors and reference changes. Additionally, the scheme has an internal model similar to the Smith predictor to compensate for time delays [13].

4.1. Controller Synthesis

This part presents the design of DSMC for open-loop unstable systems. The DSMC is oriented toward open-loop unstable high-order nonlinear chemical processes that FODUP models can approximate.
Figure 6. Proposed control scheme. where: \( R(s) \): Reference; \( U_1(s) \): DSMC output; \( U_2(s) \): P/PD controller output; \( U_t(s) \): Total controller output; \( X^-_m(s) \): Invertible part output; \( X^+_m(s) \): Non-invertible part output; \( X(s) \): Process output; \( e(s) \): Overall error; \( e_m(s) \): Modeling error; \( X(s) \): Total output of the new system.

The FODUP (Equation (1)) is the basis for the controller synthesis. This equation can include dynamics with poles and zeros defined by a same-time constant \( \tau_f \) as proposed in [12]; re-writing the FOPUD model, it can be represented as follows

\[
G_p(s) = K \left( \frac{t_f s + 1}{\tau_s - 1} \right) \left( \frac{e^{-t_o s}}{t_f s + 1} \right).
\]  

(17)

Notice that the process model in Equation (17) can be separated into an invertible transfer function and in a non-invertible one [32]. The invertible part is \( G^-_m(s) \) and noninvertible part is \( G^+_m(s) \) of the system:

\[
G^-_m(s) = \frac{X^-_m(s)}{U_1(s)} = K \left( \frac{t_f s + 1}{\tau_s - 1} \right).
\]  

(18)

\[
G^+_m(s) = \frac{e^{-t_o s}}{t_f s + 1}.
\]  

(19)

\( G^-_m(s) \) is taken for the controller design because the inverse of \( G^+_m(s) \) can be non-causal. So, these noncausal models are not physically possible; this behavior cannot happen [12,32,35].

The performance of the process response depends on the chosen sliding surface. How the SMC works depends on the sliding surface, and changing the sliding surface can change how well the SMC works [3,15,36,37]. The sliding surface selected from [12], shown in Equation (20), is employed:

\[
S(t) = K_p e^- (t) + \lambda \int_0^t e(t) dt
\]  

(20)

Applying the Filippov [3] condition to the previous equation, the above expression is derived and equated to zero to meet the sliding condition,

\[
\frac{dS(t)}{dt} = K_p \frac{de^- (t)}{dt} + \lambda e(t) = 0
\]  

(21)

where \( e^- (t) \) and \( e(t) \) are expressed in Equations (22) and (23), respectively:

\[
e^- (t) = R(t) - X^-_m(t)
\]  

(22)
\[ e(t) = R(t) - X(t) \]  

(23)

Based on Equation (22), Equation (24) is obtained.

\[ \frac{de}{dt} = \frac{dR}{dt} - \frac{dX_m}{dt} \]  

(24)

Equation (24) is substituted into Equation (21) to obtain Equation (25):

\[ K_p \left( \frac{dR}{dt} - \frac{dX_m}{dt} \right) + \lambda e(t) = 0 \]  

(25)

From Equation (25), it is obtained in Equation (26):

\[ \frac{dX_m}{dt} = \frac{dR}{dt} + \frac{\lambda}{K_p} e(t). \]  

(26)

Now, to determine the continuous part of the controller, we start from Equation (18), which can be expressed as follows:

\[ \tau X_m(s)s - X_m(s) = K t_f U_1(s) s + K U_1(s) \]  

(27)

Equation (27) in the time domain is given as follows:

\[ \tau \frac{dX_m}{dt} - X_m(t) = K t_f \frac{dU_1}{dt} + K U_1(t) \]  

(28)

Equation (26) is substituted into Equation (28) to obtain Equation (29), as follows:

\[ \frac{dR}{dt} + \frac{\lambda}{K_p} e(t) - X_m(t) = K t_f \frac{dU_1}{dt} + K U_1(t) \]  

(29)

From Equation (29), the continuous part of the controller is obtained as follows:

\[ \frac{dU_C(t)}{dt} = \left( \frac{\tau}{K t_f} \right) \frac{dR}{dt} + \left( \frac{\tau \lambda}{K K_p t_f} \right) e(t) - \left( \frac{1}{K t_f} \right) X_m(t) - \left( \frac{1}{t_f} \right) U_1(t). \]  

(30)

The discontinuous part of the controller is defined by the sign function, as expressed in Equation (31):

\[ \frac{dU_D(t)}{dt} = K_D \text{sign}[S(t)]. \]  

(31)

The \( K_D \) is an adjustable gain for the discontinuous part of the controller; it was obtained using the Nelder–Mead algorithm [38], as expressed in Equation (32):

\[ K_D = 0.51 \left| \frac{\tau}{K} \right|^{0.76} \]  

(32)

Equation (20) can be written to ensure proper controller action, as expressed in Equation (33):

\[ S(t) = \text{sign}(K) \left( K_p e^- (t) + \lambda \int_0^t e(t)dt \right) \]  

(33)

Note that \( \text{sign}(K) \) is only a sign function of the static gain \( K \) to indicate the controller action (direct or reverse); therefore, it does not affect the sliding mode region or change the control switching over \( U_1(t) \).
DSMC is the joint of continuous and discontinuous parts [13], as expressed in Equation (34):

$$\frac{dU_1(t)}{dt} = \frac{dU_C(t)}{dt} + \frac{dU_D(t)}{dt}. \quad (34)$$

The final DSMC is presented in Equation (35):

$$\frac{dU_1(t)}{dt} = \left( \frac{\tau}{Kt_f} \right) \frac{dR(t)}{dt} + \left( \frac{\tau \lambda}{KK_p t_f} \right) e(t) - \left( \frac{1}{Kt_f} \right) X_m(t) \ldots$$

$$\ldots - \left( \frac{1}{t_f} \right) U_1(t) + K_D \text{sign}[S(t)] \quad (35)$$

Depending on the performance of the controller, $\frac{dR(t)}{dt}$ can be simplified. This does not affect the controller performance; thus, this can be simplified as follows:

$$\frac{dU_1(t)}{dt} = \left( \frac{\tau \lambda}{KK_p t_f} \right) e(t) - \left( \frac{1}{Kt_f} \right) X_m(t) - \left( \frac{1}{t_f} \right) U_1(t) + K_D \text{sign}[S(t)] \quad (36)$$

The parameter $\lambda$ is obtained from [38] and is expressed as follows:

$$\lambda = \frac{\tau + t_0}{\tau t_0} \quad (37)$$

4.2. Stability Analysis

To analyze the stability of the sliding surface, the Lyapunov criteria have been used in this work [3,38]. If the projection of the system’s trajectories on the sliding surface is stable, then the system is stable.

**Theorem 1.** If there exists a candidate Lyapunov function $V = \frac{1}{2}S(t)^2$, which is a positive definite function and its derivative is negative everywhere except for the discontinuity surface, then the following inequality must satisfy the Lyapunov stability condition:

**Proof.** The Lyapunov theorem gives the reaching condition, and the following inequality must be satisfied:

$$S(t) \frac{dS(t)}{dt} < 0 \quad (38)$$

From Equations (21)–(23), the derivative of the sliding surface is given as follows:

$$\frac{dS(t)}{dt} = k_p \left[ \frac{dR(t)}{dt} - \frac{dX_m(t)}{dt} \right] + \lambda e(t) \quad (39)$$

Recovering the process model of Equation (28) previously stated, we obtain the following equation:

$$\tau \frac{dX_m(t)}{dt} - X_m(t) = K t_f \frac{dU_1(t)}{dt} + K U_1(t), \quad (40)$$

and substituting Equation (35) into the previous equation, the following result is obtained:
\[
\frac{dX_m(t)}{dt} = \frac{K \tau_f}{\tau} \left[ \left( \frac{\tau}{K \tau_f} \right) \frac{dR(t)}{dt} + \left( \frac{\tau \lambda}{K k_p \tau_f} \right) e(\tau) - \left( \frac{1}{K \tau_f} \right) X_m(\tau) \dot{} \right]
\]
\[
\cdots - \left( \frac{1}{\tau_f} \right) U_1(t) + K_D \text{sign}[S(t)] + \frac{K}{\tau} U_1(t) + \frac{1}{\tau} X_m(t). \quad (41)
\]

Equation (41) can be rearranged as follows:

\[
\frac{dX_m(t)}{dt} = \frac{dR(t)}{dt} + \frac{\lambda}{K_p} e(t) - \frac{1}{\tau} X_m(t) - \frac{K}{\tau} U_1 \dot{} \cdots \dot{} + \frac{K_D}{\tau} K_{tf} \text{sign}(S(t)) + \frac{K}{\tau} U_1(t) + \frac{1}{\tau} X_m(t). \quad (42)
\]

Now, by replacing Equation (35) with Equation (39), the following is obtained:

\[
\frac{dS(t)}{dt} = K_p \left[ \frac{dR(t)}{dt} - \frac{dR(t)}{dt} - \frac{1}{K_p} \lambda e(t) - \frac{K_D}{\tau} K_{tf} \text{sign}(S(t)) \right] + \lambda e(t) \quad (43)
\]

From the previous equation, the following equation is obtained:

\[
\frac{dS(t)}{dt} = -\frac{K_D K_p}{\tau} K_{tf} \text{sign}(S(t)) \quad (44)
\]

Let \(K_D = \frac{K_D K_p}{\tau} K_{tf} \); then:

\[
S(t) \frac{dS(t)}{dt} = -K_D |S(t)| < 0 \text{ if } K_D > 0 \quad (45)
\]

Thus,

\[
-K_D |S(t)| < 0 \quad (46)
\]

Finally, to guarantee the stability of the controller, \(K_D > 0\)

### 4.3. Internal P/PD Controller Design

The internal P/PD controller helps the system respond adequately to disturbance changes. The proportional tuning value is based on the optimal phase margin [39], as expressed in Equation (47):

\[
P(s) = K_c = \frac{1}{\sqrt{\epsilon}} \quad 0 < \epsilon < 1 \quad (47)
\]

The expression of the PD controller is expressed in Equation (48) [31]:

\[
\text{PD}(s) = K_c \left( 1 + \frac{\tau_d s}{0.1 \tau_d s + 1} \right). \quad (48)
\]

The expressions to determine the values of the PD controller constants are as follows [31]:

\[
K_c = \frac{1}{K} \left[ 0.820 \left( \frac{t_0}{\tau} \right)^{-0.817} + 0.278 \right] \quad (49)
\]

\[
\tau_d = \tau \left[ 0.006 \left( \frac{t_0}{\tau} \right)^2 + 0.467 \left( \frac{t_0}{\tau} \right) + 0.006 \right] \quad (50)
\]
5. Computer Simulations

This section first presents the non-linear mathematical model of the biochemical process chosen to test the performance of the proposed DSMC. Then, several indices are used to evaluate the performance of the controllers. The proposed DSMC, SMC [38], and PID [29] are applied to the non-linear process; likewise, they are tested and compared. The parameters used in simulation for the mentioned controllers are shown in Table 2.

<table>
<thead>
<tr>
<th>Controllers</th>
<th>DSMC</th>
<th>SMC</th>
<th>PID</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter</td>
<td>K</td>
<td>τ</td>
<td>t₀</td>
</tr>
<tr>
<td></td>
<td>-6.057</td>
<td>5.959</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>6.057</td>
<td>5.959</td>
<td>1</td>
</tr>
<tr>
<td>τ</td>
<td>5.959</td>
<td>5.959</td>
<td>-</td>
</tr>
<tr>
<td>t₀</td>
<td>1</td>
<td>1</td>
<td>-</td>
</tr>
<tr>
<td>tₙ</td>
<td>4</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>kₚ₀</td>
<td>0.200</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>lₖ₀</td>
<td>5.200</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>lₖ₁</td>
<td>-</td>
<td>0.062</td>
<td>-</td>
</tr>
<tr>
<td>lₖ₂</td>
<td>-</td>
<td>0.500</td>
<td>-</td>
</tr>
<tr>
<td>Kₖ</td>
<td>-0.637</td>
<td>-</td>
<td>-0.347</td>
</tr>
<tr>
<td>τᵣ</td>
<td>-</td>
<td>-</td>
<td>20.12</td>
</tr>
<tr>
<td>τₙ</td>
<td>0.502</td>
<td>-</td>
<td>1.666</td>
</tr>
<tr>
<td>ε</td>
<td>-</td>
<td>-</td>
<td>4.5</td>
</tr>
</tbody>
</table>

5.1. Biochemical Reactor Model

A biochemical reactor that operates at an unstable point is considered to perform regulatory and tracking tests. A detailed description of the process with mathematical modeling and parameter values is given in Galluzzo [18], originally presented by Agrawal and Lim [40]. It should be noted that operation at unstable points is a frequent practice in chemical and biochemical processes. This condition allows operation at a maximum gradient for mass transfer and chemical reaction, which gives a faster process. To apply the control proposed here, two parts are presented. First, the identification method is applied to the nonlinear process, and the characteristic parameters (K, τ, and t₀) are obtained and used in the controller equation. After that, the controllers are applied to the mentioned nonlinear process. Then, three control schemes (SMC, PID, and DSMC) are tested and compared. Finally, the process output and the control action for all controllers are compared using the nonlinear process as the real plant. Additionally, radial graphs showing performance indices and transient criteria, including maximum overshoots and settling times, are used to evaluate the performance of various controllers.

The bioreactor (Figure 7) is an unstable nonlinear system. The graph shows the elements that make up the system to be controlled. Given the conditions of the process, it works at the unstable equilibrium point despite the lower conversion because at the stable equilibrium point, there is biomass inhibition, causing oscillations in the states and reducing productivity. In this bioprocess, the control objective is to drive the biomass concentration (B(t)) from the stable equilibrium point (higher conversion) to the unstable equilibrium point (lower conversion), despite the perturbations and uncertainties of the model. The dilution rate D is the manipulated variable, while the feed substrate is the main disturbance of the process, and B(t) is the process output.
Figure 7. Biochemical Reactor Process Diagram.

The following differential equations describe the biomass and substrate concentration:

$$\frac{dB(t)}{dt} = (\mu - D(t))B(t)$$  \hfill (51)

$$\frac{dS(t)}{dt} = D(S_f(t) - S(t)) - \frac{\mu B(t)}{\gamma}$$ \hfill (52)

$$\mu = \frac{\mu_{\max}S(t)}{k_m + S(t) + k_1S(t)^2}$$ \hfill (53)

where:

- $B(t)$: Biomass concentration
- $S(t)$: Substrate concentration
- $D(t)$: Dilution rate
- $S_f$: Substrate concentration on process feeding (main process disturbance)
- $\mu$: Specific growth rate
- $\mu_{\max}$: Maximum specific growth rate
- $k_m$: Substrate saturation constant
- $k_1$: Substrate inhibition constant
- $\gamma$: Biomass to substrate mass yield

The parameters and initial conditions of the process are shown in Table 3, where each variable is represented by its respective units.

**Table 3. Operation conditions of the biochemical reactor.**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Nominal Value</th>
<th>Parameter</th>
<th>Nominal Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\gamma$</td>
<td>0.40 [g/g]</td>
<td>$k_1$</td>
<td>0.455 [g/L]</td>
</tr>
<tr>
<td>$S_f$</td>
<td>4.00 [g/L]</td>
<td>$D$</td>
<td>0.300 [h$^{-1}$]</td>
</tr>
<tr>
<td>$\mu_{\max}$</td>
<td>0.53 [L/h]</td>
<td>$B(0)$</td>
<td>0.995 [g/L]</td>
</tr>
<tr>
<td>$k_m$</td>
<td>0.12 [g/L]</td>
<td>$S(0)$</td>
<td>1.512 [g/L]</td>
</tr>
</tbody>
</table>

From the procedure described by Ananth and Chidambaram [28], the nonlinear process can be approximated to a FODUP model (Equation (1)). The FODUP model was expressed in Equation (16). Once $K_c$, $\tau_c$, and $t_0$ are known, $K_D$ and $\lambda$ can be calculated using Equations (32) and (37), respectively. Meanwhile, $K_p$ and $t_f$ are determined by trial and error until the controller provides an adequate response. On the other hand, the values of the internal PD constants (K_c and $\tau_d$) are calculated using Equations (49) and (50).
5.2. Control Performance Indices

There are many ways to evaluate the performance of process controllers. However, most of them involve comparing the quality of control with some standard or desired value [35,41–43]. In this part, the integral of squared error (ISE), the integral of the total variation of the control signal (TVu), the maximum overshoot, and the settling time (Ts) are considered performance indices to evaluate the proposed approach against the PID and the SMC controllers.

Integral of the Squared Error (ISE): It is a measure of the performance of the system calculated by integrating the square of the error of the system over a fixed period. It places more weight on large errors, which usually occur at the beginning of the response, and less on smaller errors, which occur toward the end. A small value of this quantity indicates small variations of the processed signal concerning the setpoint, increasing the efficacy of the process [35,43,44].

\[
ISE = \int_{0}^{\infty} e(t)^2 dt
\]  

(54)

Integral of the total variation of the control signal (TVu): It is an indicator of the effort of the control signal. It can be determined according to the following expression:

\[
TVu = \sum_{k=1}^{\infty} |u_{k+1} - u_k|
\]  

(55)

where \( u_k \) and \( u_{k+1} \) are the current and next-step values of the control signal, respectively. A small value of this quantity indicates smooth variations of the control signal, increasing the useful life of the final control element [42].

Peak Overshoot (Mp): It is defined as the deviation of the response at the time where a maximum peak appears, regarding the final or desired value of the response. It, also called the maximum overshoot, is the amount of the output system that exceeds its target value in %. The percentage of overshoot is the maximum value minus the steady-state value divided by the steady-state value and the result multiplied by 100 [35].

Settling time (Ts): Is the time required for the response to reach a steady state and remain within the specified tolerance bands around the final value. The normally used tolerance bands are 2% and 5% [35].

5.3. Tracking Performance Test

A tracking test was performed by varying the biomass concentration every 200 h. It started with an initial state of 0.995 g/L. Then, at 200 h, the biomass increased to 1.295 g/L, and at 400 h, it decreased to 1.095 g/L, after which the biomass grew again at 600 h, and the tracking reached 1.195 g/L. Finally, the biomass reached 800 h, and the tracking returned to 0.995 g/L. Figure 8 shows the behavior of the system and the controllers implemented. The proposed DSMC had a slight overshoot, presenting a faster response and greater robustness based on SMC and PID. This faster response reduces the settling time to 20 h, half or less than the other controllers.

The three simulated control signals were similar. However, the DSMC showed a slightly higher peak in the transient-state response than the others. However, DSMC showed a faster signal than PID and SMC, again only 20 h compared with 40 or more for the other controllers. However, the PID and SMC control signals showed significant peaks when the amplitude of the set-point changed (Figure 9).
Table 4 and Figure 10 show the performance indices and transient parameters for changes in the set-point of the biochemical reactor. DSMC shows the lowest ISE, indicating that DSMC exhibits the best performance. The Tvu performance index for the three controllers remained the same. On the other hand, DSMC showed the lowest value of the maximum transient overshoot, reflected in the response of the process (Figure 8). DSMC showed a settling time of 26.78 h, less than that of the other controllers (67.28 h and 93.03 h for SMC and PID, respectively).

### Table 4. Performance indices and transient parameters with changes in the set-point.

<table>
<thead>
<tr>
<th>Controller</th>
<th>ISE</th>
<th>TVu</th>
<th>Mp[%]</th>
<th>Ts [h]</th>
</tr>
</thead>
<tbody>
<tr>
<td>DSMC</td>
<td>0.339</td>
<td>279.1</td>
<td>0.360</td>
<td>26.78</td>
</tr>
<tr>
<td>SMC</td>
<td>0.415</td>
<td>279.2</td>
<td>3.001</td>
<td>67.28</td>
</tr>
<tr>
<td>PID</td>
<td>0.807</td>
<td>279.2</td>
<td>1.858</td>
<td>93.03</td>
</tr>
</tbody>
</table>

### 5.4. Regulation Performance Test

The regulation performance test presented a variation in the disturbance and a constant set-point. The set-point had a constant value of 0.995 [g/L] of biomass, while the disturbance changed its value, as shown in Figure 11. The changes in $S_f$ concentration are the main process disturbance. Other changes to process inputs were tested, but the results showed low sensibility regarding process output. Therefore, it was the chosen disturbance. The variation in substrate feed concentration altered the dynamics of the biochemical reactor.
Figure 10. Radial graph of the performance indices and transient parameters for the set-point changes.

Figure 11. Perturbation applied to the substrate feed, \( S_f \).

The graph in Figure 12 shows the performance of the biochemical reactor subjected to variations in substrate feed \( (S_f) \) variations. Again, DSMC presented greater robustness since the response presented minimum peaks for the other controllers. Furthermore, in Figure 13, DSMC showed a smoother signal in response to variations \( S_f \) and had a lower peak than SMC and PID.

Table 5 and Figure 14 show the performance indices of the substrate feed variations and the transient parameters. DSMC presents greater robustness and performance than other controllers because it has smaller ISE, \( M_p \), and \( T_s \). The TVu performance index is almost the same for all three controllers. However, in Figure 13, DSMC presents a lower peak when the substrate feed changes the amplitude. DSMC achieved the correct response trajectory in disturbance rejection faster than other controllers.
5.5. Regulation and Tracking Performance Tests

In the regulation and tracking performance tests, we used the same set point changes used in the tracking test and substrate feed variation shown in Figure 15. The perturbation started with the nominal value of 4 [g/L]; at 300 [h], it decreased to 3.85 [g/L]; at 500 [h], it further decreased to 3.7 [g/L]; finally, with the substrate feed at 700 [h], it decreased to 3.55 [g/L]. Figure 15 shows the changes in the feed substrate.
Figure 14. Radial graph of performance indices and transient parameters for substrate feed variations.

Figure 15. Perturbation applied to the substrate feed, $S_f$.

Figure 16 shows the performance of the biochemical reactor when set-point and perturbation changes occur. Although the system performance for set-point changes has already been analyzed, the disturbance ($S_f$) changes the system performance. In this case, the DSMC showed a faster signal than the others and quickly reached the set point. On the other hand, SMC and PID had higher overshoots than DSMC. Therefore, we conclude that the proposed DSMC is the most robust controller. Furthermore, the control signals for the three controllers were similar (Figure 17), considering that when the magnitude of the set-point changed, the PID controller showed high peaks.
Table 6 and Figure 18 show the performance indices and transient parameters of the biochemical reactor as the substrate feed and the set point vary. DSMC performed better than SMC and PID because DSMC had the smallest ISE. Furthermore, DSMC showed the lowest overshoot, with a value of only 0.343%, approximately 2.198%, and 1.714% for SMC and PID, respectively. On the other hand, the three controllers showed the same TVu. Finally, the settlement time of the DSMC was 26.96 h, which is approximately three and three and a half times less than that of the SMC and the PID, respectively.

Table 6. Performance indices and transient parameters with substrate feed variations and set-point changes.

<table>
<thead>
<tr>
<th>Controller</th>
<th>ISE</th>
<th>TVu</th>
<th>Mp[%]</th>
<th>Ts [h]</th>
</tr>
</thead>
<tbody>
<tr>
<td>DSMC</td>
<td>0.347</td>
<td>294.0</td>
<td>0.343</td>
<td>26.96</td>
</tr>
<tr>
<td>SMC</td>
<td>0.470</td>
<td>294.2</td>
<td>2.198</td>
<td>74.70</td>
</tr>
<tr>
<td>PID</td>
<td>0.873</td>
<td>294.2</td>
<td>1.714</td>
<td>92.56</td>
</tr>
</tbody>
</table>
6. Conclusions

In this study, a DSMC was developed that combines the concepts of the internal model and sliding mode control. The controller synthesis used a FODUP model of actual processes. The DSMC aims to reduce chattering effects in the control signal. Additionally, an internal loop with a PD controller was incorporated to provide the system with a suitable response to disturbances. The computer simulation of the proposed controller in a bioreactor revealed that the performance of the controller is stable and satisfactory despite nonlinearities in the operating conditions, set-point changes, process disturbances, and modeling errors.

Furthermore, DSMC improved tracking and regulatory tasks by reducing half or more of the response time compared with PID and SMC controllers. Thus, the internal PID controller provides a better response to disturbances. Furthermore, DSMC remarkably balances the response speed and smoothness of the control action. Therefore, considering the incidence of the final control elements, a quick and smooth control response is attained.

Future work for this research includes the use of optimization algorithms to find appropriate parameters or tuning equations for the proposed controller.

In addition, to further validate the proposed control strategy in real-time, Hardware In the Loop (HIL) simulations can be used to implement the proposed algorithm in an embedded system and simulate the dynamics of a nonlinear, unstable chemical process using Matlab®.
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