Finite Element–Boundary Element Acoustic Backscattering with Model Reduction of Surface Pressure Based on Coherent Clusters
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Abstract: Computing backscattering of harmonic acoustic waves from underwater elastic targets of arbitrary shape is a problem of considerable practical significance. The finite element method is commonly applied to the discretization of the target; on the other hand, the boundary element method naturally incorporates the radiation boundary condition at infinity. The coupled model tends to be expensive, primarily due to the need to manipulate large, dense, and complex matrices and to repeatedly solve systems of complex linear algebraic equations of significant size for each frequency of interest. In this article, we develop a model reduction transformation based on the notion of coherence applied to the surface pressures, which considerably reduces the size of the systems to be solved. We found that the proposed model reduction approach delivers acceptably accurate results at a fraction of the cost of the full model. A typical speedup of an order of magnitude was realized in our numerical experiments. Our approach enables backscattering computations with considerably larger models than have been feasible to date.
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1. Introduction

The determination of the interaction between a submerged elastic structure and the surrounding fluid is of considerable interest, particularly in underwater acoustics and aeronautics, where it is necessary to determine the acoustic field around an arbitrary three-dimensional (3D) structure [1,2]. The “standard” method for the solution of the vibrations of arbitrary elastic structures is the finite element method. The surrounding fluid is often considered infinite in extent; hence, the solution of the reduced wave equation in the surrounding medium is effectively handled by the boundary integral equation. Thus, the boundary integral method has the advantage of reducing the dimensionality of the problem by one. Finally, the radiation condition at infinity can be easily satisfied, while the finite element method must work hard to incorporate this condition [3].

The calculation of the scattered sound–pressure field is treated here with a coupled computational framework that includes both the finite element (FE) and boundary element (BE). In the established FE/BE coupled framework [4–6], the surface fluid pressures are calculated by coupling the finite element model of the structure with a discretized form of the Helmholtz surface integral equation for the exterior fluid (an alternative which eliminates pressure in favor of displacement is described in [6], though it is not clear whether it is a less expensive approach). As is well known, the resulting equations for the discrete acoustic pressures are complex, and the coefficient matrix is dense, non-symmetric, and quite expensive to compute. Moreover, the solution of the equations is very expensive for fine discretizations of the wet surface. Considering the scaling of the computational cost, the evaluation of the operators (single- and double-layer matrices) is of the order
O(N^2), where N is the number of collocation points; on the other hand, the solution of the resulting system of equations scales as O(N^3) (with LU or QR decomposition) [3,7]. Therefore, the solution of the resulting system of equations is the controlling factor as the size of the problem grows. This job may well become too expensive for current computing environments to handle in terms of both the computing time and the storage required to accommodate the large matrices.

It bears emphasizing that various schemes that take advantage of the special structure of the matrices to reduce the cost of storage and necessary matrix processing, such as the fast multipole methods [7–9], have been successfully applied in the past and are currently the subject of considerable ongoing research. Methods for addressing these problems based on a hierarchical representation of the problem, such as panel clustering methods [10], are promising (a note is in order here in that our references to clusters are only tangentially related to the hierarchical panel clustering methods).

Here, we adopt a coupled FE/BE framework, which by itself is rather standard, and reduce its computational cost by a novel model reduction overlay applied to the acoustic pressure. Specifically, we constructed a transformation from the space of the unknowns of the pressure field at the centroids of the triangles (panels) that discretize the surface of the target to a much smaller space (typically an order of magnitude smaller) of unknown generalized pressures, which are associated with spatially compact (coherent) clusters of triangles. The solution of the system of linear algebraic equations for the pressure then becomes much less expensive, having been reduced by the cubed ratio of the number of generalized pressures to the number of panels. Consequently, the wall clock time per frequency is considerably shortened for the reduced model. Compared to the full model, we typically achieve overall speedups of an order of magnitude.

The structure of this article is as follows. The method is developed in Section 2, where for completeness we briefly review the boundary model of the exterior acoustic problem and the finite element model of the motion of the solid scatterer. We address the coupling of the boundary element method used for the acoustic medium and the finite element method used for the elastic target, and introduce the suppression of spurious modes with the CHIEF method. Then, we elucidate the model reduction ideas, introducing the notion of the coherence of the pressure on the surface of the target, explain how to construct the model reduction matrix, discuss how to partition the surface into clusters, and propose model reduction strategies that incorporate the CHIEF method. The computational cost is discussed, especially relative to the scaling, as are possible extensions. In Section 3, we demonstrate that the proposed method can solve backscattering problems with sufficient accuracy and at a fraction of the cost of the full model. Finally, Section 4 lists the key conclusions from this work.

2. Methods

We begin with a brief synopsis of the necessary equations. This material is not new, as it has already been the subject of several articles and textbooks [6]. However, as we need to refer to numerous equations in the new material below, we think it advisable to provide the equations within context. Additionally, readers who may wish to implement the described techniques by themselves will benefit from an explicit recitation of the constituent parts.

2.1. Exterior Acoustic Problem

Consider an elastic solid scatterer embedded in an infinite extent of acoustic fluid (water). The space in \( R^3 \) occupied by the deformable structure is denoted as \( \Omega_s \). The structure may have internal voids. Therefore, the bounding surface \( \partial \Omega_s \) of the solid domain is not necessarily wholly in contact with the fluid. We call the interface between the solid and the surrounding acoustic fluid \( S \in \partial \Omega_s \). We assume that this is a closed and simply connected manifold surface. The fluid domain is \( \Omega_w \), and is the complement of the volume enclosed by \( S \). The fluid is characterized by its mass density \( \rho_w \) and sound speed \( c_w \). The harmonic acoustic excess pressure is described by the well-known Helmholtz equation.
The interaction of the solid scatterer with the fluid along the boundary $S$ is described by the following boundary condition:

$$\nabla \hat{p}(x) \cdot n(x) = \rho_w \omega^2 \hat{u}(x) \cdot n(x), \quad x \in S$$  \hspace{1cm} (1)

where the symbol $n$ denotes the outer normal to the volume of the scatterer $\Omega_s$ (i.e., $n$ points into the fluid). Further, quantities with a superimposed $\hat{}$ symbol represent complex harmonic amplitudes; in particular, $\hat{u}$ is the complex harmonic displacement of the surface $S$.

For application of the boundary element technique, we employ an integral equation formulation of the exterior Helmholtz equation. For an acoustic wave incident on the structure $\hat{p}_{\text{inc}}(x)$, which results in a scattered acoustic wave $\hat{p}_{\text{scat}}(x)$, for the total acoustic wave $\hat{p}(x) = \hat{p}_{\text{inc}}(x) + \hat{p}_{\text{scat}}(x)$, we can write the integral equations

$$\int_S \left( \hat{p}(y) \frac{\partial \tilde{G}(x,y)}{\partial n(y)} - \tilde{G}(x,y) \rho_w \omega^2 \hat{u}(x) \cdot n(x) \right) dS(y) =$$ \hspace{1cm} (2)

\begin{align*}
\hat{p}(x) - \hat{p}_{\text{inc}}(x), \quad x \in \Omega_w, \\
\frac{i}{2} \hat{p}(x) - \hat{p}_{\text{inc}}(x), \quad x \in S, \\
-\hat{p}_{\text{inc}}(x), \quad x \in \Omega_s.
\end{align*}

The equation in (2) for a point on the surface is commonly referred to as the Surface Helmholtz Equation (SHE), while the bottom equation for a point within the interior of the scatterer is known as the Interior Helmholtz Relation (IHR). In this work, $\tilde{G}(x,y)$ and we assume the free-space Green’s function.

The two unknown quantities in the resulting equation are the pressure and the surface normal displacement. The above can be expressed in terms of the surface velocity $\hat{v} = -i\omega \hat{u}$.

2.2. Equations of Motion of the Scatterer

The governing equations of the solid scatterer can now be immediately formulated for the steady state of harmonic vibration. We assume that body forces are absent and that the vibrating solid is free of displacement constraints, that is, the solid is free-floating in the acoustic medium.

The boundary condition on the wet surface of the solid $S$ is

$$\mathcal{P}_n \hat{\sigma} \cdot n = -\hat{p}.$$  \hspace{1cm} (3)

We employ the so-called “Voigt” vector notation. Here, $\mathcal{P}_n$ is the operator that constructs a traction vector from the stress vector $\hat{\sigma}$ given the outer normal $n$. If there are voids within the solid scatterer, we assume traction-free boundary conditions on the bounding surfaces of such cavities.

The weak formulation of the governing equations leads to the classical Galerkin weighted residual equation:

$$-\omega^2 \int_{\Omega_s} \eta \cdot \rho_s \hat{u} \, dV + \int_{\Omega_s} (B\eta) \cdot DB \hat{u} \, dV + \int_S \eta \cdot \hat{p} n \, dS = 0.$$  \hspace{1cm} (4)

2.3. Boundary Element Discretization

The governing equations of the fluid (2) and solid (4) are coupled, as can be recognized from the presence of the pressure $\hat{p}$ and displacement $\hat{u}$ in both equations. The numerical solution is sought by discretizing the fluid equations using the boundary element method and by discretizing the equations of the solid using the finite element method.

The finite element model implements nodally-integrated four-node tetrahedra with energy sampling stabilization, as introduced in [11]. As a consequence, the surface of the
solid scatterer, that is the surface $S$ and all the surfaces of the internal voids, are covered with triangular faces. We refer to these faces as panels.

Equation (2) for any point $x \in S$ on the wet surface can be written as

$$ \frac{1}{2} \hat{p}(x) - \int_S \hat{p}(y) \frac{\partial G(x, y)}{\partial n} dS(y) = -i \omega \rho_w \int_S \hat{v}_n(y) G(x, y) dS(y) + \hat{p}_{\text{inc}}(x). \quad (5) $$

In order to discretize the above equation with collocation, we form the expansions $\hat{p}$ and $\hat{v}_n$ using basis functions $\chi_i$. These basis functions are piecewise constants over the covering of the surface of the scatterer with $N$ triangular panels

$$ \hat{p}(x) = \sum_{i=1}^{N} \hat{p}_i \chi_i(x), \quad \hat{v}_n(x) = \sum_{i=1}^{N} \hat{v}_{n,i} \chi_i(x). \quad (6) $$

Each of the triangular panels corresponds to a face of the tetrahedral element employed for the solid scatterer that is wetted by the acoustic medium. Substituting this in (5) results in

$$ A \hat{P} = B \hat{V}_n + \hat{P}_{\text{inc}}, \quad (7) $$

where

$$ A_{ij} = \frac{\delta_{ij}}{2} - \int_S \chi_i(y) \frac{\partial G(x, y)}{\partial n(y)} dS(y), \quad B_{ij} = -i \omega \rho_w \int_S \chi_j(y) G(x, y) dS(y), \quad (8) $$

in which $i, j = 1, \ldots, N$. The matrices $A$ and $B$ are commonly known as the double- and single-layer matrices. The vector $V_n$ collects the normal components of the velocity at the centroid of each panel; recall here that the basis functions are constant on each panel. Both integrands in (8) display integrable singularities for $y \rightarrow x_i$. This computational difficulty can be handled through a variety of methods [12].

It bears emphasis that computation of all the entries of the matrices $A$ and $B$ is embarrassingly parallel. Our code takes advantage of this by launching multiple threads to process sections of the matrices concurrently.

2.4. Finite Element Discretization

The finite element model described in [11] is based on nodally-integrated four-node tetrahedra with stabilization. Unphysical (spurious) vibration modes of the nodally integrated elements are removed through energy-sampling stabilization, effectively treating both the lower and higher ends of the frequency spectrum. This formulation is shown to be coercive and locking-free by numerical inf-sup tests, and as such is suitable for nearly-incompressible materials such as rubber or similar plastics. The two stabilization parameters introduced in [11] have been adjusted to $a = 2$ and $b = 3$ in order to increase the fixed-mesh accuracy. The aim of this modification is to take advantage of the nearly equilateral tetrahedral elements typical of the meshes used in acoustics simulations.

The finite element model discrete equations result from a variation of (4), as described in much detail in [11], yielding the matrix expression of the undamped harmonic forced vibration

$$ (-\omega^2 M + K) \hat{U} = \hat{L}, $$

where the mass matrix $M$ and stiffness matrix $K$ are obtained from the first two terms in (4) and the vector of the nodal loads $\hat{L}$ expresses the effect of the acoustic pressure $\hat{p}$ on the boundary $S$ (the last term in (4)).
2.5. Coupling of the Boundary Element and Finite Element Models

The vector $\hat{L}$ expresses the action of the total pressure on the surface of the scatterer. The distribution of the total pressure on the surface is described by (6), leading us to write

$$\hat{L} = -G\hat{P}, \tag{10}$$

where the rectangular coupling matrix $G$ of size $(D, N)$ in components is

$$G_{(K,j)m} = \int_{S_m} N_K(x)n_j dS, \tag{11}$$

where the notation $(K, j)$ indicates a map from node number $K$ and coordinate direction $j$ to a degree of freedom number $(K, j)$, $D$ is the total number of displacement degrees of freedom, $m$ is the pressure degree of freedom in the boundary element method, $S_m$ is the surface panel $m$, $N$ is the total number of pressure degrees of freedom (i.e., the number of triangle panels), and $\hat{P}$ is the vector of the pressure values on the surface panels.

In a similar manner, the normal velocity of the panels, which is piecewise constant along each surface panel, can be obtained as the surface-weighted mean of the velocities at the nodes [13]:

$$\hat{V}_n = D^{-1}G^T\hat{V}, \tag{12}$$

where $D$ is a diagonal matrix of the areas of the surface panel:

$$D_{mm} = \int_{S_m} dS. \tag{13}$$

Therefore, using $\hat{V} = -i\omega\hat{U}$, we can express the normal velocity on the panels as

$$\hat{V}_n = -i\omega D^{-1}G^T\hat{U}. \tag{14}$$

It follows that by combining (14) with the equation of motion of the scatterer (9), the definition of the pressure loads (10), and the BEM Equation (7), we arrive at

$$\begin{align*}
AP &= B\hat{V}_n + \hat{P}_{inc} \\
&= -i\omega BD^{-1}G^T\hat{U} + \hat{P}_{inc} \\
&= +i\omega BD^{-1}G^T(-\omega^2 M + K)^{-1}G\hat{P} + \hat{P}_{inc} \\
\end{align*} \tag{15}$$

or

$$\begin{align*}
\left[A - i\omega BD^{-1}G^T(-\omega^2 M + K)^{-1}G\right]\hat{P} = \hat{P}_{inc}, \tag{16}
\end{align*}$$

which may be solved for the panel values of the total pressure $\hat{P}$. It bears emphasizing that the matrices $A$ and $B$, along with the vector $\hat{P}_{inc}$, are functions of the angular frequency $\omega$.

The matrix $(-\omega^2 M + K)$ is known as the dynamic stiffness. Note that it depends on the frequency of excitation $\omega$. In the applications considered here, i.e., the so-called “acoustic color” computation of the backscattered target strength as a function of aspect angle and frequency, the scattered pressures need to be calculated for many values of the frequency $\omega$.

Compounding these difficulties, in order to resolve waves with wavelength $\lambda = 2\pi c/\omega$, where $c$ is the sound speed in the fluid, it is necessary to match the element size $h$ in the finite element mesh, and hence the size of the boundary element panels, to the frequency of the excitation:

$$h = \lambda/n_h = \frac{2\pi c}{\omega n_h}, \tag{17}$$

where $n_h$ is the number of element edges per wavelength (typically 10). The number of solid finite elements in the mesh is inversely proportional to $h^3$; consequently, the size of the dynamic stiffness matrix grows with $\omega^3$. Therefore, when the wavenumber becomes
large, i.e., \(ka \gg 1\) (here, \(k = 2\pi/\lambda\) and \(a\) is a characteristic dimension of the solid scatterer), the simulations become progressively more and more expensive; a significant part of this cost is the solution of the system of linear algebraic equations implied by the notional inverse of the dynamic stiffness matrix.

In order to avoid the large cost of solving with the large dynamic stiffness matrix, a modal expansion may be employed [13]. Using the incomplete (rectangular) matrix of eigenvectors \(\Phi_r\), where each column represents an eigenvector, we can write approximately

\[
\left( -\omega^2 M + K \right)^{-1} \approx \Phi_r \left( -\omega^2 I_r + \Omega_r \right)^{-1} \Phi_r^T,
\]

where the matrix subscript \(r\) implies that only \(r\) eigenvectors (columns) have been retained in the matrix \(\Phi_r\). Therefore, (16) may be approximated with the computationally attractive formula

\[
\left[ A + i\omega BD^{-1} G^T \Phi_r \left( -\omega^2 I_r + \Omega_r \right)^{-1} \Phi_r^T G \right] \hat{P} = \hat{P}_{inc}.
\]  

(19)

It needs to be emphasized that the solution of a free vibration (generalized eigenvalue) problem is needed to obtain \(\Phi_r\). This demands significant effort, as the dimension of the matrix pencil is large and the number of required eigenvectors is typically large as well; the number of retained eigenvalues must be proportional to the frequency \(\omega\), and the largest computed eigenvalue must exceed \(\omega\) by a significant margin (often taken as 50%).

An approach has been presented in [14] to approximate the set of vectors \(\Phi_r\) at a much lower cost using a novel and inexpensive a priori transformation built on the notion of coherent nodal clusters. The resulting modal decomposition is only approximate; the basis vectors \(\Psi\) satisfy the mass- and stiffness-orthogonality conditions relative to the original matrices of the system only approximately. Hence, a minor modification of (19) is required due to the lack of true orthogonality on the part of the modal basis, and Equation (19) must be rewritten as

\[
\left[ A + i\omega BD^{-1} G^T \Psi \left( -\omega^2 M_{red} + K_{red} \right)^{-1} \Psi^T G \right] \hat{P} = \hat{P}_{inc},
\]  

(20)

where the reduced mass and stiffness matrices are \(M_{red} = \Psi^T M \Psi\), \(K_{red} = \Psi^T K \Psi\). This change does not have a large impact on the execution time; the most expensive parts of the computation are the calculation of the entries of the \(A\) and \(B\) matrices, and the solution of (20), where the coefficient matrix on the left hand side is a dense complex matrix with a dimension equal to the number of the surface panels \(N\).

Equation (19) or Equation (20) needs to be solved for the vector of the pressures \(\hat{P}\). However, first the delicate issue of the possible existence of spurious solutions needs to be addressed.

2.6. Suppression of Spurious Solutions

The integral equation approach has the obvious advantage that it reduces the infinite exterior domain to the finite domain of the surface of the structure. The surface-point equation in (2) is known as the Surface Helmholtz Equation (SHE), while the interior-point equation is known as the Interior Helmholtz Relation (IHR) [15]. Together, these equations relate the acoustic pressure on the surface of the structure to the normal surface velocity. They can be used to solve the acoustic radiation or scattering problems when either the surface pressure or velocity is known. Therefore, only surface values are calculated from which the field at any position of interest may be evaluated using the exterior-point equation (2). The radiation condition is automatically satisfied.

As with all classical formulations of the Helmholtz equation in the exterior region, whether through the use of single or double layer, virtual source distributions, or the use of Green’s theorem, the above formulation breaks down due to either the non-uniqueness or non-existence of the solutions at certain wavenumbers [15]. This failure is non-physical in
nature, as it is due to the integral equation formulation, and is associated with the existence of eigensolutions of the Helmholtz equation in the interior of the wet surface. The SHE (viz., Equation (19) or (20)), as an integral equation of the second kind, is most suitable for numerical implementation; however, it produces non-unique solutions when the wavenumber \( k \) is an eigenvalue of the Dirichlet problem for the interior region \( \Omega_w \). The IHR is shown to possess a unique solution if it is satisfied at all interior points; however, being an integral equation of the first kind, it suffers from numerical instability.

The Combined Helmholtz Integral Equation Formulation (CHIEF) from Schenck \[13\] uses the numerical stability of the SHE and the uniqueness property of the IHR to form an overdetermined set of linear equations. These equations, which are obtained from a numerical approximation of the SHE with a small number of additional equations derived from the IHR, can then be solved with a least squares solver. Schenck proved that at a critical wavenumber only the unique solution of the SHE will simultaneously satisfy the IHR under the condition that the IHR is not evaluated on the nodal surfaces of the interior eigenfunctions.

For the IHR matrices, we have expressions analogous to (8), assuming that there are \( M \) suitably chosen points in the interior of the complement of the fluid domain \( \Omega_w \).

In this work, we randomly choose a subset of the centroids of the tetrahedral elements that compose the solid domain.

Denoting the coefficient matrices of either Equation (19) or (20) as \( H \), we can formulate the classical CHIEF equations as follows \[13,16\]:

\[
\begin{bmatrix}
H & H_{int} \\
H_{int} & \end{bmatrix} \begin{bmatrix}
\hat{P} \\
\hat{P}_{inc})
\end{bmatrix} = \begin{bmatrix}
\hat{P}_{inc} \\
\hat{P}_{inc,int}
\end{bmatrix}. \tag{21}
\]

This equation with a rectangular coefficient matrix is best solved as a classical least squares problem, perhaps with the QR decomposition.

A symmetric formulation can be derived as well \[16–18\]:

\[
\begin{bmatrix}
H_s & H_{int}^* \\
H_{int} & 1
\end{bmatrix} \begin{bmatrix}
\hat{P} \\
\hat{\Lambda}_{int}
\end{bmatrix} = \begin{bmatrix}
\hat{P}_{inc} \\
\hat{P}_{inc,int}
\end{bmatrix}. \tag{22}
\]

Here, \( \hat{\Lambda}_{int} \) is a vector of Lagrange multipliers with values that have the meaning of the error in the pressures at the interior points. The symmetric formulation leads to a much faster solution, as only an LU decomposition is required. Unfortunately, there is evidence [16] that the symmetric formulation (22) is rather less successful at eliminating the irregular frequencies than the least-squares solution of (21).

It behooves us to point out that, while we use CHIEF in this paper, various other formulations have been proposed; these include both attempts to mitigate the problem at low frequencies [15] and attempts to eliminate it completely [19].

2.7. Reduced Order Modeling

As outlined in the previous section, reduced-order modeling has already been applied in both Equations (19) and (20), first by employing a truncated modal expansion and second to derive the Ritz basis \( \Psi \). Nevertheless, solving either of these two equations, or indeed their CHIEF equivalents ((21) or (22)), is very expensive. The coefficient matrix in those equations is full and complex, and in general is not symmetric either. The cost of the solution to a system of linear algebraic equations of this nature grows as its dimension cubed. The treatment proposed here to address the large and rapidly growing cost is to radically decrease the dimension of the coefficient matrix by applying the coherent node cluster model reduction technique [14,20].

The crux of the matter is how to reduce the space of the pressures. The technique to be applied to this problem is fairly obvious, by taking advantage of the coherence of the spatial distribution of the pressures. Considering Figure 1, the two top images show the real and imaginary parts of the pressure for a particular angle of incidence and a particular
frequency. Clearly, the pressure distribution displays patterns roughly commensurate with the diameter of the cylinder. This pattern can be represented by values on the individual triangles (panels). On the other hand, if we consider only a small neighborhood for a given surface point, the variation of the pressure around that point may very well resemble a low-order polynomial. The bottom-most image in the figure shows such small neighborhoods, which we call clusters. The pressure on the panels within each cluster is represented by functions selected to take advantage of the coherence. Mathematically, we can construct a transformation

\[
\hat{P} = \Xi \hat{\alpha},
\]

(23)

where the tall and narrow \( N \times Q \) matrix \( \Xi \) expresses the pressures at the individual panels as a linear combination of the columns of this matrix. The vector \( \hat{\alpha} \) consists of \( Q \) multipliers in this linear combination, which are equivalent to generalized pressures.

![Figure 1. Aluminum cylinder of 1' diameter. Mesh with element size of 20 mm. From top to bottom: acoustic pressure computed with the below partitioning of the panels, showing the real and imaginary parts for an incidence angle of 60°, frequency 2550 Hz. Partitioning of the surface panels into 80 clusters of approximately 50 surface panels per cluster. Cluster basis functions of up to quadratic degree.](image-url)
2.7.1. Panel Clusters

The idea of coherent clusters was developed in [14]. Because the context there was the finite element method, with its attendant focus on continuity of approximating functions, it is useful to revisit the basic ideas in the specific context of pressure acting on surfaces embedded in a three-dimensional space.

Consider a cluster of a few triangles in a plane. For definiteness, let us say that there are twenty triangles in the cluster. The pressures at the centroids of those triangles can be described by the vector

\[ \mathbf{p} = [p_1, p_2, \ldots, p_n]^T, \]  

(24)

where \( n = 20 \). We can approximate this vector by writing

\[ \mathbf{p} \approx \sum_{i=1}^{3} \alpha_i \mathbf{b}_i, \]  

(25)

where the vectors \( \mathbf{b}_i \) are the basis of a three-dimensional subspace in a twenty-dimensional space of pressures at the centroids of the panels of the cluster. We can profitably engage a linear polynomial in an arbitrary Cartesian coordinate system to write an example of such a basis as follows:

\[ \mathbf{b}_1 = [1, 1, \ldots, 1]^T, \]
\[ \mathbf{b}_2 = [x_1, x_2, \ldots, x_n]^T, \]
\[ \mathbf{b}_3 = [y_1, y_2, \ldots, y_n]^T, \]  

(26)

where \((x_i, y_i)\) is the tuple of coordinates of the centroid of the \( i \)-th panel. We can refer to the basis vectors as being generated from a set of basis functions: \( \mathbf{b}_1 \) is generated by the constant, \( \mathbf{b}_2 \) is generated by the function \( x \), and \( \mathbf{b}_3 \) is generated by the function \( y \).

Equation (25) manages to reduce the space of pressures on the cluster from twenty distinct values to just three coefficients. The vectors \( \mathbf{b}_i \) are then good candidates for the columns of the transformation matrix \( \Xi \). Of course, the columns of such a transformation matrix should be linearly independent, which can be managed when the cluster is not degenerate in some way (for instance, when all the centroids in the cluster do not lie on a straight line).

2.7.2. Cluster on a Curved Surface

A complicating factor is that, referring to Figure 2, the clusters of surface panels in our application are located on curved surfaces. However, provided that the cluster represents a relatively flat piece of the surface, we can set up a local Cartesian coordinate system in which to compute the equivalent of the basis vectors (26). One possibility is to consider each centroid as a massive particle of weight 1 and location \((X_i, Y_i, Z_i)\), then compute the principal axes of the cloud of these massive particles. First, we compute the centroid of the cloud, then evaluate the tensor of the moments of inertia. Solving the eigenvalue problem of the principal values provides us with a coordinate system locally aligned with a “tangent plane” that represents the cluster as the two principal directions associated with the two smallest moments of inertia \( \tilde{x}, \tilde{y} \).
pressed on the bi-unit square

2.7.3. Construction of the Basis Vectors

The basis vectors in two coordinates (i.e., in a plane) can be generated from functions in the form of a tensor product of one-dimensional functions, which we call prototype 1D functions. For instance, it is possible to work with Legendre polynomial basis functions \([21]\). For convenience and numerical stability, the normalized coordinates \(-1 \leq \xi \leq +1\) are preferred to the physical coordinates \(-1 \leq s \leq +1\) and similarly for the other coordinate direction. A set of prototype basis functions \(b_q(\sigma)\) is formulated, where \(1 \leq q \leq n_1\). In the examples considered here, these are the Legendre polynomials \(b_q(\sigma) = P_{q-1}(\sigma)\), sometimes called Legendre functions of the first kind. It is assumed that \(n_1\) is a suitable number of basis functions to incorporate in the construction of the transformation matrix along each spatial direction. The choice of \(n_1\) is addressed below.

Using the scaling of the coordinates for each cluster, the basis functions can be expressed on the bi-unit square \(-1 \leq \xi \leq +1\) and \(-1 \leq \eta \leq +1\). Therefore, it is natural to think of the decomposition of the two-dimensional basis functions \(b_q(\xi, \eta)\) as products of one-dimensional basis functions on the bi-unit interval \(b_i(\xi)b_j(\eta)\), cf. Table 1. Note that the total number of basis vectors per cluster

\[
m = \frac{n_1(n_1 + 1)}{2}
\]

is determined by the number of the prototype one-dimensional functions \(n_1\).

**Table 1.** Construction of two-dimensional basis functions \(b_q(\xi, \eta) = b_i(\eta)b_j(\xi)\) from the prototype 1D basis functions \(b_i(\sigma)\). In this particular case, \(n_1 = 4\) is chosen; hence, there are \(m = n_1(n_1 + 1)/2 = 10\) basis functions \(b_q(\xi, \eta)\). For instance, we could define \(b_1(\xi, \eta) = b_1(\eta)b_1(\xi), b_2(\xi, \eta) = b_2(\eta)b_1(\xi), b_3(\xi, \eta) = b_1(\eta)b_2(\xi), \ldots, b_{10}(\xi, \eta) = b_1(\eta)b_4(\xi)\).

<table>
<thead>
<tr>
<th>(b_1(\xi))</th>
<th>(b_2(\xi))</th>
<th>(b_3(\xi))</th>
<th>(b_4(\xi))</th>
</tr>
</thead>
<tbody>
<tr>
<td>(b_1(\eta))</td>
<td>(b_1(\eta)b_1(\xi))</td>
<td>(b_1(\eta)b_2(\xi))</td>
<td>(b_1(\eta)b_3(\xi))</td>
</tr>
<tr>
<td>(b_2(\eta))</td>
<td>(b_2(\eta)b_1(\xi))</td>
<td>(b_2(\eta)b_2(\xi))</td>
<td>(b_2(\eta)b_3(\xi))</td>
</tr>
<tr>
<td>(b_3(\eta))</td>
<td>(b_3(\eta)b_1(\xi))</td>
<td>(b_3(\eta)b_2(\xi))</td>
<td></td>
</tr>
<tr>
<td>(b_4(\eta))</td>
<td>(b_4(\eta)b_1(\xi))</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

2.7.4. Generation of Panel Clusters

In this work, we adopt the Metis mesh partitioning library \([22,23]\) to divide the surface mesh into spatially coherent clusters. Specifically, we partition the dual connectivity matrix
2.7.5. Choosing the Number of Clusters and the Number of the Basis Functions

How many clusters should be used, and how many basis functions per cluster? While this question does not have a unique answer, a simple algorithm is presented here that provides an estimate based on the basic properties of the wave-carrying fluid and the frequency range of interest.

Consider the highest frequency carried by the fluid as \( f_{\text{max}} \), and, as above, the sound speed in the fluid as \( c_w \). An oft-adopted rule of thumb concerning how many surface elements are necessary to reasonably reproduce the fluid waves at the highest frequency is ten element edges per wavelength. These ten element edges then correspond to one sine or cosine wave. A not unreasonable approximation of this function within a single wavelength could be a cubic polynomial \( (n_1 = 4) \). The basis vectors would in that case be generated by the functions shown in Table 1. Now, visualize an ideal cluster in the form of a square, with \( T \) element edges per side. There would be \( 2T^2 \) triangular panels in such a cluster. If we take \( T = 10 \) element edges per side, there will be 200 surface panels included in such a cluster. There are ten basis vectors generated by the functions in Table 1. Therefore, in this case we would expect the solution of the linear system of the reduced equations to run \( \approx 20^3 = 8000 \) times faster than the solution for the unreduced system. As demonstrated in Section 3.1, the assumption that the pressure waves in the fluid could be sufficiently well approximated for one wavelength by a cubic polynomial is too optimistic. It is more realistic to adopt a quintic polynomial for the prototype 1D functions \( (n_1 = 6) \), which then results in 21 basis functions (i.e., 21 generalized pressures per cluster). The speedup due to the pressure reduction would then be \( \approx (200/21)^3 = 864 \).

While this heuristic guidance works well, as demonstrated in our examples, other choices are possible as well, which we show.

2.7.6. Reduced Equations: First Attempt

The pressure reduction approach can be summarized as follows:

- Partition the surface panels into clusters.
- For each cluster, generate a number of independent basis vectors based on the selection of the 1D prototype functions.
- Assemble these basis vectors into the transformation matrix \( \Xi \).

This matrix is then applied to Equation (21) using the expansion (23) and a Galerkin projection, resulting in

\[
\begin{bmatrix}
\Xi^T H \Xi \\
H_{\text{int}} \Xi
\end{bmatrix} \hat{\alpha} = \begin{bmatrix}
\Xi^T \hat{P}_{\text{inc}} \\
\hat{P}_{\text{inc, int}}
\end{bmatrix}.
\] (29)

where the matrix on the left-hand side has \( Q + N_{\text{int}} \) rows, with \( Q \) the number of generalized pressures on the surface and \( N_{\text{int}} \) the number of interior points.

2.7.7. Model Reduction of the Interior-Point Matrix

Introducing the above reduction of the pressures on the panels addresses only the top portion of Equations (21) and (22). If we do not pay attention to the interior points in the CHIEF method, the number of interior points after reduction of the panel pressures may reach or exceed the number of generalized pressures on the surface. This would significantly reduce the efficiency of the method. In other words, what is needed is an algebraic transformation to reduce the number of rows corresponding to the interior points. Thus, we are seeking the transformation

\[
H_{\text{int}} \rightarrow \Xi_{\text{int}}^T H_{\text{int}}.
\] (30)

where the matrix on the right has considerably fewer rows. In order to accomplish a full reduction, we apply the same basic idea to the interior points as previously invoked for the
surface pressures, that is, the interior points are partitioned randomly into clusters and each cluster is associated with a single basis vector consisting of all ones (i.e., the prototype 1D function is a constant). In this way, the probability that all of the interior points of the cluster lie on the nodal surfaces of the interior eigenfunctions is greatly reduced.

We remark here that an alternative strategy could involve choosing only a reduced number of interior points. However, the preceding approach is considerably more robust.

2.7.8. Reduced Equations

With the matrix $H_{\text{int}}$ at hand, we can reduce the second line of (29), again by a Galerkin projection, to

$$
\begin{bmatrix}
\Xi^T H \Xi \\
\Xi^T H_{\text{int}} \Xi
\end{bmatrix}
\hat{\alpha} = 
\begin{bmatrix}
\Xi^T \hat{P}_{\text{inc}} \\
\Xi^T \hat{P}_{\text{inc,int}}
\end{bmatrix}.
$$

(31)

where the matrix on the left hand side has $Q$ columns and $Q + Q_{\text{int}}$ rows, with $Q$ the number of generalized pressures on the surface and $Q_{\text{int}}$ the number of generalized Lagrange multipliers at the interior points. The overdetermined system of equations can be solved again in a least-squares fashion, perhaps with a QR factorization.

2.8. Computational Cost

The time needed to solve the problem with a particular number of degrees of freedom is often a critical limiting factor. In this section, we look at the problem scaling and discuss a few possible performance enhancements.

2.8.1. Problem Scaling

Consider the case in which the upper limit of the frequency range is fixed. This is a common situation when attempting to ascertain the effect of the discretization error. In this case, the number of generalized degrees of freedom $Q$ is independent of the total number of surface panels $N$. We can then hope to execute the simulation for one particular frequency in $O(N^2)$ number of operations.

The order in which the implied matrix multiplications are executed to obtain the transformed matrices in (29) is important. The goal is to obtain $\Xi^T H \Xi$, where $H$ is defined in either (19) or (20). For definiteness, we consider (20). The evaluation of the matrices $A$ and $B$ takes $O(N^2)$ operations. The product $\Xi^T H \Xi$ can then be obtained by employing a few temporary matrices. First:

$$M_1 = \Xi^T \omega B$$

(32)

of size($M_1$) = ($Q$, $N$); then, we can compute

$$M_2 = M_1 D^{-1} G^T \Psi,$$

(33)

where $D^{-1} G^T \Psi$ is independent of the angular frequency $\omega$ and as such can be precomputed and stored. The size of $M_2$ is ($Q$, $E$), where $E$ is the number of eigenvectors in the expansion $\Psi$. Next, we compute

$$M_3 = M_2 \left( -\omega^2 M_{\text{red}} + K_{\text{red}} \right)^{-1} \Psi^T G \Xi$$

(34)

with size($M_3$) = ($Q$, $Q$). Again, $\Psi^T G \Xi$ of size ($E$, $Q$) is independent of the angular frequency $\omega$, and can be precomputed and stored. A system of linear algebraic equations with the coefficient matrix $(-\omega^2 M_{\text{red}} + K_{\text{red}})$ of size ($E$, $E$) and $Q$ right-hand sides needs to be solved. The overall result $\Xi^T H \Xi$ follows as

$$\Xi^T H \Xi = \Xi^T A \Xi + M_3.$$ 

(35)

The number of operations to arrive at this matrix is $2(Q^2 N + QEN + QN^2)$. Similar reasoning applies to the construction of the matrix $\Xi_{\text{int}}^T H_{\text{int}} \Xi$ of Equation (31). Thus, we...
may conclude that, provided that $Q$ is independent of $N$, the entire computation of the left-hand side reduced matrix (31) takes $O(N^2)$ operations.

On the other hand, we can consider the increase of the upper limit of the frequency range of interest. Clearly, the number of clusters or the number of basis vectors per cluster needs to increase. For definiteness, we consider the case of fixed number of basis vectors per cluster. If the upper limit of the frequency range increases by a factor of two, the number of clusters needs to increase by a factor of two squared, i.e., four. This is the same scaling expected of the panels themselves. In this sense, the pressure reduction has the same scaling of the degrees of freedom $Q \rightarrow 4Q$ as the original method ($N \rightarrow 4N$).

2.8.2. GPU Execution

When the pressure reduction is applied to the problem in (31), the solution of the algebraic equations becomes a small fraction of the overall cost. In order to further reduce the runtimes of the models, the cost of the left-hand side matrix needs to be addressed, as the majority of the time is now spent computing the left hand side matrix. With 16 computing threads, the computation of the entries of the $A$ and $B$ matrices takes approximately 46% of the wall-clock time, whereas the various matrix multiplications (32)–(35) account for 53% of the time. The computation of the entries of the single- and double-layer matrices could be accommodated on GPUs, potentially with great time savings, however, the series of matrix multiplications would need to be speeded up; in this respect, one helpful property is that the pressure transformation is a blocked-diagonal matrix.

2.8.3. Blocked Transformation into the Reduced-Pressure Space

If the degrees of freedom in each of the surface clusters are numbered consecutively, then the $\Xi$ matrix of Equation (29) is blocked, with no coupling between blocks. The same holds for the transformation matrix applied to the interior points. A sparse blocked matrix storage enables the much faster products necessary to effect the transformation (31).

As GPU execution and utilization of blocking have not been implemented yet, the results will be presented in future publications.

3. Results

The performance of the proposed pressure reduction algorithm is illustrated here on a number of acoustic backscattering examples: a solid steel sphere, a solid aluminum cylinder, and a hollow aluminum spherical shell.

The computational experiments described below were implemented in the Julia programming language [24,25] in the framework of the FinEtools.jl Julia package [26]. The eigenvalue problem solutions were obtained with the reduced eigenvalue solution procedure from [14].

The experiments were executed on a Windows 10 machine with $2 \times$ Intel (R) Xeon(R) E5-2670 at 2.6 GHz, each with eight cores, with a total of 256 GB memory, an L1 cache of $2 \times 8 \times 32$ KiB, an L2 cache of $2 \times 8 \times 256$ KiB, and an L3 cache of 20,480 KiB.

3.1. Steel Sphere Backscattering Amplitude

The 3D simulations considered here used ten element edges per wavelength at the maximum frequency. The mesh of the sphere consisted of four-node tetrahedra with a prescribed edge length of 0.015 m, i.e., the element size was approximately 1.5% of the diameter. The modal matrix of (19) consisted of 800 modes, which were computed to default accuracy through an Arnoldi iteration-based method [14]. The largest natural frequency was approximately 16 kHz. The surface mesh consisted of 28,306 triangles. The number of interior points was adopted as one tenth of the number of panels, i.e., 2831 points. The partitioning of the surface of the sphere into clusters of panels is illustrated in Figure 3.

The sweep in the frequency domain consisted of 101 frequencies, from 100 Hz to 10 kHz, using a step size of 100 Hz. The full model based on Equation (22) was run with 16 threads, and a solution for one single frequency took 1020 s. The solution of the equations
consumed most of the time, at 870 s. In this case, the solution was an LU decomposition followed by backward and forward substitution; it is of interest to note that the solution of a single least-squares system of equations would have taken almost 1.5 h for this problem. The computation of the matrices $H$ and $H_{\text{int}}$ clocked in at approximately 135 s. With a single thread, this computation would have taken 860 s, comparable to the time needed to solve the equations.

Figure 3. Mesh of a solid steel sphere of radius 0.5 m, showing partitioning into clusters of panels. (Left): clusters of 200 triangles each. (Right): clusters of 50 triangles each.

Figure 4 compares the approximate solution using (19) with the reference curve based on the partial wave solution [27]. The modal expansion extended up to almost 16 kHz, which complies with the rule of thumb that the highest frequency of interest should be exceeded by the largest frequency of the modal expansion by at least fifty percent. Note that in any case the focus here is on the comparison of the full model (Equations (19) and (22)) with the pressure-reduced model of (31), not on the comparison with the reference solution.

Figure 4. The backscattering amplitude as a function of frequency for a solid steel sphere of radius 0.5 m. The solid black line represents the partial wave solution [27] and the markers represents the coupled finite- and boundary-element solution. The frequency step is 100 Hz. This is the original formulation based on Equation (19) using 800 modes.

The pressure-reduced model of (31) was based on the following parameters: number of panels per cluster 200, number of terms in the one-dimensional prototype function $n_1 = 6$ (referred to as the 200/6 model) in the figures, and 142 surface clusters, for a total number of generalized pressure degrees of freedom of 2982. The number of clusters of the interior points was set at 128; thus, the total number of degrees of freedom in Equation (31)
was $2982 + 128 = 3110$. The ratio of the degrees of freedom for the full model relative to the reduced model was $(28306 + 2831)/3110 \approx 10$.

The results for the reduced model are presented in Figure 5, and are in good agreement both with the reference solution [28] and the full-system solution in Figure 4. The reduced model was run with 32 threads. The total time per frequency was 112 s, of which the construction of the matrices took 105 s and the solution of the equations took approximately 8 s. Note that the method to solve the equations was not an LU decomposition; rather, it was a least squares solution of an overdetermined rectangular system.

The pressure-reduced model ran $1020/112 \approx 9.1$ times faster than the full model. A note concerning the speed up may be in order here, as there is a limit on how much faster the reduced model can run relative to the full model. The solution times for the system of equations cannot be simply scaled with the factor of $10^3$, as the constant in front of the cube term for the least squares solution is larger than that for the LU decomposition. Furthermore, the construction of the matrices $H$ and $H_{\text{int}}$ represents a kind of fixed cost, which is present in some form in both the full model and the reduced model. Therefore, the largest speedup we can expect is (total time/time for the $H$ and $H_{\text{int}}$ matrices). From the full model, we have $(1020/105) \approx 9.7$. This is the maximum possible speedup, predicated on the ability of totally eliminating the solution cost. Hence, our speedup of 9.1 needs to be considered in this light.

![Figure 5](image_url)

**Figure 5.** The backscattering amplitude as a function of frequency for a solid steel sphere of radius 0.5 m. The solid black line represents the partial wave solution [27], while the markers represents the coupled finite- and boundary-element solution. The frequency step was 50 Hz and modal reduction used 800 modes. The pressure reduction formulation was applied to both the boundary pressures and the interior multipliers (31). Clusters of 200 triangles, $n_1 = 6$.

As we mentioned above, the choice of the number of panels per cluster and the number of prototype 1D function terms is not set in stone. Figure 6 shows the results for the same number of triangles per cluster (200), while $n_1 = 4$, i.e., up to and including cubic terms. The agreement for frequencies up to 8 kHz is good; however, it is apparent that for the rightmost portion of the frequency sweep the approximation of the surface pressures is not good enough. On the other hand, using relatively small clusters with 50 triangles per cluster (for a total of 566 clusters) and $n_1 = 3$ (complete quadratic functions, referred to as the 50/3 scheme) produces a successful approach (see Figure 7). For this scheme, the total time per frequency was 97 s, of which the construction of the matrices took 79 s and the solution of the equations took approximately 11 seconds. The total number of generalized degrees of freedom was $3396 + 128 = 3524$, about 12% more than for scheme 200/6. On the other hand, the transformation matrices consisted of considerably smaller blocks, and consequently were much sparser as is reflected in the timings.
3.2. Acoustic Backscattering from Aluminum Cylinder

The second example involves the backscattering target strength of a free-floating aluminum cylinder. The Young’s modulus, Poisson’s ratio, and mass density were taken as 70,000 MPa, 0.33, and 2700 kg/m$^3$, respectively. The radius of the cylinder was 0.5 feet and its height was 2.0 feet, while the incident field was a plane wave. The source and the receiver moved in the plane of the generating section by steps of 0.5 degrees from 0° to 90°. The solution was obtained for 100 Hz frequency steps within two frequency ranges. Each range was covered by a separate finite element model. The number of surface panels was selected to deliver a resolution of the surface mesh of ten elements per wavelength at the upper frequency limit of the range for each mesh.
The first model had an element size of 10 mm and was deemed accurate up to 15 kHz. The second model was used from 15 kHz to 30 kHz with an element size of 5 mm. In both models, clusters of 200 triangular panels were employed together with \( n_1 = 6 \) (quintic basis functions).

In order to cover the frequency range, the number of natural mode shapes computed with the rapid eigenvalue solution \([14]\) to construct the transformation matrix of (20) was selected to extend to 1.5\( \times \) the upper limit of the frequency range (15 and 30 kHz, respectively).

3.2.1. Model for the Frequency Range of 100 Hz to 15 kHz

For the first model, 500 natural frequencies and mode shapes needed to be calculated, where the highest frequency was approximately 28.4 kHz. The model had 17,148 surface panels. The surface panel degrees of freedom were reduced to 1806 generalized pressures on 86 clusters on the surface and 64 interior generalized degrees of freedom, yielding a total of 1806 + 64 = 1870 generalized degrees of freedom, for a reduction factor in the degrees of freedom of \((17148 + 1715)/1513 \approx 12.5\).

3.2.2. Model for the Frequency Range of 15 kHz to 30 kHz

To cover the frequency range of the second model, i.e., from 15 kHz to 30 kHz, 1500 free-vibration modes were necessary. The highest computed natural frequency in the modal expansion was 46.4 kHz. The model had 65,210 surface panels. The surface panel degrees of freedom were reduced to 6846 generalized pressures on 326 clusters on the surface and 256 interior generalized degrees of freedom, yielding a total of 6846 + 256 = 7102 generalized degrees of freedom, for a reduction factor in the degrees of freedom of \( \approx 10.1 \).

3.2.3. Timings

With 16 threads, the second model ran the computation for a single frequency in 928 s, of which the computation of the matrices \( H \) and \( H_{\text{int}} \) took 834 s and solving the system of the least-squares equations took 79 s.

For comparison, the solution of the pressure Equation (22), i.e., for the full model with 65,210 pressure degrees of freedom + 6521 interior Lagrange multipliers, took 10,764 s (2.99 h). The total time per frequency was 11,808 s (3.28 h) for the full model. Consequently, the pressure-reduced model ran \( 11808/928 \approx 12.7 \times \) faster. For this particular model and this particular hardware and software configuration, this is a difference of 20.5 days (full model) and 39 h (reduced model) of continuous computing when covering the entire frequency sweep.

3.2.4. Accuracy

Figure 8 shows the backscattering target strength as a function of the incidence angle and the frequency (colloquially called the “acoustic color”). The solution of the axisymmetric model \([28]\) with an element size of 5 mm is shown on the left. The left-hand side of Figure 8 shows the solution obtained with the pressure-reduced model employing 200 triangles per cluster and a basis of \( n_1 = 6 \), with different resolution models for the two frequency ranges, as described above. Rather good agreement is evident between the reduced-pressure solution and the high-quality image obtained with the axially symmetric model.
Figure 8. The backscattering target strength in dB for a 1 foot × 2 feet aluminum cylinder in water as a function of aspect angle and frequency. Incidence angles of 0° degrees and 90° degrees correspond to backscattering from broadside and end-fire, respectively. The reference acoustic color obtained with an axially symmetric model is shown on the (left) and the present reduced model on the (right).

3.3. Acoustic Backscattering from Hollow Spherical Aluminum Shell

Finally, we present the backscattering amplitude from an empty aluminum spherical shell. The radius of the sphere was 0.5 m and the shell thickness was 0.05 m. The acoustic excitation was a plane wave. The response in the frequency range from 100 Hz to 10 kHz by 100 Hz was described using the the partial wave method in [27]. For the finest mesh (with a mean element size of 0.009 m) there were more than 16 elements per wavelength of the highest frequency in the water. Such a fineness was indicated by the need to resolve the bending behavior of the shell by the volume mesh.

The mean element size required for sufficient accuracy at the highest frequency (10 kHz) resulted in a very large surface mesh (92,504 triangles); as such, the coefficient matrix of the full (unreduced) model resulted in a storage of 127.5 GB for each of the two square complex matrices of (7). This made it impossible to obtain the solution with the full model. The reduced models are summarized in Table 2. The analytical solution is compared in Figure 9 with our pressure-reduced model of (31) based on the following parameters: number of panels per cluster 200 and number of terms in the one-dimensional prototype function \( n_1 = 6 \) (referred to as the 200/6 model). The meshes reflected the frequency range, while the element size was chosen to yield at least ten elements per wavelength (in water). The number of vibration modes was selected to extend beyond the upper limit of the frequency range by 50%. Thus, the entire frequency range of interest was covered with five models, with an overlap between 3 and 4 kHz to illustrate the flexibility of the choice of the models; the same frequency range may be treated with models of different resolution and cost.

Figure 9. The backscattering target strength in dB for a hollow spherical aluminum shell in water as a function of frequency. The designation M/n stands for Model n.
Table 2. Acoustic backscattering from hollow spherical aluminum shell. The frequency range is expressed in Hz, where 1k means 1000 Hz, etc. The mean element size is in meters.

<table>
<thead>
<tr>
<th>Model</th>
<th>Frequency range</th>
<th>Mean elem. size</th>
<th># modes</th>
<th># panels</th>
<th># clusters</th>
<th># gen. surf. dofs</th>
<th># gen. int. dofs</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>50–2k</td>
<td>0.02</td>
<td>200</td>
<td>19,068</td>
<td>95</td>
<td>1995</td>
<td>70</td>
</tr>
<tr>
<td>2</td>
<td>2k–4k</td>
<td>0.015</td>
<td>500</td>
<td>33,542</td>
<td>168</td>
<td>3528</td>
<td>123</td>
</tr>
<tr>
<td>3</td>
<td>3k–6k</td>
<td>0.01</td>
<td>600</td>
<td>75,458</td>
<td>377</td>
<td>7917</td>
<td>278</td>
</tr>
<tr>
<td>4</td>
<td>6k–8k</td>
<td>0.01</td>
<td>700</td>
<td>75,458</td>
<td>377</td>
<td>7917</td>
<td>278</td>
</tr>
<tr>
<td>5</td>
<td>8k–10k</td>
<td>0.009</td>
<td>800</td>
<td>92,504</td>
<td>463</td>
<td>9723</td>
<td>342</td>
</tr>
</tbody>
</table>

4. Conclusions

The coupled problem of the vibration of an elastic target excited by an incident sound field and the associated backscattering was addressed with a coupled pair of boundary element and finite element models. The coupled problem culminates for each frequency of the incident sound wave in a large system of complex linear algebraic equations for the acoustic pressures on the triangular panels that tile the surface of the scatterer. The two major costs are the construction of the left-hand matrix of this system and the solution of the equations. In this work, we have addressed the latter by developing an ad hoc model-reduction technique based on the idea that the sound pressures on adjacent triangular panels display coherence. This coherence was incorporated by subdividing the panels into spatially compact clusters, over which the variation of the pressure was then described by a collection of basis vectors and the associated multipliers (generalized pressures). The basis vectors were generated systematically from basis functions expressed in coordinate systems aligned with the cluster panels. The resulting algebraic transformation resulted in a coupled system of much smaller dimension than the number of original panels. Consequently, the time required to solve the system of equations for the acoustic pressures on the surface of the scatterer was reduced essentially to insignificance. The ability of the proposed approach to deliver solutions to backscattering problems with good accuracy and greatly reduced run-times (more than an order of magnitude) has been illustrated through a number of examples.
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