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Abstract: Because the threshing device of a combine harvester determines the harvesting level and threshing separation performance of a combine harvester, the analysis and study of the threshing device of a combine harvester is key to improving its performance. Based on the threshing device of a half-feed combine harvester, the simulation model of a discrete element threshing device is established in this paper. With the threshing drum rotation speed, feed volume, and concave sieve vibration frequency as the variable factors, the BP neural network model and linear regression equation model established for the loss rate and impurity content for two kinds of threshing performance indicators, respectively, and through the discrete element threshing performance test, two kinds of methods of threshing performance prediction are analyzed. The results show that the neural network and linear regression can be used for the threshing performance indicators, however, the BP neural network prediction effect has a better prediction precision, better reliability, and the trained neural network can be used in the general case of the threshing performance indicators. This provides a new idea for improving the threshing performance of a combine harvester.
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1. Introduction

As the thorough analysis of the threshing process of a combine harvester reveals the cause of incomplete threshing during rice harvest, such as a lack of cleanliness, it is evident that the analysis of a combine harvester’s threshing device is necessary to improve the threshing performance—which is key to measuring the combine harvester’s threshed rate, loss rate, breakage rate, and impurity rate [1,2].

Current research on the effect of device structure on threshing performance is mainly focused on the continuous improvement and optimization of the structure of the threshing device, so as to improve its threshing performance [3–6]. Abdeen et al. [7] took the threshing machine as their research object and adopted the orthogonal test to analyze the influence relationship between variables such as the drum rotation speed and feed volume and threshing efficiency, power consumption and productivity, and optimize the test variables. Wang et al. [8] improved the design and experimental study of the cutting table and threshing device, and improved the working performance of the whole machine. Teng et al. [9] designed a screw drum segmental threshing system and conducted an optimized test analysis to obtain the optimal combination of the structure and influencing factor parameters. The research results reduced the breakage rate and impurity rate of the screw-drum threshing device. Qian et al. [10] designed flexible threshing teeth and established the dynamic model of the impact friction between the flexible threshing teeth and grain in the threshing process, which verified the reliability and rationality of the flexible teeth and thus reduced the breakage rate of rice.
Research on the factors influencing threshing performance is mainly focused on analyzing and optimizing the parameters of the influencing factors, and provides the basis for improving the threshing performance [11–14]. Miu et al. [15] established the motion equation based on the nonlinear motion between the threshing drum and concave sieve of grain, and studied the motion law of grain in the threshing space of an axial threshing device, providing the basis for the optimization of the threshing device. LOOH et al. [16] designed a self-walking combine harvester according to terrain changes, studied and analyzed its parameters such as concave sieve clearance under different threshing function parameters, conducted three-factor and five-level test analysis with the threshing rate as an indicator, and obtained optimal structural parameters such as the response surface diagram and concave sieve clearance. Zhang et al. [17] studied the performance of the combine harvester under different threshing working parameters, such as the drum rotation speed and threshing clearance, and designed a three-factor quadratic regression center combination test with loss rate as response to obtain the optimal parameter combination of drum rotation speed and threshing clearance.

There have also been many studies on the prediction of threshing performance indicators [18–20]. Gundoshmian et al. [21] and others used a three-layer neural network structure to study the threshing drum rotation speed, concave sieve clearance, fan speed, and other factors affecting the performance of the combine harvester, and established a neural network model to simulate and optimize the traditional combine harvester threshing and separation process which could accurately predict the threshing performance under different conditions of main indicators—namely grain breakage and threshing loss. Li et al. [22] established a neural network model of the loss rate and the parameters of the cleaning system, tested the cleaning performance results of each group under different working conditions, and predicted the loss rate under several conditions. The results show that the prediction results of the model can meet the experimental requirements.

Based on the fluence threshing performance, its influence factors are relatively complex, the neural network model and the linear regression model can be used to predict threshing performance indicators, and as a result, this paper established the BP neural network prediction model and equation of linear regression prediction model to predict the threshing performance indicators, respectively, the comparative analysis and the prediction results.

2. Threshing Performance of Simulation Analysis

The threshing device is the core device of the combine harvester. The movement of the internal mixture is relatively complicated during the working process, and the rice grains and straw are subjected to more forces. It is difficult to simulate the movement process by using the traditional simulation method. Therefore, based on the discrete element theory, EDEM is used to simulate the movement of the mixture in the threshing device and research the movement law of rice and the mixture, which is of great value and theoretical significance to improving the threshing performance.

2.1. Threshing Device of Simulation Model

Based on an arch-toothed threshing device, the discrete element simulation model of a threshing device was established. Figure 1 shows that the arch-toothed threshing device is mainly composed of a threshing drum, concave sieve, shell and other parts. In EDEM, in order to reduce the simulation calculation time, the arch-toothed threshing device is simplified to some extent without affecting the simulation results, as follows:

1. Ignore the parts that are irrelevant to the calculation and analysis, such as the bearing block, connectors, bearings, and support frames;
2. Arch teeth are simplified, the welding seam ignored, and use a small size structure, such as bolt gasket;
3. Remove the fillets and chamfering at both ends of the threshing drum.
However, the size of the main moving parts is consistent with the actual size of the combine harvester, and the threshing device is modeled and assembled by SolidWorks 2019.

As shown in Figure 1, the grain is transported to the threshing device through the feed device. Under the action of continuous rotation and the percussion of the threshing rotation drum, the grain and straw are separated through impact, kneading, and other threshing processes. Most of the grains fall into the grain box through the concave sieve, and the short straw and a few grains are discharged out of the tail device.

Herein, rice is used as an example, and the rice mixture in the threshing device includes grain kernels, short straw, and glume shell. Other debris refers to grain leaves, dust, weeds, and other light debris, which accounts for a very small percentage of the total weight. The rice mixture moving in the threshing device was mainly grains and short straw, accounting for nearly 99% of the total weight of the mixture. In order to simplify the types of grain models and improve the simulation efficiency, in this paper, only the effects of rice grains and short straw were considered—whilst the effects of debris, etc., were not considered.

Combined with the actual motion state of the rice mixture, it can be seen from Figure 2 that the centrifugal force generated by the threshing drum in the discrete element simulation model of the threshing device makes the total particle mixture move forward along the circular shape formed by the inner wall of the top cover of the threshing device and the inner contour of the concave plate screen.
After the simulation, a very small part of the short straw fell into the grain box from a hole in the concave plate sieve, and a very small part of the grain was discharged along with the tail device. The grain movement was consistent with the actual threshing device. Therefore, the effectiveness of the simulation model can be established.

As shown in Figure 3 and Table 1, according to the actual three-dimensional shape and size of the rice, the grain and short stem are established in EDEM. The grain kernels are roughly ellipsoids, the long axis of the rice kernels is 7.6 mm, and the cross-section along the length direction is a circle, whilst the diameter of the circle on the maximum cross-section is 3.5 mm. The short straw is a hollow cylinder with a length of approximately 80 mm; whilst the cross-section is a circle with a diameter of 4 mm.

<table>
<thead>
<tr>
<th>Rice</th>
<th>Short Straw</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length (mm)</td>
<td>7.6</td>
</tr>
<tr>
<td>cross section</td>
<td>circle</td>
</tr>
<tr>
<td>cross section diameter (mm)</td>
<td>3.5</td>
</tr>
</tbody>
</table>

2.2. Threshing Device Simulation Parameters of Setting

In order to more accurately establish the models of the grain kernels, short straw, and threshing device, the mechanical property parameters and contact coefficients of grains such as grain should be input before the simulation begins. The experimental data results of the references are cited [23], and the mechanical properties and contact coefficients of grains are summarized in Tables 2 and 3.

<table>
<thead>
<tr>
<th>E (Pa)</th>
<th>ν</th>
<th>ρ (kg/m³)</th>
</tr>
</thead>
<tbody>
<tr>
<td>grain</td>
<td>$1 \times 10^7$</td>
<td>0.3</td>
</tr>
<tr>
<td>short straw</td>
<td>$2.6 \times 10^7$</td>
<td>0.4</td>
</tr>
<tr>
<td>threshing device</td>
<td>$7 \times 10^{10}$</td>
<td>0.3</td>
</tr>
</tbody>
</table>

Note: E: modulus of elasticity; ν: Poisson’s ratio; ρ: density.

<table>
<thead>
<tr>
<th>Recovery Coefficient</th>
<th>Static Friction Coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>grain—grain</td>
<td>0.2</td>
</tr>
<tr>
<td>grain—short straw</td>
<td>0.2</td>
</tr>
<tr>
<td>grain—threshing device</td>
<td>0.5</td>
</tr>
<tr>
<td>short straw—short straw</td>
<td>0.2</td>
</tr>
<tr>
<td>short straw—threshing device</td>
<td>0.2</td>
</tr>
</tbody>
</table>

Note: all value of rolling friction coefficient is 0.01.

Due to the limitation of experimental conditions and simulation time, a particle factory was established in the geometry module of EDEM to simultaneously produce rice grain particles and short straw particles. The total weight of the rice grain and short straw was 1 kg; the grain generation time was 3 s; the feed volume of threshing device was set to 0.66 kg/s; the particle feed rate was set to 0.33 m/s; the number of rice grains was 2928; and the number of short straws was 1326.
The simulation time step is determined by Rayleigh wave method. If the simulation time step is too large, the particles will disappear and interfere with the threshing device, while if the time step is too small, the simulation time will be increased. Therefore, the Rayleigh time step is set to 10%; total simulation time was 5 s; the output time interval was 0.01 s; and the Hertz–Mindlin contact model was selected.

2.3. Threshing Performance of Simulation Results

In this paper, the loss rate and impurity rate were selected to measure the threshing performance of the threshing device [24].

The loss of grains refers to the grains entailed in the mixture discharged from the end of the threshing device, and the loss rate refers to the percentage of the loss of grain mass in the total input grain mass. Its Equation (1) is as follows:

\[ a = \frac{m_1}{M_1} \times 100\% \]  

(1)

where \( a \) denotes the loss rate (%); \( m_1 \) represents the weight of lost grains (kg); and \( M_1 \) is the total weight of total grains (kg).

The impurity rate refers to the percentage of impurity mass to the total mass of the mixture from the bottom of the threshing device. Its Equation (2) is as follows:

\[ b = \frac{m_2}{M_2} \times 100\% \]  

(2)

where \( b \) denotes the loss rate (%); \( m_2 \) represents the weight of lost grains (kg); and \( M_2 \) is total weight of total grains (kg).

A simulation analysis of the threshing performance of the drum rotation speed was carried out in EDEM. The drum rotation speed starts from 400 r/min, and a simulation test was conducted at an interval of 100 r/min. The feed volume was 1.0 kg/s; the vibration frequency of the concave sieve was set at 6 Hz [25]; and the results of the loss rate and impurity rate of the threshing drum at 8 speeds are shown in Table 4 and Figure 4.

<table>
<thead>
<tr>
<th>Drum Rotation Speed (r/min)</th>
<th>400</th>
<th>500</th>
<th>600</th>
<th>700</th>
<th>800</th>
<th>900</th>
<th>1000</th>
<th>1100</th>
</tr>
</thead>
<tbody>
<tr>
<td>loss rate (%)</td>
<td>6.56</td>
<td>5.43</td>
<td>5.29</td>
<td>5.16</td>
<td>5.53</td>
<td>5.91</td>
<td>6.39</td>
<td>6.76</td>
</tr>
<tr>
<td>impurity rate (%)</td>
<td>8.09</td>
<td>8.26</td>
<td>9.12</td>
<td>9.43</td>
<td>9.72</td>
<td>10.67</td>
<td>11.44</td>
<td>11.96</td>
</tr>
</tbody>
</table>

Note: feed volume 1.0 kg/s; the vibration frequency is 6 Hz.

Figure 4. Effect of drum rotation speeds on loss and impurity rate.

It can be seen from Table 4 and Figure 4 that when the drum speed is lower than 700 r/min, the drum speed increases successively and the loss rate decreases gradually. On the contrary, the loss rate increases gradually when the drum speed is 700 r/min—and the minimum loss rate is 5.16%. When the drum speed is between 600 r/min and 800 r/min,
the loss rate changes little. When the drum speed is more than 900 r/min, the loss rate increases obviously.

Similarly, when the drum rotation speed is 800 r/min, the vibration frequency is 6 Hz, and the feed volume is 0.4–1.6 kg/s; a simulation test was carried out at an interval of 0.2 kg/s. The results of the loss rate and impurity rate of the threshing device under seven feed volumes are shown in Table 5 and Figure 5.

Table 5. Different feed volume on the loss and impurity rate.

<table>
<thead>
<tr>
<th>Feed Volume (kg/s)</th>
<th>0.4</th>
<th>0.6</th>
<th>0.8</th>
<th>1.0</th>
<th>1.2</th>
<th>1.4</th>
<th>1.6</th>
</tr>
</thead>
<tbody>
<tr>
<td>loss rate (%)</td>
<td>4.23</td>
<td>4.37</td>
<td>4.82</td>
<td>5.05</td>
<td>5.19</td>
<td>6.01</td>
<td>6.15</td>
</tr>
<tr>
<td>impurity rate (%)</td>
<td>7.96</td>
<td>8.18</td>
<td>9.27</td>
<td>9.62</td>
<td>9.89</td>
<td>10.81</td>
<td>11.65</td>
</tr>
</tbody>
</table>

Note: the drum rotation speed is 800 r/min; the vibration frequency is 6 Hz.

Figure 5. Effect of different feed volume on loss and impurity rate.

As can be seen from Table 5 and Figure 5, when the feed volume increased gradually, the loss rate and impurity rate also increased gradually, but when the feed volume was between 0.8 and 1.2 kg/s, the increase range of the loss rate and impurity rate was relatively smoothly.

Similarly, when the drum rotation speed is 800 r/min, the feed volume is 1.0 kg/s, and the vibration frequency is 3–9 Hz, a simulation test is carried out in an interval of 1 Hz. The results of the loss rate and impurity rate of the threshing drum under seven vibration frequencies are shown in Table 6 and Figure 6.

Table 6. Different vibration frequencies on the loss and impurity rate.

<table>
<thead>
<tr>
<th>Vibration Frequency (Hz)</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>loss rate (%)</td>
<td>6.22</td>
<td>5.91</td>
<td>5.33</td>
<td>5.12</td>
<td>5.02</td>
<td>4.75</td>
<td>4.37</td>
</tr>
<tr>
<td>impurity rate (%)</td>
<td>8.93</td>
<td>9.11</td>
<td>9.97</td>
<td>9.82</td>
<td>9.48</td>
<td>8.88</td>
<td>8.44</td>
</tr>
</tbody>
</table>

Note: the drum rotation speed is 800 r/min; the feed volume is 1.0 kg/s.

As can be seen from Table 6 and Figure 6, when the vibration frequency increases in turn, the loss rate decreases continuously, but when the vibration frequency is 3–5 Hz, the impurity rate increases; when the vibration frequency is 5–9 Hz, the impurity rate gradually decreases.

To sum up, the variation rules of the drum rotation speed, the feed volume, and vibration frequency on threshing performance indicators can be obtained.
3. BP Neural Network and Linear Regression Model

Based on the single factor test, the results of the threshing performance indicators change were analyzed. Taking the drum rotation speed, feed volume, and vibration frequency of the concave sieve as variables, the corresponding simulation experiment was designed and the loss rate and the impurity rate of the threshing performance indicators were obtained. The BP neural network model and linear regression model were established according to the experimental results.

3.1. Selection of Influencing Factor Level

According to the analysis of single factor test results, the influence law of each influencing factor on the threshing performance is known. Therefore, the value range of each test factor level was selected based on the single-factor test, as shown in Table 7.

Table 7. Level table of experimental factors.

<table>
<thead>
<tr>
<th>Level</th>
<th>Factors</th>
<th>Drum Rotation Speed (r/min)</th>
<th>Feed Volume (kg/s)</th>
<th>Vibration Frequency (Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td>600</td>
<td>0.8</td>
<td>5</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>700</td>
<td>1.0</td>
<td>6</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>800</td>
<td>1.2</td>
<td>7</td>
</tr>
</tbody>
</table>

3.2. BP Neural Network Model of Establishment and Results

Because of the uncertainty of the threshing condition and the complexity of the influencing factors of threshing device, the relationship of the threshing performance is nonlinear. The prediction of the threshing performance of the combine harvester under different influencing parameters provides ideas and methods for the optimization of the threshing device.

The prediction of the threshing performance is regarded as a nonlinear problem jointly acted by a variety of influencing factors by using the strong nonlinear and generalization ability of the BP neural network so as to achieve the prediction of the threshing performance test indicators under different parameters and reduce the repetition times of the threshing performance test [26].

According to Table 7, a three-layer neural network structure with two hidden layers is established, as shown in Figure 7, and a three-factor and three-level comprehensive experiment was designed to generate 27 groups of sample data—as shown in Table 8.

Figure 6. Effect of different vibration frequencies on loss and impurity rate.
According to Table 7, a three-layer neural network structure with two hidden layers is established, as shown in Figure 7, and a three-factor and three-level comprehensive experiment was designed to generate 27 groups of sample data—as shown in Table 8.

![Neural network structure diagram of threshing performance.](image)

**Table 8.** Twenty-seven groups of relevant data generated from the comprehensive test.

<table>
<thead>
<tr>
<th>Drum Rotation Speed (r/min)</th>
<th>Feed Volume (kg/s)</th>
<th>Vibration Frequency (Hz)</th>
<th>Loss Rate (%)</th>
<th>Impurity Rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>600</td>
<td>0.8</td>
<td>5</td>
<td>4.68</td>
<td>8.07</td>
</tr>
<tr>
<td>600</td>
<td>0.8</td>
<td>6</td>
<td>4.58</td>
<td>7.93</td>
</tr>
<tr>
<td>600</td>
<td>0.8</td>
<td>7</td>
<td>4.37</td>
<td>7.58</td>
</tr>
<tr>
<td>600</td>
<td>1.0</td>
<td>5</td>
<td>4.85</td>
<td>8.35</td>
</tr>
<tr>
<td>600</td>
<td>1.0</td>
<td>6</td>
<td>4.78</td>
<td>7.95</td>
</tr>
<tr>
<td>600</td>
<td>1.0</td>
<td>7</td>
<td>4.51</td>
<td>7.72</td>
</tr>
<tr>
<td>600</td>
<td>1.2</td>
<td>5</td>
<td>4.99</td>
<td>8.65</td>
</tr>
<tr>
<td>600</td>
<td>1.2</td>
<td>6</td>
<td>4.88</td>
<td>8.22</td>
</tr>
<tr>
<td>600</td>
<td>1.2</td>
<td>7</td>
<td>4.71</td>
<td>8</td>
</tr>
<tr>
<td>700</td>
<td>0.8</td>
<td>5</td>
<td>4.61</td>
<td>8.46</td>
</tr>
<tr>
<td>700</td>
<td>0.8</td>
<td>6</td>
<td>4.47</td>
<td>8.19</td>
</tr>
<tr>
<td>700</td>
<td>0.8</td>
<td>7</td>
<td>4.3</td>
<td>7.84</td>
</tr>
<tr>
<td>700</td>
<td>1.0</td>
<td>5</td>
<td>4.68</td>
<td>8.8</td>
</tr>
<tr>
<td>700</td>
<td>1.0</td>
<td>6</td>
<td>4.54</td>
<td>8.39</td>
</tr>
<tr>
<td>700</td>
<td>1.0</td>
<td>7</td>
<td>4.41</td>
<td>7.98</td>
</tr>
<tr>
<td>700</td>
<td>1.2</td>
<td>5</td>
<td>4.98</td>
<td>8.96</td>
</tr>
<tr>
<td>700</td>
<td>1.2</td>
<td>6</td>
<td>4.78</td>
<td>8.61</td>
</tr>
<tr>
<td>700</td>
<td>1.2</td>
<td>7</td>
<td>4.64</td>
<td>8.14</td>
</tr>
<tr>
<td>800</td>
<td>0.8</td>
<td>5</td>
<td>4.51</td>
<td>8.72</td>
</tr>
<tr>
<td>800</td>
<td>0.8</td>
<td>6</td>
<td>4.33</td>
<td>8.31</td>
</tr>
<tr>
<td>800</td>
<td>0.8</td>
<td>7</td>
<td>4.27</td>
<td>7.92</td>
</tr>
<tr>
<td>800</td>
<td>1.0</td>
<td>5</td>
<td>4.61</td>
<td>8.85</td>
</tr>
<tr>
<td>800</td>
<td>1.0</td>
<td>6</td>
<td>4.54</td>
<td>8.52</td>
</tr>
<tr>
<td>800</td>
<td>1.0</td>
<td>7</td>
<td>4.44</td>
<td>8.12</td>
</tr>
<tr>
<td>800</td>
<td>1.2</td>
<td>5</td>
<td>4.75</td>
<td>9.06</td>
</tr>
<tr>
<td>800</td>
<td>1.2</td>
<td>6</td>
<td>4.64</td>
<td>8.67</td>
</tr>
<tr>
<td>800</td>
<td>1.2</td>
<td>7</td>
<td>4.37</td>
<td>8.24</td>
</tr>
</tbody>
</table>

As can be seen from Figure 7, $W_{ij}$ and $W_{jk}$ are the value of the weight. In the process of designing the threshing performance, the BP neural network structure, the number of neurons in each layer, the activation function, the number of hidden layers in the network, the number of input and output layers, and other key parameters should be fully considered.

1. Considering the drum rotation speed, feed volume, and the vibration frequency, loss rate, impurity rate, the principle of BP neural network nonlinear modeling, the training sample dimension, and the input nodes as the input layers for three factors, namely drum rotation speed, feed volume, and vibration frequency, whilst the output layers are the loss rate and impurity rate;

2. When the number of hidden layers is large, the reliability of the error signal propagating back from the output layer to input layer decreases. In addition, the increase in the number of hidden layers will reduce the learning efficiency and increase the time...
cost of network training. As for the number of hidden layers, it is generally better to have as few as possible under the condition of meeting the requirements dealt with in this paper is relatively simple. According to this principle, a three-layer neural network with two hidden layers was selected for training and learning:

3. The number of neurons will indirectly affect the performance of the neural network. Neurons at each layer of the neural network structure are connected to all neurons at the next layer through corresponding characteristic function transformation, while there is no connection between the neurons at each layer of the neural network and no direct corresponding connection with the outside world.

4. The threshing performance prediction model is trained by Levenberg–Marquardt method, the training function is trained, the maximum training times is 100, the training accuracy is 0, the maximum number of failures is 6, the minimum gradient is $1 \times 10^{-10}$, the initial value of Mu is 0.001, and the maximum value of Mu is $1 \times 10^{10}$.

The hidden layer is divided into two layers, in which the transfer function purelin in the first layer, logsig, transfer function of the second layer, show an interval of 10 and set an error target of $10^{-3}$, whilst the rest of the settings of the default value are adopted in the network training process, and the parameters such as the coefficient of the network structure, network parameters, calculation process, and these parameters which are related to each other are adopted. As such, the end value is obtained through the study of different combinations of these parameters and step-by-step debugging.

According to the BP neural network and experimental indicators system and Kolmogorov theorem [27], the input layer has three nodes, so the number of neurons in the hidden layer $2R + 1$ is seven, and R is the number of nodes in the input layer. Equation (3) can also be used to calculate the number of hidden layer nodes.

$$n_1 = \sqrt{n + k + c} \tag{3}$$

where $n$ denotes the number of nodes in the output layer, $k$ represents the number of nodes in the input layer, $n_1$ is the number of nodes in the hidden layer, and $c$ is a constant ranging from approximately 1 to 10.

As the experimental data units of the BP neural network input layer are inconsistent, their values differ greatly, which finally leads to the slow convergence of the neural network results and longer training time of sample set. All input data are normalized to prevent the phenomenon that the information with a small value in dataset is annihilated by the information with large value, as shown in Equation (4).

$$y = \frac{(x - x_{min})}{x_{max} - x_{min}} \tag{4}$$

where $x$ denotes the original data, $x_{max}$ and $x_{min}$ represent the maximum value and minimum value of the original data training set, respectively, and $y$ is the normalized data.

The principle of the neural network using the objective function is to minimize the sum of squares of the error of the output variables of parameters to be estimated on training samples, as shown in Equation (5):

$$\min Q = \frac{1}{2} \sum_{j=1}^{m} \sum_{i=1}^{n} \left[ y_{ij} - f_j(B, x_{it}) \right]^2 = \frac{1}{2} \sum_{j=1}^{m} \sum_{i=1}^{n} \left[ f_j(B, x_{it}) - f_j(\hat{B}, x_{it}) \right]^2 \tag{5}$$

where $x_{it}$ denotes the value of the $i$ sample on the $t$ input variable; $y_{ij}$ represents the value of the $i$ sample on the $j$ output variable; $f_j$ is the input/output function of the neural network; $B$ is the unestimated parameter where $B = [\beta_1, \beta_2, \ldots, \beta_n]$, $n = (q - m) \ast r$, $q$ is the number of input variables, $m$ is the number of output variables, $r$ is the number of intermediate neurons, and $\hat{B}$ is the parameter to be estimated.
\[ \hat{B} = [\hat{\beta}_1, \hat{\beta}_2, \cdots, \hat{\beta}_n], \hat{B} \text{ satisfies} \]

\[ - \frac{\partial Q}{\partial \hat{\beta}_s} = \sum_{i=1}^{p} \sum_{j=1}^{q} \frac{\partial \hat{\beta}_j}{\partial \hat{\beta}_s} \left[ f_j(B, x_{ij}) + u_{ij} - f_j(B, x_{it}) \right] = 0 \quad (6) \]

where \( s = 1, 2, 3 \cdots n; p \) is the number of training samples; and \( u_{ij} \) is random error term,

When \( p + q \geq n \), \( \hat{B} \) is the unbiased estimation. For this paper, \( q = 3, r = 7, m = 2, n = 35, \)

\( p = 18 \), that is the sample size must be greater than 18, and the total number of tests in this paper is 27 groups, which meets this condition.

The 27 groups of experiments were divided into two parts, with 23 groups as the training set and 4 groups as the test set. When the error reaches the set stop condition or the number of iterations ends, the training is stopped, as shown in Figures 8 and 9.

![Figure 8. Curve of root mean square error and number of iterations.](image)

**Figure 8.** Curve of root mean square error and number of iterations.

![Figure 9. BP neural network sample training results.](image)

**Figure 9.** BP neural network sample training results.

It can be seen from Figure 8 that the root mean square error of training samples decreases with the increase in iterations. After 70 iterations, the best training result is 0.00098789. When the error reached the set stop condition or the number of iterations ended, the training was stopped.

As shown in Figure 9, the sample’s predicted value of the neural network training is quite close to the actual value, and the error accuracy also satisfies the set requirements.

### 3.3. Linear Regression Model of Establishment and Results

The mathematical model between the loss rate and impurity rate of the test indicators and the influencing factors can be obtained through the fitting of the secondary center
combined test, which can be used to predict the test indicators. The level coding table of the design factors is designed as shown in Table 9.

<table>
<thead>
<tr>
<th>Table 9. Level coding table of design factors.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Z_i$</td>
</tr>
<tr>
<td>asterisk arm $+\gamma$</td>
</tr>
<tr>
<td>level $+1$</td>
</tr>
<tr>
<td>level 0</td>
</tr>
<tr>
<td>level $-1$</td>
</tr>
<tr>
<td>asterisk arm $-\gamma$</td>
</tr>
</tbody>
</table>

The factor level coding table designed according to the selected factor level is shown in Table 10. Reference [28] calculated the total number of tests as 23 groups.

<table>
<thead>
<tr>
<th>Table 10. Center rotation combination test and results.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Serial</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>5</td>
</tr>
<tr>
<td>6</td>
</tr>
<tr>
<td>7</td>
</tr>
<tr>
<td>8</td>
</tr>
<tr>
<td>9</td>
</tr>
<tr>
<td>10</td>
</tr>
<tr>
<td>11</td>
</tr>
<tr>
<td>12</td>
</tr>
<tr>
<td>13</td>
</tr>
<tr>
<td>14</td>
</tr>
<tr>
<td>15</td>
</tr>
<tr>
<td>16</td>
</tr>
<tr>
<td>17</td>
</tr>
<tr>
<td>18</td>
</tr>
<tr>
<td>19</td>
</tr>
<tr>
<td>20</td>
</tr>
<tr>
<td>21</td>
</tr>
<tr>
<td>22</td>
</tr>
<tr>
<td>23</td>
</tr>
</tbody>
</table>

According to the results of the threshing performance indicators, the loss rate $Y_1$ and impurity rate $Y_2$ are shown in Table 10. The optimal solution of the influencing factors was obtained by regression fitting, and then the threshing performance indicators were predicted. A linear regression equation is generally adopted, as shown in Equation (7):

$$Y = a + \sum_{j=1}^{m} b_j x_j + \sum_{k<j}^{k=1} b_{kj} x_k x_j + \sum_{j=1}^{m} b_{jj} x_j^2, k = 1, 2, \cdots, m - 1$$

(7)

where, $a$, $b_j$, $b_{kj}$, and $b_{jj}$ denote the regression coefficient; $m$ represents the factor; $x_k$, $x_j$ are the variable factors; and $Y$ is the test indicator.

A polynomial fitting method was used to obtain the regression equations $Y_1$ and $Y_2$ between the loss rate and impurity rate of the test indicators, and the rotational speed of drum, feed volume, and vibration frequency of concave sieve for $Y_1$ and $Y_2$ are as shown in Table 11.
Table 11. The parameters value of equation $Y_1$ and $Y_2$.

<table>
<thead>
<tr>
<th></th>
<th>$a$</th>
<th>$b_1$</th>
<th>$b_2$</th>
<th>$b_3$</th>
<th>$b_{12}$</th>
<th>$b_{23}$</th>
<th>$b_{13}$</th>
<th>$b_{11}$</th>
<th>$b_{22}$</th>
<th>$b_{33}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Y_1$</td>
<td>542</td>
<td>−0.25</td>
<td>0.29</td>
<td>−0.68</td>
<td>0.26</td>
<td>0.19</td>
<td>−0.09</td>
<td>0.05</td>
<td>−0.20</td>
<td>−0.08</td>
</tr>
<tr>
<td>$Y_2$</td>
<td>9.56</td>
<td>0.27</td>
<td>0.66</td>
<td>−0.77</td>
<td>−0.40</td>
<td>−0.47</td>
<td>0.82</td>
<td>0.03</td>
<td>−0.11</td>
<td>0.11</td>
</tr>
</tbody>
</table>

The parameter values in equations $Y_1$ and $Y_2$ are as shown in Table 11.

4. Threshing Performance Indicators of Prediction and Comparison

In this paper, four groups of experimental simulation data in Table 8 were randomly selected and variable factors were introduced into the neural network model and linear regression model, respectively, to obtain the prediction results of threshing performance indicators, which were compared and analyzed with the experimental data. The experimental data and results are shown in Table 12. Parameter combination and threshing performance of four groups of different influencing factors.

Table 12. Select four groups of experiment data and results.

<table>
<thead>
<tr>
<th>Drum Rotation Speed (r/min)</th>
<th>Feed Volume (kg/s)</th>
<th>Vibration Frequency (Hz)</th>
<th>Loss Rate (%)</th>
<th>Impurity Rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>600 (1)</td>
<td>1.0</td>
<td>6</td>
<td>5.29</td>
<td>9.12</td>
</tr>
<tr>
<td>700 (2)</td>
<td>0.8</td>
<td>5</td>
<td>5.12</td>
<td>9.76</td>
</tr>
<tr>
<td>700 (3)</td>
<td>1.2</td>
<td>5</td>
<td>5.96</td>
<td>10.01</td>
</tr>
<tr>
<td>800 (4)</td>
<td>0.8</td>
<td>7</td>
<td>4.55</td>
<td>8.47</td>
</tr>
</tbody>
</table>

4.1. Prediction Results of BP Neural Network

When the neural network training reached the setting error range, we took the experiment data in Table 12 as test set detection data to verify the trained BP neural network model, as shown in Figure 10.

![Figure 10. Neural network training with predictive data added.](image-url)

After adding four groups of data, the prediction model of the BP neural network is shown in Table 13.
Table 13. Neural network prediction of threshing performance.

<table>
<thead>
<tr>
<th>Drum Rotation Speed (r/min)</th>
<th>Feed Volume (kg/s)</th>
<th>Vibration Frequency (Hz)</th>
<th>Loss Rate (%)</th>
<th>Impurity Rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>600 (1)</td>
<td>1.0</td>
<td>6</td>
<td>5.53</td>
<td>9.34</td>
</tr>
<tr>
<td>700 (2)</td>
<td>0.8</td>
<td>5</td>
<td>5.71</td>
<td>10.31</td>
</tr>
<tr>
<td>700 (3)</td>
<td>1.2</td>
<td>5</td>
<td>6.00</td>
<td>10.71</td>
</tr>
<tr>
<td>800 (4)</td>
<td>0.8</td>
<td>7</td>
<td>3.89</td>
<td>7.67</td>
</tr>
</tbody>
</table>

4.2. Prediction Results of Linear Regression

The established linear regression model was used to predict and verify the threshing performance indicators. The combination of the influencing factor parameters in Table 13 was substituted into Table 11, and the results are shown in Table 14.

Table 14. Linear regression model prediction of threshing performance.

<table>
<thead>
<tr>
<th>Drum Rotation Speed (r/min)</th>
<th>Feed Volume (kg/s)</th>
<th>Vibration Frequency (Hz)</th>
<th>Loss Rate (%)</th>
<th>Impurity Rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>600 (1)</td>
<td>1.0</td>
<td>6</td>
<td>5.72</td>
<td>9.32</td>
</tr>
<tr>
<td>700 (2)</td>
<td>0.8</td>
<td>5</td>
<td>5.44</td>
<td>10.49</td>
</tr>
<tr>
<td>700 (3)</td>
<td>1.2</td>
<td>5</td>
<td>6.20</td>
<td>10.17</td>
</tr>
<tr>
<td>800 (4)</td>
<td>0.8</td>
<td>7</td>
<td>3.99</td>
<td>7.54</td>
</tr>
</tbody>
</table>

4.3. Analysis and Comparison

The results are compared with those of the neural network prediction model and the linear regression prediction model. Additionally, the results are shown in Tables 15 and 16.

Table 15. Comparison of prediction errors of loss rate network model.

<table>
<thead>
<tr>
<th>Group Number</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>measured values</td>
<td>5.29</td>
<td>5.62</td>
<td>5.96</td>
<td>4.55</td>
</tr>
<tr>
<td>linear regression</td>
<td>5.72</td>
<td>5.44</td>
<td>6.20</td>
<td>3.99</td>
</tr>
<tr>
<td>absolute error</td>
<td>0.43</td>
<td>0.18</td>
<td>0.24</td>
<td>0.56</td>
</tr>
<tr>
<td>error rate (%)</td>
<td>−8.13</td>
<td>3.20</td>
<td>−4.03</td>
<td>12.3</td>
</tr>
<tr>
<td>neural network predicted value</td>
<td>5.53</td>
<td>5.71</td>
<td>6.00</td>
<td>4.39</td>
</tr>
<tr>
<td>absolute error</td>
<td>0.24</td>
<td>0.09</td>
<td>0.04</td>
<td>0.16</td>
</tr>
<tr>
<td>error rate (%)</td>
<td>4.54</td>
<td>1.60</td>
<td>0.067</td>
<td>0.35</td>
</tr>
</tbody>
</table>

Table 16. Comparison of prediction errors of impurity rate network model.

<table>
<thead>
<tr>
<th>Group Number</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>measured values</td>
<td>9.12</td>
<td>9.76</td>
<td>10.51</td>
<td>8.47</td>
</tr>
<tr>
<td>linear regression</td>
<td>9.32</td>
<td>10.49</td>
<td>10.17</td>
<td>7.54</td>
</tr>
<tr>
<td>absolute error</td>
<td>0.20</td>
<td>0.73</td>
<td>0.34</td>
<td>0.93</td>
</tr>
<tr>
<td>error rate (%)</td>
<td>2.19</td>
<td>−7.48</td>
<td>3.24</td>
<td>10.98</td>
</tr>
<tr>
<td>neural network predicted value</td>
<td>9.24</td>
<td>10.31</td>
<td>10.71</td>
<td>7.67</td>
</tr>
<tr>
<td>absolute error</td>
<td>0.12</td>
<td>−0.55</td>
<td>−0.2</td>
<td>0.8</td>
</tr>
<tr>
<td>error rate (%)</td>
<td>1.32</td>
<td>5.64</td>
<td>−1.90</td>
<td>9.45</td>
</tr>
</tbody>
</table>

Table 15 shows that for the loss rate, the minimum absolute error of the linear regression model is 0.18%, the maximum absolute error is 0.56%, the minimum error rate of the linear regression model is 3.20%; and the maximum error rate is 12.3%. The minimum absolute error of the neural network nonlinear prediction model is −0.04, the maximum absolute error is −0.24, the minimum error rate of the neural network nonlinear prediction model is 0.067%, and the maximum error rate is 4.54%.
Table 16 shows that, for the impurity rate, the minimum absolute error of the linear regression model is 0.20%, the maximum absolute error is 0.93%, the minimum error rate of linear regression model is 2.19%, and the maximum error rate is 10.98%. The minimum absolute error of the neural network nonlinear prediction model is −0.12, the maximum absolute error is 0.8, the minimum error rate of neural network nonlinear prediction model is 1.32%, and the maximum error rate is 9.45%.

In conclusion, it can be seen that both the BP neural network model and the linear regression model have a good prediction effect on threshing performance. Through analysis and comparison, the prediction accuracy of the BP neural network was determined to be better than that of the linear regression model include absolute error and error rate.

5. Conclusions

Threshing performance indicators are an important standard to measure and the prediction for optimization, and are important to measure the combine harvester’s level of performance. This article selected the drum rotation speed, feed volume, and concave sieve vibration frequency as the factors influencing the loss rate and impurity rate for the threshing performance indicators and established the BP neural network model and the linear regression equation model to predict the threshing performance indicators. Through the comparative analysis and the prediction results, it was concluded that the BP neural network and linear regression can be used for threshing performance prediction, but the BP neural network prediction accuracy has a small error rate compared with the linear regression model of absolute error, and provides a new method of thinking in order to optimize the combine harvester threshing performance. The trained neural network can be used for general threshing performance prediction and can reduce the number of experiments—saving time and cost.
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