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Abstract: To improve the accuracy and completeness of three-dimensional sculpture re-
construction, this study proposes a global–local two-step scanning method for industrial
robot-based scanning. First, a global model is generated through stepped rotary scanning
based on the object’s dimensions. Subsequently, local viewpoint planning is conducted to
refine regions that were incompletely captured in the initial step, with a genetic algorithm
optimizing the scanning paths to enhance efficiency. The local models are then aligned
and fused with the global model to produce the final 3D reconstruction. Comparative
experiments on sculptures made of different materials were conducted to validate the effec-
tiveness of the proposed method. Compared with CAD-slicing and surface-partitioning
methods, the proposed approach achieved superior model completeness, a scanning accu-
racy of 0.26 mm, a standard deviation of 0.31 mm, and a total scanning time of 152 s. The
results indicate that the proposed method enhances reconstruction integrity and overall
quality while maintaining high efficiency, making it a viable approach for high-precision
3D surface inspection tasks.

Keywords: three-dimensional sculptures; two-step scanning method; industrial robot;
viewpoint planning

1. Introduction
The development of three-dimensional (3D) sculptures has a long history. They serve

as carriers of art and culture, witnesses to history, and custodians of cultural heritage, pos-
sessing significant artistic and cultural value. Obtaining digital models of these sculptures
using three-dimensional measurement equipment is of great importance. This process not
only facilitates the conservation, restoration, and reproduction of these works but also en-
ables the analysis of their structures and supports further design and innovation. Moreover,
digital models can be used to create virtual art galleries, promoting the dissemination and
exchange of cultural heritage [1–3].

In recent years, the integration of robots and 3D scanning equipment has gained
widespread application in fields such as reverse engineering, industrial inspection, and
heritage conservation, due to its advantages of non-contact operation, high efficiency,
high accuracy, and repeatability [4–6]. However, limitations in the scanner’s field of view,
depth, and angle mean that a single viewpoint can capture only part of a large object’s
surface. As a result, multiple scanning viewpoints must be carefully planned. Most existing
robotic 3D scanning systems rely on manual viewpoint demonstrations to measure objects.
It is not only labor-intensive and empirically challenging, but also, it makes it difficult
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to ensure the quality, efficiency, and completeness of the scan. Additionally, due to the
lack of prior knowledge regarding the geometry and structural dimensions of the object,
scanning viewpoints are often planned through estimation. This increases the complexity
of the associated algorithms and makes it more challenging to obtain comprehensive data.
Therefore, developing effective methods for robotic-scanning-viewpoint planning is crucial
for accurate 3D measurement of three-dimensional crafted objects.

The scanning viewpoint planning without a priori information about the object to
reconstruct has been studied by many scholars. Karaszewski et al. [6] employed initial,
rough, and fine measurements to ensure the integrity of the scan model for automatic
measurement of cultural heritage objects, such as large sculptures, and planned a collision-
free scan path using inverse kinematics. Kwon et al. [7] obtained a rough model by
exploring the motion and then generated hemispherical scan paths for rescanning in areas
with large errors and areas with missing scans. Lee et al. [8] proposed an automatic pose
generation method where the object’s shape is inferred from initial detection, the scanning
viewpoint is determined, and the scanning path is then planned using local confidence
assessment. Ozkan et al. [9] proposed a 3D reconstruction method for surface contour-
guided scanning of unknown objects. In this method, the scanning viewpoint location
is determined from the sampled points in the image passing through the convex hull’s
center of mass. The viewpoint orientation is then calculated based on the center of the
turntable and the center of mass of the sampled points. A secondary complementary scan
is performed to capture the missing areas. Peng et al. [10] proposed a viewpoint-planning
algorithm based on estimated occupancy probability, which controls overlap to enhance
scan coverage and improve integrity. Yuan et al. [11] used mass vector chain (MVCs) for
viewpoint planning, where the next viewpoint is determined by the inverse of the current
point cloud ensemble vector, with the ensemble vector being 0 as the planning termination
condition. Martins et al. [12] used an incremental model to represent the object’s surface
and workspace occupancy, calculating the optimal scan viewpoint and a collision-free scan
trajectory. Li et al. [13] used mass vector chains (MVCs) and boundary integrals of vector
fields to determine the next best view (NBV), enabling the planning of both the observation
direction and the sensor’s precise position in space. Chen et al. [14] modeled the object’s
trend surface using surface curvature to predict unknown areas and determine the next
viewpoint. Munkelt et al. [15] divided viewpoint planning into two stages: in the first
stage, the number of visible voxels is maximized to build a general model of the object
quickly with guaranteed accuracy; in the second stage, secondary scanning is performed for
occluded voxels and low accuracy voxels in the model to improve the model quality. Zhou
et al. [16] used maximum information from the visible surface to predict unscanned areas
and determine the visibility of the next viewpoint. Kriegel et al. [17,18] reconstructed the
data stream obtained from real-time acquisition into a 3D surface and generated scan paths
based on surface trends in its boundary regions. Irving et al. [19] used a utility function to
evaluate the goodness of the candidate views and reduced the time to compute the NBV by
a multi-resolution search strategy and finally dealt with the uncertainty of localization by
re-evaluating the neighboring views based on the real candidate views.

In summary, despite the development of various algorithms, existing scanning-
viewpoint-planning methods are often complex and can result in incomplete models,
particularly when the object shape is intricate or when key areas are not fully captured
in the initial scan. To address this challenge, this study proposes a global–local two-step
scanning method to enhance the accuracy and completeness of 3D sculpture reconstruc-
tion. Initially, a global model is generated using stepped rotary scanning, and then local
viewpoint planning is performed to refine regions with incomplete data, ensuring higher
reconstruction fidelity. The genetic algorithm is employed to optimize scanning paths,
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improving scanning efficiency and enhancing model integrity, making it a viable approach
for high-precision 3D surface inspection tasks.

To address these challenges, a two-step scanning-based viewpoint-planning method
is proposed. The paper is organized as follows: Section 2 introduces the stepped-rotary
scanning-viewpoint planning for constructing the global model; Section 3 presents the local
fine-scale viewpoint planning for detailed scanning; Section 4 outlines the experimental
setup and discusses the results; Section 5 concludes with a summary of the findings and
offers an outlook for future work.

2. Global Viewpoints Planning for Global Model
In the absence of detailed information regarding the object’s size and contour, a global

rough model is proposed to capture the surface contour through stepped rotary scanning.
This method is inspired by the manual scanning process conducted around the workpiece,
as shown in Figure 1.
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Figure 1. Stepped rotary scanning.

First, the minimum bounding box is obtained by manually measuring the object’s
length, width, and height (L × W × H). Based on this bounding box, the scanning view-
points are planned: The scanner begins at the initial viewpoint (VP0) at the top of the
bounding box. The turntable completes one full rotation, after which the scanning head
proceeds to the next viewpoint. The turntable continues to rotate one full revolution, and
this process is repeated until all viewpoints are covered.

To effectively scan both the top and bottom surfaces of the object, the initial(VP0) and
final (VPn) viewpoints are positioned at a 30◦ angle relative to the XOY plane. The set of

scanned viewpoints VP =

{
VPi : vpi(xi, yi, zi),

−−→vpi (nix, niy, niz)

∣∣∣∣i = 0, 1, 2 · · · n
}

:

k =

⌈
H
l

⌉
; n = k + 2; l′ =

H
k

(1)

VP0 :

 vp0(x0 = L
2 + d ∗ cos 30◦, y0 = 0, z0 = H + d ∗ sin 30◦)

−−→vp0 (n0x = − 1
cos 30◦ , n0y = 0, n0z = − 1

sin 30◦ )
(2)

VPn :

 vpn(xn = L
2 + d ∗ cos 30◦, yn = 0, zn = d ∗ sin 30◦)

−−→vpn (nnx = − 1
cos 30◦ , nny = 0, nnz = − 1

sin 30◦ )
(3)
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VPi :

 vpi(xi =
L
2 + d, y0 = 0, z0 = H − l′ ∗ i)

−−→vpi (nix = −1, n0y = 0, n0z = 0) i = 1, 2, 3 · · · n − 1
(4)

where vpi is the position of the viewpoint VPi,
−−→vpi is the scanning direction of the viewpoint

VPi, l is the length of a single scan of the scanner, and d is the scanning distance.

3. Local Viewpoints Planning for Local Models
3.1. Left Holes Recognition After Global Scanning

Most of the digitized models obtained after the global scanning process contain areas
with missing 3D information, commonly referred to as holes. These holes can be attributed
to two main causes. First, during the point cloud data collection process, limitations in
the measurement system, the complex and variable shape of the workpiece surface, and
external environmental factors during scanning can result in missing data in the point
cloud, leading to holes in the scanned model. Second, during the point-cloud-processing
stage, poor data quality can contribute to the formation of holes in the reconstructed mesh
model. These localized holes can directly impact the accuracy and integrity of the object’s
mesh model. To address this issue, a finer second scan is required to fill the gaps, ensuring
the model’s completeness and quality.

The boundary of a hole in a model provides information about its location and shape.
Based on the position of the holes within the model, the local holes of a scanned and
processed mesh model can be classified into two categories: edge holes and internal holes,
as shown in Figure 2. Edge holes are characterized by open boundaries located along the
model’s exterior, while internal holes have closed boundaries situated within the interior of
the model.
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Figure 2. Mesh model holes.

Internal holes can be further categorized into common holes, interstitial holes, and
circular island holes based on their shape, as shown in Figure 3a–c. Common holes have
a regularly shaped, closed boundary. Interstitial holes feature a narrow and elongated
closed boundary. Circular island holes, on the other hand, have a circular boundary and
contain isolated island-like facets within the hole.

Due to the closed spatial nature of the objects scanned in this study, no edge holes
appear in the mesh model generated after the global scanning process. Additionally,
annular island holes are absent because the point cloud data from the global scan undergoes
outlier removal, eliminating isolated points that would otherwise form such holes. As
a result, the mesh model produced by the global scan only contains common holes and
interstitial holes.

To accurately determine the position of each local hole, it is necessary to first identify
the hole area. A method for identifying hole boundaries based on a point cloud model is
proposed. The grid model, generated through stepwise rotation scanning, is converted into
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a point cloud model. Hole boundaries are identified by analyzing the normal angles of
points in the point cloud and their neighbors.
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Before calculating the normal vector for each data point, the neighborhood relationship
between points needs to be constructed. There are two common types of adjacency between
points in discrete point clouds. One is the radius R-nearest neighbor, that is, the set of
all points Nr

P within the ball, with point P as the center and r as the radius, as illustrated
in Figure 4a. The second is the K-nearest neighbor, i.e., the set Nk

P of k points nearest to
point P, with point P as the origin, as illustrated in Figure 4b. Since the points of the Nk

P
nearest-neighbor set are biased towards the denser side, which is not conducive to the
accuracy of subsequent hole boundary point identification, therefore, the radius R-nearest
neighbor approach is used to define the neighborhood of the scattered point cloud.
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p.

To enable the rapid identification of neighboring point sets, topological relations for
scattered point clouds must be established. A k-d tree is employed to spatially partition the
point cloud data and efficiently determine the radius R-nearest neighbors of a point within
the local space.

The point cloud normal vector forms the foundation for hole identification. Since the
point cloud model obtained from the scanner contains only three-dimensional position
information, normal vectors must be computed for each point. To accomplish this, a local
surface-fitting method is used to estimate the normals. Notably, the normal directions,
derived from the covariance matrix of neighboring points, exhibit ambiguity—some nor-
mals point inward, while others point outward. A minimum spanning tree combined
with depth-first traversal is employed to ensure the consistent orientation of the point
cloud normals.

To identify hole boundary feature points, the uniformity of the distribution of a data
point P and its Nr

P neighboring points is analyzed to determine whether P is a boundary
feature point. The uniformity is evaluated using the maximum angle principle. The basic
idea is that if the neighborhood set Nr

P of point P is distributed on one side, then P is a hole
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boundary feature, as shown in Figure 5a; on the contrary, if the neighborhood point set Nr
P

is evenly distributed around P, then P is an internal point, as shown in Figure 5b.
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Once the data point P(x0,y0,z0) and its normal n(a,b,c) are known, a normal vector
plane S can be defined with the following plane equation:

a(x − x0) + b(y − y0) + c(z − z0) = 0 (5)

Projecting the set {Pi(xi, yi, zi)|i = 1, 2, · · · , k} of Nr
P neighborhood points of the data

point P onto this normal vector plane gives the projection point Pi
′(i = 1, 2, · · · , k), as

shown in Figure 6a; the coordinates of the projection point Pi
′(xi

′, yi
′, zi

′) are the following:

xi
′ = a(ax0+by0+cz0)+(b2+c2)xi−abyi−aczi

a2+b2+c2

yi
′ =

 b
a (xi

′ − xi) + yi a ̸= 0

yi a = 0

zi
′ =

 c
a (xi

′ − xi) + zi a ̸= 0

zi a = 0

(6)
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After finding the coordinates of the projection points, a projection point Pi
′ is randomly

selected, and a vector PPi
′ is constructed and then sorted clockwise, as shown in Figure 6b.

Calculate the angle between the two adjacent vectors PPi
′ and PP′

i+1 from the clock-
wise direction αi(i = 1, 2, · · · , k):

αi = arccos( PPi
′ ·PP′

i+1

|PPi
′|∗|PP′

i+1| )∣∣∣∣PPi
′
∣∣∣∣= √

(x′ i − x0)
2 + (y′ i − y0)

2 + (z′ i − z0)
2∣∣∣∣PP′

i+1

∣∣∣∣= √
(x′ i+1 − x0)

2 + (y′ i+1 − y0)
2 + (z′ i+1 − z0)

2

PPi
′ · PP′

i+1 = (x′ i − x0)(x′ i+1 − x0) + (y′ i − y0)(y′ i+1 − y0) + (z′ i − z0)(z′ i+1 − z0)

(7)
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The maximum vector angle αmax is found and compared with a predefined threshold.
If smaller than the threshold, the data point P is classified as an interior point; otherwise,
it is identified as a hole boundary feature. The threshold is typically determined by the
spatial complexity and distribution density of the point cloud. Setting the threshold to π/4
resulted in more accurate identification of hole boundary feature points.

3.2. Holes Clustering

The identified hole boundary feature points in the point cloud model must be clustered
to determine both the number of holes and the set of individual boundary feature points.
These feature points exhibit characteristics such as a small data volume and significant
density variation, which makes DBSCAN [20] an ideal choice for clustering. DBSCAN
is a density-based algorithm that does not require a predefined number of clusters. It
identifies anomalous points as noise and efficiently scans clusters of arbitrary size and
shape based on the spatial density of the data points. Therefore, this study uses the
DBSCAN algorithm to cluster the hole boundary feature points.

The DBSCAN clustering algorithm classifies spatial data points into three types: noise
points, boundary points, and core points. It defines the relationships between spatial data
points as density-connected, density-direct, and density-reachable. Assuming the data set
D = {x1, x2, · · · , xm}, the specific density is defined as follows:

(1) ε-neighborhood: ∀xj ∈ D, ε-neighborhood contains a subset of sample set D consisting
of points no farther than ε from xj, i.e., Nε(xj) =

{
xi ∈ D

∣∣dist(xi, xj) ≤ ε
}

. The
number of subsamples in this subset is denoted as

∣∣Nε(xj)
∣∣;

(2) Core point: ∀xj ∈ D, if ε-neighborhood of xj contains at least MinPts of samples, i.e.,
then xj is a core point;

(3) Boundary point: a point falls within the ε-neighborhood of a core point;
(4) Noise point: a point that is neither a core point nor a boundary point is considered

a noise point;
(5) Density direct: if xj is in the ε-neighborhood of xi and xi is a core point, then xj is said

to be density direct from xi;
(6) Density reachable: for xj and xi, xj is said to be density-reachable by xi if there exists

a sequence of samples p1, p2, ···, pn, where p1 = xi, pn = xj, and pi+1 is directly density-
reachable from pi;

(7) Density connected: For xj and xi, xj and xi are said to be connected if there exists xk

such that both xj and xi are accessible by xk density.

To illustrate the above concepts, an example is provided, as shown in Figure 7. Where
Minpts = 5, neighborhood radius R, red points O, E, and M are core points, purple points N
and F are boundary points, and blue point Q is a noise point. E and M are O density-direct,
N is M density-direct, F is E density-direct, N and F are O density-reachable, and N and F
are density-connected.
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The core concept of the DBSCAN clustering algorithm is to identify core points and
the sample points that are directly reachable from these core points within a specified
ε-neighborhood and a minimum number of sample points, MinPts. The algorithm then
assigns all core points to clusters, while classifying sample points that do not belong to any
cluster as noise. The specific steps are as follows:

Assume that the data consist of a sample point set D = (x1, x2, · · · , xm), a neighbor-
hood parameter (ε, MinPts), and a cluster family C.

(1) Initialize the set of core points Ω = ∅, the number of clusters k = 0, and initialize the
set of unvisited samples Γ = D. The clusters are then divided into C = ∅;

(2) For j = 1, 2, · · · , m, find all the core points as follows:

(a) Find the ε-neighborhood subsample set Nε(xj) of sample xj using the distance
metric;

(b) If the number of samples in the subsample set satisfies
∣∣Nε(xj)

∣∣≥ MinPts , add
sample xj to the set of core points: Ω = Ω ∪

{
xj
}

;

(3) If the set of core points Ω = ∅, the algorithm is finished; otherwise, proceed to
step (4);

(4) Select a random core point o from the core point set Ω, initialize the current cluster
core point queue Ωcur = {o}, initialize the current cluster sample set Ck = {o}, and
update the unvisited sample set Γ = Γ − {o};

(5) If the current cluster core point queue Ωcur = ∅, generate the current cluster Ck,
update the cluster division C = {C1, C2, · · · , Ck}, update the core point set Ω =

Ω − Ck, and proceed to step (3). Otherwise, update the core point set Ω = Ω − Ck;
(6) Remove a core point o′ from the current cluster core point queue Ωcur, pass

the neighborhood distance threshold ε-neighborhood sub-sample set Nε(o′), make
∆ = Nε(o′) ∩ Γ, update the current cluster sample set Ck = Ck ∪ ∆, update the un-
visited sample set Γ = Γ − ∆, update Ωcur = Ωcur ∪ (∆ ∩ Ω)− o′, and proceed to
step (5).

3.3. Local Viewpoints Planning

To improve the efficiency and convenience of viewpoint planning for local holes,
the corresponding viewpoint is calculated based on the size of the enclosing bounding
box. The bounding-box methods are used to determine the optimal enclosing space for
a set of discrete points. Typical examples include the Bounding Sphere (BS), Axis-Aligned
Bounding Box (AABB), Oriented Bounding Box (OBB), and Fixed Directions Hulls (FDHs),
as illustrated in Figure 8.
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Since the OBB algorithm [21] provides good spatial tightness and allows the bounding
box to rotate along with the geometric object, it is utilized for each hole boundary fea-
ture point set. The scanning viewpoint of the hole area is then determined based on the
maximum middle plane of the OBB and the scanning area of the scanner. The relation-
ship between the dimensions (a × b) of the maximum middle plane of the OBB and the
dimensions (l × w) of a single scan area of the scanner can be categorized into four cases,
as illustrated in Figure 9a–d.
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As shown in Figure 10, when the length and width of the largest middle plane of the
OBB envelope box at the boundary of the hole is less than the length and width of the
scanner in a single scan, only one scan is required to sweep the entire area of the hole.
Therefore, only one scanning viewpoint needs to be planned. Coordinates of the position

of scanning viewpoint VP
{

vp(x, y, z),−−→vp (nx, ny, nz)

}
in the O-XYZ coordinate system:

−−→vp = −
−−→
O′Z′ (8)

vp = O
O′R ∗ vpO′−X′Y′Z′ + O′

O−XYZ (9)

where
−−→
O′Z′(xZ′ , yZ′ , zZ′) is the unit vector of the Z’ axis of the O’-X’Y’Z’ coordinate system,

O
O′R is the rotation matrix of O’-X’Y’Z’ with respect to the O-XYZ coordinate system,
and O′

O−XYZ are the coordinates of the center point O’ of the OBB-enclosing box under
O-XYZ. The above parameters are obtained when calculating the OBB-enclosing box,
vpO′−X′Y′Z′(0, 0, d) are the coordinates of the position of the viewpoint VP under the O’-
X’Y’Z’ coordinate system, and d is the scanning distance.
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As shown in Figure 11, when the length of the largest middle plane of the OBB
envelope box at the boundary of the hole is less than the length of the scanner in a single
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scan and the width is greater than the width of the scanner in a single scan, the hole
area can be swept in its entirety by simply moving the scan horizontally. Therefore, only

two scanning viewpoints need to be planned. Calculate the scanning direction −−→vp and
the coordinate value vp′(x′, y′, z′) in the O’-X’Y’Z’ coordinate system for the scanning
viewpoints VP1 and VP2:

−−→vp1 =
−−→vp2 = −

−−→
O′Z′ (10)

x′1 = 0
y′1 = yA + w

2
z′1 = d


x′2 = 0
y′2 = −y′1
z′2 = d

(11)Actuators 2025, 14, x FOR PEER REVIEW 11 of 19 
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Figure 11. Viewpoints planning for the second situation.

Once the coordinates of the viewpoint in the O’-X’Y’Z’ coordinate system have been
obtained, the coordinates of the position of the scanned viewpoint VPi{i = 1, 2} in the
O-XYZ coordinate system vpi(xi, yi, zi) can be obtained according to Equation (9).

As shown in Figure 12, when the maximum middle plane of the OBB envelope at the
boundary of the hole is longer than the length of the scanner in a single scan and wider
than the width of the scanner in a single scan, the hole area can be scanned in its entirety by
simply moving the scan vertically. In this case, again, only two scanning viewpoints need

to be planned. Similarly to the above calculation procedure, the scan directions −−→vp for
VP1 and VP2 and the coordinate values vp′(x′, y′, z′) in the O’-X’Y’Z’ coordinate system:

−−→vp1 =
−−→vp2 = −

−−→
O′Z′ (12)

x′1 = xA − l
2

y′1 = 0
z′1 = d


x′2 = −x′1
y′2 = 0
z′2 = d

(13)
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Also, according to Equation (9), the coordinates of the position of the scanned view-
point VPi{i = 1, 2} in the O-XYZ coordinate system can be obtained as vpi(xi, yi, zi).

As shown in Figure 13, when the length and width of a single scan by the scanner are
less than the length and width of the maximum middle plane of the OBB envelope box,
multiple scanning viewpoints need to be planned to ensure that the full hole area is swept.

Actuators 2025, 14, x FOR PEER REVIEW 12 of 19 
 

 

2   2 = >  
bn n
w

  (14)

Based on the number of scanned viewpoints determined, the scanning distance can 
be obtained as follows: 

2bc
n

=   (15)

Coordinates of the sampling point ( , , )P P P
i i i iP x y z  on its largest intermediate plane 

in the O’-X’Y’Z’ coordinate system: 

1

1

1

2

     1
2

0

P
A

P
A

P

lx x

cy y i

z

 = −

 = − =

 =


  (16)

1 1

1 1

 mod 2 0    , , 0
   2,3, ,

 mod 2 0    , , 0

P P P P P
i i i i i
P P P P P
i i i i i

if i x x y y z
i n

if i x x y y c z
− −

− −

 = = − = = =
≠ = = − =

   (17)

where ( , ,0)A AA x y  is a vertex on the maximum middle plane. 

After obtaining the sample point ( , , )P P P
i i i iP x y z , the scanning direction ivp


 and 

the coordinates of the position ' ' ' '( , , )i i i ivp x y z  in the O’-X’Y’Z’ coordinate system can be 

calculated for the scanning viewpoint { ( , , ), ( , , )}i i i i i i ix iy izVP vp x y z vp n n n


: 

' '
ivp O Z= −


  (18)

'

' '
'

'

1     

P
i i

P
i i

i i
i

x x
O Z y y

dPVP
z d

 =


= =
 =


   (19)

Finally, according to Equation (9), the coordinates of the position of the scanned 
viewpoint { 1,2, , }iVP i n=   in the O-XYZ coordinate system are obtained. 

 

Figure 13. Viewpoints planning for the fourth situation. Figure 13. Viewpoints planning for the fourth situation.

Firstly, determine the total number of scanned viewpoints:

n = 2
⌈

b
w

⌉
n > 2 (14)

Based on the number of scanned viewpoints determined, the scanning distance can be
obtained as follows:

c =
2b
n

(15)

Coordinates of the sampling point Pi(xi
P, yi

P, zi
P) on its largest intermediate plane in

the O’-X’Y’Z’ coordinate system:
x1

P = xA − l
2

y1
P = yA − c

2

z1
P = 0

i = 1 (16)

 i f imod2 = 0 xi
P = −xi−1

P, yi
P = yi−1

P, zi
P = 0

i f imod2 ̸= 0 xi
P = xi−1

P, yi
P = yi−1

P − c, zi
P = 0

i = 2, 3, · · · , n (17)

where A(xA, yA, 0) is a vertex on the maximum middle plane.

After obtaining the sample point Pi(xi
P, yi

P, zi
P), the scanning direction −−→vp i and

the coordinates of the position vp′i(x′i , y′i, z′i) in the O’-X’Y’Z’ coordinate system can be

calculated for the scanning viewpoint VPi

{
vpi(xi, yi, zi),

−−→vpi (nix, niy, niz)

}
:

−−→vpi = −
−−→
O′Z′ (18)

−−→
O′Z′

−−→
PiVPi

=
1
d


x′i = xi

P

y′i = yi
P

z′i = d
(19)

Finally, according to Equation (9), the coordinates of the position of the scanned
viewpoint VPi{i = 1, 2, · · · , n} in the O-XYZ coordinate system are obtained.
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4. Experiment and Discussion
To verify the feasibility and effectiveness of the proposed viewpoint-planning method,

an industrial robot-based 3D scanning system was used, as shown in Figure 14. The system
consists of a KUKA KR240 R2900 (KUKA Robotics Corporation, Augsburg, Germany) 6-
DOF industrial robot, a 3D scanner, a graphics-processing workstation, a V-shaped fixture,
a turntable, and other essential components. The industrial robot has a repeated positioning
accuracy of ±0.06 mm and a maximum arm span of 2696 mm. The 3D scanner is equipped
with a customized V-shaped fixture to facilitate scanning tasks. The workpiece to be
scanned is placed on a turntable with a diameter of 1520 mm and a maximum rotational
speed of 10 r/min. The performance specifications of the 3D scanner are listed in Table 1.
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Table 1. Performance indicators of 3D scanners.

Key Performance Indicator Value

Working distance (Zs) 400 ≤ Zs ≤ 1000 mm
Close-range scanning (l1 × w1) 214 × 148 mm
Long-range scanning (l2 × w2) 536 × 371 mm
Scanning-angle range (l × w) 30◦ × 21◦

Highest 3D resolution 0.1 mm
Highest 3D point accuracy 0.05 mm

Maximum 3D distance accuracy 0.03% 100 cm
Maximum 3D reconstruction rate 16 fps
Maximum data acquisition speed 2 × 106 points/s

As shown in Figure 15, a 600 mm × 330 mm × 200 mm wood carving was used in the
automated scanning experiment. The scanning path was planned using a stepped-rotary-
scanning method and then imported into an offline programming software for simulation
and optimization.
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The scanning-process parameters are provided in Table 2.

Table 2. Scanning parameters.

Scanning-Process Parameters Value

Scanning distance 700 mm
Scanning speed 0.1 m/s

Capture frame rate 10 fps
Turntable speed 10 r/min

The point cloud model obtained from the stepped rotary scan is pre-processed and
3D reconstructed to generate its global model. Due to impact factors from the scanning
system, scanning environment, and the object to reconstruct, the global model may miss
data, which manifest as holes. As illustrated in Figure 16, the global model exhibits four
distinct holes, marked in red.
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Figure 16. Global model holes.

The local scan is performed to obtain the missing data from the global scan. The global
model was discretized into a point cloud model, which was used for hole identification,
clustering, and viewpoint planning as shown in Figure 17a–d.

Once the scan points for a hole are obtained, the scan path is generated by connecting
the points in a predefined sequence. To enhance scanning efficiency while considering the
space and time complexity of the algorithm, a genetic algorithm is employed to find the
shortest scan path for each local scan viewpoint. Figure 18 shows 1–4 scanning points of the
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holes. Figure 18a shows the random scan path before optimization, while Figure 18b shows
the optimized scan path. The initial random scan path has a length of 763.9 mm, which
is reduced to 585.7 mm after path optimization. This reduction of approximately 30% in
the total scan path length demonstrates an improvement in scanning efficiency, assuming
a constant scanning speed.
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Figure 18. Local scanning path planning: (a) scan path before optimization; (b) optimized scan path.

The planned scan path is imported into the offline programming software for sim-
ulation and optimization. For viewpoints where the robot’s articulated arm limits exist,
the workpiece is rotated using a rotary table to ensure that all scan viewpoints are safely
reachable by the robot. The point cloud obtained from the local scan is processed and
subsequently merged with the global scan’s point cloud, as illustrated in Figure 19a. The
combined point cloud is then fused to create the final reconstructed object, shown in
Figure 19b. To assess the effectiveness of the proposed method, the final reconstruction is
compared to the reference model digitized by a coordinate measuring machine (CMM), as
depicted in Figure 19c.
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The scanning error of 0.77 mm, with a standard deviation of 1.02 mm, is within
acceptable limits, with a 100% scan completeness rate and a total scanning time of 202 s.
However, the areas with the greatest error, as shown in Figure 20, can be attributed to
several factors. These include the precision limitations of the scanning device, which can
affect the accuracy in capturing fine details, especially in intricate features. Additionally,
errors may arise from the point cloud merging process, where insufficient overlap or
imperfect registration of multiple scans can lead to misalignments. Finally, challenges in
accurately aligning the scanned data with the reference model, particularly in complex
geometries, further contribute to the observed errors in these regions.
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Figure 20. Comparison test results.

To verify the applicability of the method to models of different materials, a white mar-
ble sculpture was selected as the test workpiece, as shown in Figure 21. The performance of
the proposed algorithm was evaluated by comparing it with the widely used CAD-slicing
method [22] and the surface-partitioning method. The model obtained using the proposed
algorithm demonstrated a scanning integrity of 100%, a scanning accuracy of 0.26 mm,
a standard deviation of 0.31 mm, and a total scanning time of 152 s.

Actuators 2025, 14, x FOR PEER REVIEW 17 of 19 
 

 

Table 3. Comparison results of three algorithms. 

 Scanning Integrity Scanning Accuracy Standard Deviation Scanning Time 
CAD-slicing method 89.05% 1.86 mm 2.71 mm 145 s 

Surface-partitioning method 97.08% 0.97 mm 1.12 mm 120 s 
Two-step scanning method 100% 0.26 mm 0.31 mm 152 s 

 

Figure 21. Comparison scanning results. 

5. Conclusions 
In this paper, a robotic-scanning-viewpoint-planning method is proposed based on 

a two-step scanning approach for automated measurement of three-dimensional artifacts. 
The originality of the method lies in obtaining a global model of the object to reconstruct 
using a stepwise rotational-scanning-viewpoint-planning technique. Subsequently, local 
fine scanning viewpoint planning is performed using the DBSCAN clustering algorithm 
and the OBB algorithm to fill in local holes in the global model caused by missing scan 
areas. To improve overall scanning efficiency, a genetic algorithm was used to calculate 
the optimal local fine scanning path. Experiments were conducted using an industrial 
robot-based 3D scanning system on sculptures made of different materials. The results 
were compared with those from the CAD-slicing and surface-partitioning methods. The 
experimental results showed that the proposed method achieved higher scan integrity, 
with a scanning accuracy of 0.26 mm and a scanning time of 152 s. While the scanning 
efficiency was slightly lower, the proposed method demonstrated superior scan quality 
compared to the other methods. Overall, it provided complete, high-quality surface data, 
meeting the requirements for workpiece inspection. 

However, several limitations of the current method warrant further consideration. 
Notably, the issue of occlusion at scanning viewpoints has not been addressed, and the 
scanning efficiency may be compromised by frequent reorientation of the robot between 
different viewpoints. These factors may influence the overall time efficiency and could 
become more pronounced when scanning more complex or geometrically intricate 
objects. Future research will focus on mitigating these limitations by developing a 
viewpoint quality evaluation function, which will incorporate both occlusion and the 
reorientation of the robot. This enhancement aims to optimize the viewpoint selection 

Figure 21. Comparison scanning results.



Actuators 2025, 14, 139 16 of 17

Table 3 presents the comparison results of the three algorithms. The test results indicate
that the proposed planning algorithm demonstrates superior scanning integrity and quality
compared to the original slicing and partitioning methods. Although its scanning efficiency
is slightly lower than that of the other two methods, the overall scanning times for all three
are comparable. Therefore, the proposed scanning path is both reasonable and effective,
yielding complete surface data with high scanning quality, thus meeting the requirements
for workpiece surface quality inspection.

Table 3. Comparison results of three algorithms.

Scanning Integrity Scanning Accuracy Standard Deviation Scanning Time

CAD-slicing method 89.05% 1.86 mm 2.71 mm 145 s
Surface-partitioning method 97.08% 0.97 mm 1.12 mm 120 s
Two-step scanning method 100% 0.26 mm 0.31 mm 152 s

5. Conclusions
In this paper, a robotic-scanning-viewpoint-planning method is proposed based on

a two-step scanning approach for automated measurement of three-dimensional artifacts.
The originality of the method lies in obtaining a global model of the object to reconstruct
using a stepwise rotational-scanning-viewpoint-planning technique. Subsequently, local
fine scanning viewpoint planning is performed using the DBSCAN clustering algorithm
and the OBB algorithm to fill in local holes in the global model caused by missing scan
areas. To improve overall scanning efficiency, a genetic algorithm was used to calculate
the optimal local fine scanning path. Experiments were conducted using an industrial
robot-based 3D scanning system on sculptures made of different materials. The results
were compared with those from the CAD-slicing and surface-partitioning methods. The
experimental results showed that the proposed method achieved higher scan integrity, with
a scanning accuracy of 0.26 mm and a scanning time of 152 s. While the scanning efficiency
was slightly lower, the proposed method demonstrated superior scan quality compared to
the other methods. Overall, it provided complete, high-quality surface data, meeting the
requirements for workpiece inspection.

However, several limitations of the current method warrant further consideration.
Notably, the issue of occlusion at scanning viewpoints has not been addressed, and the
scanning efficiency may be compromised by frequent reorientation of the robot between
different viewpoints. These factors may influence the overall time efficiency and could
become more pronounced when scanning more complex or geometrically intricate objects.
Future research will focus on mitigating these limitations by developing a viewpoint
quality evaluation function, which will incorporate both occlusion and the reorientation
of the robot. This enhancement aims to optimize the viewpoint selection process, thereby
improving both the quality and efficiency of scanning, and extending the applicability of
the proposed method to a wider range of 3D artifacts.
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