
aerospace

Article

Pareto Optimal PID Tuning for Px4-Based Unmanned
Aerial Vehicles by Using a Multi-Objective Particle
Swarm Optimization Algorithm

Victor Gomez1 , Nicolas Gomez 1 , Jorge Rodas 1,* , Enrique Paiva 1 , Maarouf Saad 2

and Raul Gregor 1

1 Laboratory of Power and Control Systems (LSPyC), Facultad de Ingeniería, Universidad Nacional
de Asunción, Luque 2060, Paraguay; sebasg7@gmail.com (V.G.); ni_co182@hotmail.com (N.G.);
enpaiva93@gmail.com (E.P.); rgregor@ing.una.py (R.G.)

2 Power Electronics and Industrial Control Research Group (GRÉPCI), École de Technologie Supérieure,
Montreal, QC H3C 1K3, Canada; maarouf.saad@etsmtl.ca

* Correspondence: jrodas@ing.una.py

Received: 20 April 2020; Accepted: 26 May 2020; Published: 4 June 2020
����������
�������

Abstract: Unmanned aerial vehicles (UAVs) are affordable these days. For that reason, there are
currently examples of the use of UAVs in recreational, professional and research applications. Most
of the commercial UAVs use Px4 for their operating system. Even though Px4 allows one to change
the flight controller structure, the proportional-integral-derivative (PID) format is still by far the most
popular choice. A selection of the PID controller parameters is required before the UAV can be used.
Although there are guidelines for the design of PID parameters, they do not guarantee the stability of
the UAV, which in many cases, leads to collisions involving the UAV during the calibration process.
In this paper, an offline tuning procedure based on the multi-objective particle swarm optimization
(MOPSO) algorithm for the attitude and altitude control of a Px4-based UAV is proposed. A Pareto
dominance concept is used for the MOPSO to find values for the PID comparing parameters of step
responses (overshoot, rise time and root-mean-square). Experimental results are provided to validate
the proposed tuning procedure by using a quadrotor as a case study.

Keywords: multi-objective particle swarm optimization; Pareto front; proportional-integral-derivative;
Px4; quadrotor; unmanned aerial vehicles

1. Introduction

1.1. Historical Perspective of UAVs

Unmanned aerial vehicles (UAVs), also known as drones, have been used for centuries. They were
initially used for military purposes. The first recorded use of a UAV dates back to 1849 when the
Austrians attacked Venice (Italy) using explosive-laden, unmanned balloons [1]. However, even
though these unmanned balloons are not considered UAV’s today, this was a technology that the
Austrians developed which led to further breakthroughs in the development of the UAV. Subsequently,
in 1915, the British Army used UAVs to photograph areas at the Battle of Neuve Chapelle [2]. Due
to the military advantage that this technology provided, they continued development until, during
the years 1930–1940, the navies of different countries began experimenting with radio-controlled
UAV’s [3]. As a consequence, many UAV concepts have been developed, including the United States’
Curtiss N2C-2 aircraft, 1937 [4], the British DH.82B Queen Bee aircraft, 1935 and the Radioplane OQ-2,
1941 [5]. The latter was the first mass-produced UAV product in the United States and marked a
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breakthrough stage in the manufacture and supply of this type of aircraft for the military. During the
ensuing decades (1940 to 1980), the development of new technologies in UAVs remained linked to
military applications, making them much more reliable and improving different technical aspects. The
beginning of the massive use of UAVs was during the war between Israel and Syria at 1982. The Israeli
Air Force used both surveillance UAVs and manned aircraft to destroy a dozen Syrian aircraft with
minimal losses. Subsequently, different UAV programs were created to make UAVs cheaper and for
target recognition, thereby developing in 1986 the RQ2 Pioneer, which was a joint project between the
United States and Israel of a smaller size recognition UAV. During the following decades (1980 to 2000)
there were multiple advances in this technology, from miniature UAVs (less than 15 cm) [6], to the first
UAV capable of carrying missiles and hitting targets both on the ground and air, developed by the
United States government called UAV Predator. From the 2000s to the present day, although many
of the more notable UAVs have been used for military purposes, technology continued to advance
and receive more attention. The availability of more efficient, economic batteries and advances in the
field of automatic control increased the popularity of UAVs for non-military purposes, both for the
transport of cargo, e.g., the Amazon Prime Air UAV, and for recreational use, photography and filming,
e.g., the UAV Phantom [7].

1.2. Classification of UAVs

UAVs can be classified in many ways according to different parameters. The most common
ways of classifying UAVs are according to altitude of flight, weight, size, flight resistance, capabilities,
configuration or number of propellers and civil or military use, among other things. Consequently,
there is currently no consensus regarding the classification of civil UAVs. In this context, an attempt is
made to classify UAVs as follows [8–11]:

• Platform: (a) Fixed-wing. (b) Rotary wing: multirotor (quadrotor, hexarotor, octotor, etc.)
or helirotor.

• Application: (a) recreational; (b) professional; (c) research.
• Weight, the altitude of flight and endurance: There are multiple articles and consensuses on

how to classify UAVs according to these characteristics. One of these classifications is based
on the combination of research and military literature: micro air vehicle (MAV), mini, tactical,
medium-altitude and long-endurance (MALE) and high-altitude and long-endurance (HALE).

1.3. Control of UAVs

Although UAVs have multiple applications, research remains an important area due to the fact
that more applications are made possible by on-going research which provides new characteristics
to the UAV, thereby allowing new applications of the technology. There remain several areas where
improvements are desirable, such as electronics, mechanics, aerodynamics, software and control. UAV
control is of paramount importance for future development of this technology, since the applications
are developed in different operating environments, with a variety of disturbances: wind, sudden
changes in references, uncertainties, etc. All these factors can cause instability and lead to the UAV
damage. These, in part, are explains as to why there are currently multiple control algorithms that
allow the monitoring and stabilization of a UAV. A classification of UAV control methodologies can be
divided as follows [12,13]:

• Linear control: PID [14]; linear–quadratic regulator [15];H∞ [16]; gain scheduling [17].
• Nonlinear control: feedback linearization [18]; backstepping [19]; sliding mode [20];

super-twisting [21,22]; model predictive [23]; adaptive control.
• Learning-based control: fuzzy logic [24]; neural network [25].
• Swarm control: centralized; decentralized; distributed [26].
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1.4. Motivation and Innovation

The Pixhawk and its autopilot software Px4 have been selected for this project mainly because
they are both widely adopted by academic, recreational (hobby) and developer communities for their
flexibility and low cost. The Px4 uses PID controllers for its attitude and altitude control. The PID
controller, according to the official documentation of the Px4 [27], has to be calibrated empirically by
following a set of steps. During the manual calibration, there is a risk of accidents that can damage the
UAV and/or the user. Furthermore, this process can take a long time and there is no certainty that
the calibration will perform satisfactorily under all flight conditions. Therefore, the main motivation
for this paper is to provide an alternative to tune the PID controller. The proposed tuning procedure
is based on the multi-objective particle swarm optimization (MOPSO) algorithm. This algorithm
is able to find good PID values, achieving an optimal trade-off between exploration and speed of
convergence. There are not many studies that have used particle swarm optimization (PSO) or MOPSO
for optimization of PID control for UAVs. Some examples can be found in [28,29]. However, these
studies did not make use of the Pareto front [30], and therefore they did not capture the inherent
trade-off between different objectives, and had higher chances of falling into local minima. In this
paper, the concept of Pareto optimality is combined with the MOPSO algorithm to quickly find sets of
optimal calibrations of the PID parameters. The user can choose the trade-off according to their needs.

1.5. Paper Organization

The rest of the paper is organized as follows. Section 2 presents the control structure and the
mathematical model of the UAV under study. Section 3 introduces the PSO technique. Then, the
MOPSO algorithm in combination with the Pareto front concept is explained and used to obtain the
optimal gains for PID control. In order to validate the proposal, Section 4 presents simulation and
experimental results of the obtained gains and the performance of the controller. The main conclusions
and discussion are presented in Section 5.

2. Problem Statement

This section gives an overview of the quadrotor used in this project. Subsequently,
the mathematical model of the UAV and the control structure will be presented.

2.1. Mathematical Model of the Quadrotor

The quadrotor considered in this paper consists of a miniature UAV, which has the configuration
of four coplanar rotors. The controlled variation of the rotors enables the movement of the quadrotor.
The mathematical description of these movements begins with the assignment of the reference frames.
This enables the measurement of changes in linear and angular position over time of the system.

The first reference frame is the inertial frame (I). It is a fixed coordinate system whose axes
point according to the NED system (north (~i), east (~j), down (~k)). The second is the vehicle frame (V).
It consists of a coordinate system in motion, located at the center of mass of the UAV. Its axes have the
same direction as those of the I frame. Both reference frames are shown in Figure 1. The last reference
frame is the body frame (B), obtained by applying rotations on the V frame. These rotations determine
the orientation of the UAV. They are carried out following a rotation order with the positive sense of
the rule of the right hand: first on the axis~k, giving the yaw angle (ψ); then on the axis~j, giving the
pitch angle (θ); and finally on the axis~i, giving the roll angle (φ). This set of rotations generates the B
frame, as shown in Figure 2.
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Figure 1. Configuration of a quadrotor considering the inertial frame (I) and the vehicle frame (V).

Figure 2. Quadrotor orientation, yaw (ψ), pitch (θ) and roll (φ) angles.

The model that describes the quadrotor is nonlinear with 12 states [31] and three position states
(X, Y, Z), aligned with~i,~j and~k axes of I , three linear velocity states (U, V, W) in B, three angular
states (φ, θ, ψ) and three angular velocity states (p, q, r) in B. By using the Newton–Euler technique
applied to this model, the full equations of the quadrotor dynamics are [32]:Ẋ

Ẏ
Ż

=
cθcψ sφsθcψ − cφsψ cφsθcψ + sφsψ

cθsψ sφsθsψ + cφcψ cφsθsψ − sφcψ

−sθ sφcθ cφcθ
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V
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 (1)
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× J

p
q
r

+

τφ
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 (4)

with cφ = cos(φ), cθ = cos(θ), cψ = cos(ψ), sφ = sin(φ), sθ = sin(θ) and sψ = sin(ψ). g is the
gravity constant; m denotes the mass of the UAV; τz is the sum of the vertical forces generated by each
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propeller; τ = [ τφ, τθ , τψ ]T denotes the torque vector with its roll, pitch and yaw components; and
the inertia matrix J is represented by:

J =

JX 0 0
0 JY 0
0 0 JZ

 . (5)

Figure 3 shows the control input terms [τz, τφ, τθ , τψ] which are generated by the composition
of the forces [ f1, f2, f3, f4] and torques [m1, m2, m3, m4] generated by the four rotors. d is the diameter
of the UAV; i.e., the distance between the rotation axes of rotor 1 and rotor 2. This relationship is
expressed as follows:

τz = ( f1 + f2 + f3 + f4) , (6)

τφ =
d√
2
(− f1 + f2 + f3 − f4) , (7)

τθ =
d√
2
( f1 + f2 − f3 − f4) , (8)

τψ = (−m1 + m2 + m3 −m4) . (9)

Figure 3. Quadrotor orientation, yaw (ψ), pitch (θ) and roll (φ) angles.

2.2. Control Architecture

PX4 uses PID controllers. That is the most widespread control technique [27]. The Px4-based
UAV controllers are layered, which means an outer P-based attitude closed-loop controller passes
its results to an inner PID-based velocity closed-loop controller, with feed-forward, as shown in
Figure 4. The output of the proportional controller is limited to a defined range as well as the output
of the integrative part of the PID controller. For this work, all ranges are set to their default values.
The altitude control is analogous to the attitude one, although a constant "hovering thrust control"
value is added to the output of this controller. That thrust control value is such that the UAV could fly
without acceleration on the altitude axis when this controller has a zero output. Again, for this work,
the hovering thrust control value is set to its default value. All controllers operate at the same time in
parallel. In the system, the reference input consists of the Euler angles and altitude, and the rate of
change of each of these variables. The Euler angles and angular rates are in radians and radians per
second, respectively. The altitude and vertical speed are in meters and meters per second, respectively.
The control efforts are the moments in each direction that, after being projected onto the body frame,
are used to find the thrust of each motor-propeller assembly. Since there are four degrees of freedom
(roll, pitch, yaw and vertical thrust), there are a total of 16 parameters to be optimized, which leads to
four control actions uj, with j = 1, 2, 3, 4, as shown in (10). Then, the gain values (Kp1)j, (Kp2)j, (Ki)j
and (Kd)j are the control parameters to be optimized as in (10).
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uj = (Kp2)j ej + (Ki)j

∫ t

0
ej(τ) dτ + (Kd)j

dej

dt
, j = 1, 2, 3, 4. (10)

First, as it can be seen in Figure 4, the controller takes an attitude or altitude value (φ, θ, ψ, Z) as
the reference (setpoint) and compares it with the actual value obtained by the corresponding sensor.
The difference between these two corresponds to the position error. This error is then multiplied by
(Kp1)j and the result of this product is used as a reference for the rate of change of the corresponding
degree of freedom. This new reference is then compared with the actual rate of change, again measured
by the corresponding sensor, thereby obtaining the actual error ej used in (10). Figure 5 shows the
overall control structure.

Figure 4. Position and attitude controller structure of a Px4-based UAV [33].

Figure 5. Altitude and attitude control of a Px4-based UAV with optimal PID computed offline by the
proposed MOPSO algorithm.

Remark 1. The PID gain values are limited by default in the Px4 software to a range specified in [34] and
shown in Table 1. Note that the differential gain is much smaller because high values can cause the motors to
overheat, because that part of the controller amplifies the noises [27].

Table 1. Allowable parameter ranges of the quadrotor UAV PID controller [34].

Axis min Kp1 max Kp1 min Kp2 max Kp2 min Ki max Ki min Kd max Kd

Roll 0 12 0 0.5 0 0.2 0 0.01

Pitch 0 12 0 0.6 0 0.2 0 0.01

Yaw 0 5 0 0.6 0 0.2 0 0.1

Altitude 0 1.5 0.1 0.4 0.01 0.1 0 0.1

Remark 2. Note that the nominal quadrotor UAV model represented by (3)–(9) is used to compute the optimal
PID gains offline. The gains so obtained are valid for small variations in the model parameters.
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3. Proposed Tuning Procedure for the Gains of the PID Controller Based on MOPSO

This section presents the computation of the gains for the PID controller for the UAV. First,
the basics of the PSO algorithm and its version for multiple-objective optimization, namely, the MOPSO
algorithm, are presented. The proposed algorithm appears at the end of this section. The details of the
Algorithm are given for better understanding and use by others.

3.1. Particle Swarm Optimization (PSO) Algorithm

The PSO algorithm is a stochastic, population-based algorithm first proposed in [35]. It was
inspired by the collective behavior of animals, where it has been noticed that the behavior of each
individual of a swarm can affect the behavior of the entire swarm and vice-versa by sharing useful
information and using it together with personal experience to make decisions about how to act. These
exchanges of information are beneficial to the search capability of the particles and offer a way of
trading-off the speed of convergence and the time needed for the exploration. In the PSO algorithm,
all of the particles in the swarm move in a space that is defined by all possible values that the decision
variables can take. This space is known as the search-space. When a particle moves, the algorithm
evaluates the parameters taken by the corresponding particle according to a fitness function f(xn).
Usually, the objective of the algorithm is to minimize f(xn). Each particle xn in the swarm of N particles
has a velocity of vn, which determines its location in the search-space for the next iteration (t + 1)
according to [36]:

x(t+1)
n = x(t)n + χ v(t)

n + ε(t), (11)

where χ ∈ [0,1] is a constraint value used to limit the velocity of each particle and ε is a vector with
random, uniformly-distributed components in the range [-1, 1]. This allows the algorithm to increase
the range of exploration of the swarm to avoid local minima. The velocity vn of the particles is modified
so that these move towards the best position found so far by the particle. To summarize, the personal
guide Pbn (also called personal best), and the global guide Gb (global best; i.e., the best position
found by the whole swarm) achieve an exchange of information between the particles. All of this is
accomplished by updating the velocity vector by using the following equation:

v(t+1)
n = w v(t)

n + r1 c1 (Pn − x(t)n ) + r2 c2 (Gb− x(t)n ), (12)

where r1 and r2 are random evenly distributed numbers in the range of [0,1]; c1 and c2 are control
factors that establish the influence of global and personal knowledge. Finally, w is a factor of inertia,
which controls the trade-off between convergence and exploration.

3.2. Multi-Objective Particle Swarm Optimization (MOPSO) Algorithm

Since the PSO is based on a simple concept, and is both fast and computationally inexpensive
regarding memory requirements compared to other population techniques, it has been extended to
handle multi-objective optimization problems. The majority of MOPSO algorithms share the same
basic approach—a swarm of a certain number of agents is initialized randomly, and that number will
remain constant until the end of the run. The swarm behavior is bounded by the velocity equation,
which is updated continuously and is dependent on both the previous weighted velocity and known
good solutions. In optimization problems with multiple objectives, a set of D objectives have to be
optimized. These D objectives (yi) depend on a vector x of K decision variables:

yi = f(xn) ∀i = 1, 2, 3, · · · , D, (13)
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According to the Pareto [30] optimal principle, a vector α strictly dominates another one β

(denoted α ≺ β) if:
fi(α) < fi(β) ∀i = 1, 2, 3, · · · , D, (14)

and α weakly dominates β (denoted α � β) if:

fi(α) ≤ fi(β) ∀i = 1, 2, 3, · · · , D. (15)

The Pareto front is the set of all non-dominated solutions while the Pareto optimal is a set of
vectors that correspond to the Pareto front. In a multi-objective optimization problem, the target is
usually to find a well-distributed Pareto front. In this paper, overshoot, rise time and root-mean-square
error values of the step response values are considered as objectives for the optimization. All values
are obtained by using the mathematical model of the quadrotor UAV. However, other performance
parameters such as undershoot or settling time can be considered as well.

The main difficulty of using the PSO for multiple objective problems is how to choose the best
guides. One approach that can be used is to make a single fitness function equal to a weighted sum of
the objectives [28]. In this case, it is difficult to control the trade-off relationship between the different
objectives. Moreover, there is a high probability of falling into local minima, making it difficult to
obtain optimal values. As with other multiple objective algorithms, the concept of Pareto optimal is
used as the fitness function, so that the user can choose a solution from the Pareto front. This approach
has shown good results in previous works [30–37] . As a consequence, this method has been chosen in
this paper.

For the implementation of the MOPSO, a repository A of non-dominated particles constitutes
the optimal particles that correspond to the Pareto front. When a particle finds a new non-dominated
position, the MOPSO algorithm checks if the particle dominates its previous personal guide or any
element from A and removes them if that is the case, adding then the new particle to A. If the previous
personal best is also not dominated, the new personal best is chosen randomly between the previous
one and the new particle. The selection of the global guide for each particle A is based on "PROB"
method described in [30] for selecting the best global guides. In PROB, for each particle xn, a global
guide one is chosen between the particles of A that dominate xn. The guide is chosen randomly with
a probability function proportional to the inverse of the number of particles of the swarm that are
dominated currently by those particles. In the case that xn belongs to A, a particle of A is chosen
randomly with the same probability function as before. To keep the particles in the search space, the
"SHR" method (proposed in [30]) is used. That is, assuming that the k-th component of a particle xn

exceeds its corresponding boundary B, the magnitude of vn is shrunk according to:

x(t+1)
n = x(t)n + σ (χ v(t)

n + ε(t)), (16)

with

σ =
x(t)nk − B

χ v(t)
nk + εk

, (17)

so that the particle arrives exactly at the limit of the search-space.

3.3. Proposed Tuning Procedure

To evaluate the tuning performance of the algorithm, the UAV and its controller were simulated
by using Equations (1)–(10). For the simulation, the script needs three inputs explained below:

• The mass m of the UAV. This can be computed by measuring it directly on a scale or by using an
estimation method such as that proposed in [38].
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• The moment of inertia J of the UAV. This input consists of the moment of inertia in the three-axes,
[JX , JY, JZ]. These values can be obtained by using the pendulum method [39]. However,
CAD Software such as Solidworks can be used to compute the moments of inertia as well.

• The torque and thrust responses of the propellers. A method to find these values is shown in
Section 4.1. This method allows one to define a relationship between the responses and the
pulse-width modulation (PWM) signals issued by the controller. However, an alternative could
be to just use maximum thrust and torque that will be loaded.

Furthermore, the number of particles N, the number of generations G, the control factors c1, c2 and
w, the velocity constraint value χ and the boundaries of the search space B have to be defined. Since
the UAV is highly symmetrical, it is assumed that the moment of inertia tensor J is diagonal. This also
allows the different attitude controllers to be decoupled, and therefore one can tune the different axis
controllers independently by restricting the movement on the other axes. On each evaluation, the
UAV starts at zero position and velocity in every degree of freedom and then the algorithm analyzes
the step response of the UAV. The proposed tuning procedure based on MOPSO is run once for each
axis to obtain its corresponding tuned parameters. The tuning procedure can be summarized by the
pseudocode shown in Algorithm 1, where x is the set of all the particles whose number is defined
beforehand, and v is the set of correspondent velocities of those particles.

Algorithm 1 Proposed tuning procedure based on the MOPSO algorithm.

c1, c2, w, G, N, χ← de f ine {Assign values to the control factors.}
x, v, Pbn, Gb← initialize() {Randomly initialize particles and their velocities}
A← ∅ {Initially empty archive}
while t ≤ G do

while n ≤ N do
ε← random {Update the random vector.}

Update v(t)
n with (12).

Update x(t)n with (11).

if x(t)n exceeds a boundary then
Enforce constraints with (16) and (17)

end if
[Kp1, Kp2, Ki, Kd] ← x(t)n {Use the position of the particle as the parameters for a new PID
controller.}
Simulate UAV with its new controller’s gains.

y(t)
n ← [O, RMSE, RT] {Overshoot (O), root-mean-square error (RMSE) and rise-time (RT) are

used as objectives, these are obtained from the UAV simulation}

if γ 6� x(t)n ∀γ ∈ A then
A← γ ∈ A | x(t)n 6≺ γ {Remove particles dominated by x(t)n from A}

A← A∪ x(t)n {Add x(t)n to A}
end if
if x(t)n � Pbn ∨ (x(t)n 6≺ Pbn ∧ Pbn 6≺ x(t)n ) then

Pbn ← x(t)n {Update personal guide}
end if
Gb← Aj {Update global guide for the next particle. Here, j is an index from A chosen randomly
using PROB (see Section 3.2).}
n := n + 1

end while
t := t + 1

end while
Select one of the particles from A as the final tuning.
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4. Simulation and Experimental Results

4.1. Quadrotor Parameters

In this section, simulation and experimental results are provided to evaluate the performance of
the proposed PID controller design procedure under several gains obtained by MOPSO. In all tests, the
quadrotor parameters shown in Table 2 were used. A photo of the actual quadrotor used for validation
is shown in Figure 6a. Figure 6b,c show the same quadrotor with the test base, which is explained later
in Section 4.2.1. Other inputs needed for the computation of the PID gains using the MOPSO algorithm,
such as the moments of inertia, torque and thrust responses of the propellers, are introduced next.

Table 2. Quadrotor UAV parameters.

Parameter Value

a = b 0.1700 m (X, Y, Z axes)

h 0.2360 m (X axis)

h 0.2660 m (Y axis)

h 0.4350 m (Z axis)

g 9.81 m/s2

m 1.3240 kg

(a) (b) (c)

Figure 6. (a) Quadrotor used for test the optimal gains for the PID controller. (b) Quadrotor with the
test base for the roll and pitch axes controller test. (c) Quadrotor with the test base for the yaw axis
controller test.

The moment of inertia [JX , JY, JZ] of a UAV from its center of gravity with respect to its axes of
rotation can be computed by using Equation (18). This is the bifilar pendulum method [39]. Therefore,
the geometric values a, b, h, m are needed. The measured oscillation frequency f is also needed. The
values so obtained are given in Table 3.

Ji =
m g a b

h (2 π f)2 , i = X, Y, Z. (18)

The relatively simple functions, represented by Equations (19) and (20), are then used to determine
the thrust and torque produced by each motor based on the value of the duty cycle of the PWM signal
of each motor. These functions have a polynomial form, where fi and mi represent the nth order
polynomial functions of the thrust (in N) and the torque (in N m), respectively with respect to the
XPWM ∈ [1000, 2000]. In this work, n = 5 was used.
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fi =
k=n

∑
k=0

Xk
PWM Pk

thrust, (19)

mi =
k=n

∑
k=0

Xk
PWM Pk

torque. (20)

Table 3. Computed moment of inertia of the quadrotor.

Moment of Inertia Value

JX 0.0124 kg m2

JY 0.0130 kg m2

JZ 0.0237 kg m2

These functions were obtained through a series of tests of each motor in which several points
were obtained, after which a polynomial approximation was made to obtain the coefficients Pk

thrust
and Pk

torque. After obtaining these averages, a polynomial regression was performed with the order
n specified above, obtaining the coefficients of the polynomials that define the functions fi and mi
respectively. The polynomials so obtained were:

Pthrust = [−2.315−14, 1.680−10,−4.860−7, 0.001,−0.505, 143], (21)

Ptorque = [−3.323−16, 2.417−12,−7.014−9, 1.02−5,−0.007, 2.075]. (22)

4.2. Simulation and Experimental Validation the Proposed MOPSO Algorithm

The proposed MOPSO algorithm was implemented in custom Matlab script. For this paper,
the values N = 12, G = 15, w = 0.6, c1 = 1, c2 = 1 and χ = 1 were empirically chosen. Then, by
running the Matlab script with the known inputs explained in Section 3.3, the MOPSO algorithm
searches for the Pareto optimal control parameters for both the attitude and the altitude controllers.
The search for the parameters has been carried out for each PID controller sequentially in this order:
(1) roll, (2) pitch, (3) yaw and (4) altitude axis. The values so obtained were then manually uploaded to
the UAV through programs such as QgroundControl and MissionPlanner.

Since this work used the nominal model for the UAV quadrotor, the PID performance was
evaluated by the obtained gains from the MOPSO algorithm under three scenarios. These scenarios
give a true evaluation of the performance of the PID controller under variation of the parameters
and/or the model of the system.

• Scenario 1: The model uses the nominal UAV parameters.
• Scenario 2: The UAV mass and inertia matrix values are changed by +15% relative to their

nominal values. Moreover, the values of the diameter of the UAV, the Pthrust and the Ptorque are
also modified by −15% from their nominal values.

• Scenario 3: The UAV mass and inertia matrix values are changed by −15% relative to their
nominal values. Moreover, the values of the diameter of the UAV, the Pthrust and the Ptorque are
also modified by +15% from their nominal values.

In order to make the MOPSO algorithm even more robust, a fourth dimension was added to the
Pareto front and a dual evaluation was made for each particle. This fourth dimension was named
"oscillation hazard." For the first evaluation process, in the case of the attitude controller calibration,
the noise was added as the sum on the input port of the angle port with a value range of −0.01 to
0.01 rad and on the input port of the angular rate with a value range of −0.105 to 0.105 rad/s. In the
case of the altitude controller calibration, the noise was added as the sum on the input port of the
altitude port with a value range of −0.091 to −0.09 m and on the input port of the vertical speed with
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a value range of −0.15 to 0.1 m/s. In this evaluation, the overshoot, rise time and root-mean-square
error values were computed. For the second evaluation process, no noise was added to the input ports.
In this evaluation, the oscillation hazard was computed. A fast Fourier transform (FFT) was evaluated
on the step response covering the time that the axis value reached 96% of the value of the setpoint or
until the end of the simulation. If the values of the FFT of the response have a gradient less than zero
in the range of 2 Hz to 15 Hz, the oscillation hazard will have a value of "zero." In the other case, the
oscillation hazard value will be set to "one." A value of "zero" for the oscillation hazard ensures that the
evaluated particle will not cause the real UAV to oscillate excessively. An example of this evaluation is
shown in Figure 7.
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Figure 7. (a) Roll axis step response simulation for oscillation hazard determination . (b) FFT of roll
axis step response simulation.

4.2.1. Scenario 1 Analysis

When the Algorithm 1 ends, the Pareto front of the optimal calibration parameters is formed. Any
of the particles in the Pareto front are considered optimal, but criteria have to be established to select
a particle from the Pareto front to be implemented in the PID controller. For this work, the particle
with the least root-mean-square error and with an oscillation hazard value of zero was selected as the
output of the MOPSO control calibration for each axis control. Then, from the Pareto front shown in
Figure 8a and Figure 8d (roll axis); Figure 9a and Figure 9d (pitch axis); Figure 10a and Figure 10d
(yaw axis); and Figure 11a and Figure 11d (altitude axis) the gains which matched the criteria for each
axis were selected and tested by simulation and experimentation. Table 4 shows gains so obtained for
each axis as well as the performance parameters. The overshoot, rise time and root-mean-square error
were computed from the logged angle response (for roll and pitch axes) and the logged rate response
(for yaw axis).

Table 4. Obtained control performance based on experimental results.

Axis Kp1 Kp2 Ki Kd Overshoot Rise Time Root-Mean-Square Error

Roll 9.5611 0.3727 0.1812 0.0064 10.5163 % 0.1448 s 2.0341 %
Pitch 7.4758 0.5640 0.0292 0.0100 5.7190 % 0.2248 s 1.7792 %
Yaw 3.4548 0.3840 0.0001 0.0001 4.62680 % 0.3176 s 1.6963 %

Altitude 1.2191 0.1895 0.0989 0.0001 −− −− 0.3397 m

The roll and pitch PID controllers were tested using the manual flight mode [40]. For security
issues, the UAV was tied with ropes on a custom test base during the test. A constant setpoint value
of 35 degrees was set remotely for the UAV in both axes and a step response was tested, as shown
in Figure 8b and Figure 8d (roll axis) and Figure 9b and Figure 9d (pitch axis). It can be noted that
there is a good agreement between the simulation and experimental results. Torque control actions
and the generated PWM signals were also analyzed as shown in Figure 8c and Figure 8e (roll axis) and
in Figure 9c and Figure 9e (pitch axis).
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Figure 8. Results obtained for the roll axis. (a) Pareto front (the bigger particles represent the ones
without oscillation hazard). (b) Experimental step response. (c) Torque control values. (d) Pareto front
in a different perspective. (e) Simulation step response. (f) Pulse-width modulation (PWM) control
value (calibration number 1).
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Figure 9. Results obtained for the pitch axis. (a) Pareto front (the bigger particles represent the ones
without oscillation hazard). (b) Experimental step response. (c) Torque control values. (d) Pareto front
in a different perspective. (e) Simulation step response. (f) PWM control value (calibration number 1).

For the test of the yaw PID controller, the UAV was tied on an another custom test base shown
in Figure 6c. For the test of the altitude PID controller, the UAV was set to fly freely (without a test
base). For both tests, the altitude flight mode [41] was used. This flight mode allows the user to control
the yaw rate and the vertical speed. The mission mode [42] allows the user to pre-define a flight
plan that can control the altitude and the yaw angle. However, for this project it can not be used due
to this mode requiring 3-D positional information from a global positioning system (GPS). For the
yaw controller, a constant rate setpoint of 200 degrees/s was set remotely for the UAV, as shown in
Figure 10b,e. Torque control actions and the generated PWM signals were plotted in Figure 10c,e for
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the yaw axis. For the altitude controller, a vertical rate setpoint of 0.5 m/s upwards was set, and then it
was changed to 1 m/s downwards until the UAV was landed. Four tests were performed as depicted
in Figure 11b,c,e,f. Note that the altitude controller uses a barometric sensor for altitude measuring [41].
This type of sensor may become inaccurate in some conditions. As a consequence, the logged altitude
data might be unreliable for providing accurate vertical speed data. For this work, the vertical setpoint
values were integrated to obtain a time-variable altitude setpoint, and the mean-square error of the
altitude along this setpoint was measured.
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Figure 10. Results obtained for the yaw axis. (a) Pareto front (the bigger particles represent the ones
without oscillation hazard). (b) Experimental step response. (c) Torque control values. (d) Pareto front
in a different perspective. (e) Simulation step response. (f) PWM control value (calibration number 1).
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Figure 11. Results obtained for the altitude axis. (a) Pareto front (the bigger particles represent the ones
without oscillation hazard). (b) Experimental response (test number 1.) (c) Experimental response (test
number 2.) (d) Pareto front for the yaw axis in a different perspective. (e) Experimental response (test
number 3.) (f) Experimental response (test number 4.)
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4.2.2. Scenario 2 Analysis

In this scenario, the PID controller was tested under parameter mismatch, as explained at the
beginning of Section 4.2.1. Therefore, the tuning process with the MOPSO has performed appearing
errors in the UAV model. Evaluations of the behavior of the PID controllers have been carried out and
the results so obtained shown to be satisfactory, as shown in Figures 12 and 13.
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Figure 12. (a) Pareto front roll. (b) Roll axis response test. (c) Roll axis response simulation. (d) Pareto
front pitch. (e) Pitch axis response test. (f) Pitch axis response simulation. (g) Pareto front yaw. (h) Yaw
rate axis response test. (i) Yaw rate axis response simulation.
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Figure 13. (a) Pareto front altitude. (b) Altitude axis response test.

4.2.3. Scenario 3 Analysis

Analogously to the previous scenario, a modification of the parameters of the UAV was carried
out as explained in Section 4.2.1. Again, the results so obtained demonstrate the correct operation of
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the PID controllers, as shown in Figures 14 and 15. Thus, the proposed tuning method demonstrated
itself to be robust against parameter mismatching and/or for the use of a simplified UAV model.
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Figure 14. (a) Pareto front roll. (b) Roll axis response test. (c) Roll axis response simulation. (d) Pareto
front pitch. (e) Pitch axis response test. (f) Pitch axis response simulation. (g) Pareto front yaw. (h) Yaw
rate axis response test. (i) Yaw rate axis response simulation.
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Figure 15. (a) Pareto front altitude. (b) Altitude axis response test.

5. Conclusions

In this paper, an offline method for tuning the PID controller for a quadrotor, based on the MOPSO
algorithm, has been introduced. The proposed method uses Pareto optimally for its fitness function so
that the user can choose a desirable solution from the Pareto front, thereby ensuring that the solutions
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are aligned with the purposes of the user. The obtained gain values have been analyzed experimentally
in the PID control structure that comes as the default in the firmware of the Px4-based quadrotor
UAV. The results show good performance considering the optimization of the overshoot, rise time
and root-mean-square error of step response of the PID. Additionally, the results were shown by the
simulation to be robust against parameter changes. Note that the proposed method can be easily
extended to other multirotor configurations (hexacopter, octocopter, etc.).
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Acronyms

FFT Fast Fourier transform.
GPS Global positioning system.
HALE High-altitude and long-endurance.
MALE Medium-altitude and long-endurance.
MAV Micro air vehicle.
PID Proportional-integral-derivative.
PSO Particle swarm optimization.
PWM Pulse-width modulation.
UAV Unmanned aerial vehicles.
MOPSO Multi-objective particle swarm optimization.

Symbols Used to Describe the UAV and Its PID Controller

d Distance between the axes of opposite motors in the UAV (m).
ej Attitude and altitude rate error used in the PID controllers(rad/s or m/s).
fi Thrust generated by each propeller (N).
g Gravity constant (m/s2).
J Inertia tensor (k m2).
(Kp1)j Proportional gain for the attitude and altitude position states controllers (s−1).
(Kp2)j Proportional gain for the attitude and altitude rate states controllers.
(Ki)j Integral gain for the attitude and altitude rate states controllers.
(Kd)j Derivative gain for the attitude and altitude rate states controllers.
m Mass of the UAV (kg).
mi Torque generated by each propeller (N m).
p, q, r Angular velocity states (rad/s).
uj Control actions for the various degrees of freedom.
U, V, W Linear velocity states (m/s).
X, Y, Z Linear position states (m).
φ, θ, ψ Angular position states for roll, pitch, and yaw (rad).
τφ, τθ , τψ Input torque for the angular position states (N m).
τZ Input thrust for the altitude position state (N).
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Symbols Used to Describe the PSO and MOPSO Algorithms

A Repository of non-dominated particles.
B Boundary of a search space.
c1, c2 Control factors of the Personal and Global bests influence on the particles.
D Total number of objectives to be optimized.
f(xn) Fitness function.
G Total number of iterations.
Gb Global guide (or Global best) of a swarm. Best solution found so far by the whole swarm.
K Size of the search-space or number of decision variables.
N Total population of a swarm.
Pbn Personal guide (or Personal best) of a particle. Best solution found so far by the particle.
r1, r2 Random numbers used to update the velocity of a particle.
vn Velocity of a particle.
xn Location of a particle in the search-space.
yn Vector containing the responses of a particle to all the fitness functions.
yi Each of the objectives to be optimized.
α, β Generic vectors used to describe the Pareto dominance.
ε Random vector for the velocity.
χ Constraint value for the velocity.
w Inertia factor of the particles.
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