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Abstract: Evaluating the performance of complex systems, such as air traffic management (ATM),
is a challenging task. When regarding aviation as a time-continuous system measured in value-
discrete time series via performance indicators and certain metrics, it is important to use sufficiently
targeted mathematical models within the analysis. A consistent identification of system dynamics at
the evaluation level, without dealing with the actual physical events of the system, transforms the
analysis of time series into a system identification process, which ensures control of an unknown
(or only partially known) system. In this paper, the requirements for mathematical modeling are
presented in the form of a step-by-step framework, which can be derived from the formal process
model of ATM. The framework is applied to representative datasets based on former experiments
and publications, for whose prediction of boarding times and classification of flight delays with
machine learning (ML) the framework presented here was used. While the training process of neural
networks was described in detail there, the paper shown here focuses on the control options and
optimization possibilities based on the trained models. Overall, the discussed framework represents
a strict guideline for addressing data and machine learning (ML)-based analysis and metaheuristic
optimization in ATM.

Keywords: air traffic management; machine learning; artificial intelligence; data analysis; neural
networks; performance benchmarking; optimization

1. Introduction

Understanding and controlling the inner connections of complex systems, such as
ATM, requires knowledge about all occurring relationships among the participating com-
ponents (air traffic management (ATM) physical subsystems, e.g., runway) and users (air
traffic management (ATM) stakeholders, e.g., airline). If the physical system is abstracted
and examined as a mathematical model, this analysis takes place based on the emitted per-
formance data, which can be detected via performance indicators. Every single measuring
point is represented as a separate component and might influence other indicators or be
influenced by others.

Because of these bi-directional relationships, local activities and intentions are often
problematic, as these can cause drawbacks. In order to achieve a global, multidimensional
(>1 measured processes or systems) optimum or to quantify the influence of a set of sub-
components on others, the whole system must be considered equally. In response to the
growing interest in performance-based airport management (PBAM)—as an extension of
the already used airport collaborative decision making (A-CDM) concepts [1]—the focus
of this paper is the advanced data-driven consideration of the aviation system within the
airport collaborative decision making (A-CDM) concept and the associated decoupling of
modeling approaches to enable system understanding and control without modeling or
knowing the system itself (Figure 1).
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Figure 1. Step-by-step virtualization of ATM (sub-)systems to enable data-driven control.

The A-CDM concept is characterized by 16 binding milestones ([2]) whose liabili-
ties have a significant impact on operationality for stakeholders. A data-based analysis
based on these milestones is also considered useful, as the optimization of turnaround
sub-processes has a significant impact on individual milestones (e.g., optimized aircraft
boarding procedures; see [3]). These applications are distinguished according to their focus
in macroscopic (general ATM performance, e.g., delays at an airport [4–6]) and microscopic
(e.g., boarding times [3]) use cases (cf. Section 1.1.2).

The common feature is that the considered air traffic system should only be described
by performance characteristics (e.g., delay or weather impact). The use of self-learning
algorithms increases the possibilities for mapping and identifying those complex and
dependent value-discrete time series which are essential for strategy formation in a constant
reconciliation process. The generation of knowledge on the basis of historical traffic data
by a self-trained understanding of machine learning (ML) procedures is mathematically
interpreted as an inverse problem (cf. Section 2.2).

Performance assessment is a process that involves the aggregation, analysis and repre-
sentation of information and characteristics of a system. The purpose is to identify possible
performance gaps between the target and the current status to optimize the behavior
of the system. In ATM, various committees are responsible for defining benchmarking
frameworks—in particular, the Eurocontrol (EC) [7] and International Civil Aviation Or-
ganization (ICAO) [8,9]. They differ in their way of aggregating data, but agree in their
general concept: the definition of key performance areas (KPAs) and their subdivision
into key performance indicators (KPIs) and performance indicators (PIs) at a lower level
of abstraction.

All PIs/KPIs/KPAs represent a transparent, valid and convergent way to extract data
of a system state and display process variables. However, these are multi-dimensional
static models that do not include consideration of mutual effects [10]. Systems and their
corresponding processes influence each other—these interdependencies (see Section 1.1.1)
must be equally grasped at the data level. This need is simplified in [11] downstream bal-
ancing in post-analysis. These downstream operations do not allow on-the-fly controlling
of the system and result in progressively sub-optimal results, especially in areas of multi-
criteria decision making (MCDM). In [12], an approach was taken which envisaged the
formation of a core KPA, which has been shown to influence other parts of the framework.
Nevertheless, the mathematical validation is missing.

1.1. Status Quo

In the context of discrete time series prediction, artificial neural network (ANN)
models have gained increasing popularity in many fields and modes of transportation
research due to their parameter-free and data-driven nature. Focus on a performance
analysis of the complex ATM system[4,5]. Apply recurrent ANN structures (in this case,
long short-term memory (LSTM)) to capture nonlinear traffic dynamic and to overcome
issues of back-propagated error[13] . Propose a bi-level model to solve the timetable design
problem for an urban rail line, where the upper level model determines headways between
trains to minimize total passenger cost and the lower level model addresses passenger
arrival times at their origin[14]. Deep learning techniques are investigated by [15] to detect
traffic accidents from social media data with deep ANN.

These techniques are also used to predict traffic flows, addressing the sharp non-
linearities caused by transitions between free flow, breakdown, recovery and conges-
tion ([16,17]). Propose a recurrent neural network (RNN)[18]-based microscopic car-
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following model that is able to accurately capture and predict traffic oscillation, whereas [19]
aims at an online prediction model of non-nominal traffic conditions. Represents a frame-
work focused on data analysis with an artificial neural network (ANN)[20] , which is seen
as a main fundamental source for the upcoming steps. The influence of weather on airport
capacity is analyzed in [21].

1.1.1. Interdependencies—The Reason for Using Artificial Neural Networks (ANN) in Air
Traffic Management (ATM)

For the purpose of this work, the term interdependence is understood to cover a re-
lationship between two or more processes and their data representation. The idea of
analyzing interdependencies within air transport aims at revealing relationships between
(sub)systems and their components. Systems influence each other through the actions of
another, related system. This leads to complex effects that depend on the effects of the
exogenous system, thus creating an interdependent relationship. While such a relation-
ship may exist directly between two systems, it may also occur indirectly through a third
(fourth, fifth, . . . ) system. Because effects can propagate through the entire system network
in a complex path, relationships are often nontrivial to identify. To support data-based
procedures, structured methods are needed that identify and quantify these interdependent
relationships [22].

The procedures used in the course of methodology development in the following chap-
ters must account for interdependencies according to the aforementioned requirements.
The mathematical basis within time-series processing are fundamentally correlations and
relations within the considered data. Correlations appear in simple, qualitative and tem-
poral form. Detected dependencies between data points that provide information for
the correlations can be described by lag (time delay), sensitivity (magnitude), direction,
and precision. Inhomogeneous time series combined with these properties transfer the
statistical problem to complex nonlinear data analysis. The models chosen must be able to
handle such information correctly.

However, interdependencies introduce much more complex physical effects into the
system that are not dynamically captured by linear correlation models. A significant change
in one key performance indicator (KPI) could have direct and time-delayed effects on a
second key performance indicator (KPI) within a relation with possible direct feedback.
These effects lead to possible patterns, such as cyclic schemes or transitivity, and may
provide evidence for concentrated sets of key performance indicators (KPIs). For this reason,
long-term dependencies between data points must be detected, even if the time delay spans
more than one time step. The presence of interdependencies in the air transportation system
leads to dependent input and output variables in all analyses.

Examples in aviation of the effect of interdependencies of (dynamically) coupled
systems are the reaction delay in aircraft rotations [23], turnaround management [24,25]
or dynamic passenger behavior [26]. The analysis of interdependencies therefore helps to
improve the systematic benchmarking process in the air traffic management (ATM) sector
through a better understanding of patterns and interrelationships between key perfor-
mance areas (KPA)s & key performance indicators (KPI)s [27]. This creates new uses of
performance frameworks for decision support. Because stakeholders work simultaneously
on a common problem set from different perspectives, their optimization strategies usually
work diametrically or do not positively influence each other. By considering the same key
performance areas (KPA)/key performance indicators (KPI) and using a common set of
objectives, possible interaction potentials are often disregarded.

The International Civil Aviation Organization (ICAO) also recognizes the existence
of interdependencies as reasons for sub-optimal developments in the air transportation
system [? ], p. i-1-6. To improve performance values, this includes calls for performance-
based collaboration across geographic boundaries and across operational process phases.
Problems that have resulted from failure to consider interdependencies in the past and
must be avoided or mitigated in the future are:
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• Topic areas have evolved into different performance-based approaches, resulting in
different terminologies;

• Inadequate coordination between policy making, planning, research/development/validation,
economic management, and operations management;

• Inadequate coordination among stakeholders creates a fragmented aviation system;
• Inadequate coordination at the local, regional, and global levels results in less than

ideal interoperability;
• A fragmented approach from an operational perspective results in less than ideal

flight efficiency and airport operations efficiency.

More extensively, the Civil Air Navigation Services Organisation (CANSO) considers
interdependencies within air traffic management (ATM) [28], p. 14. Accordingly, causal
reasons for inefficiency can often be attributed to the air navigation service provider (ANSP).
However, there are certain operational performance areas that may in turn influence an air
navigation service provider (ANSP), and others that are influenced by stakeholders outside
the air navigation service provider (ANSP). Figure 2 shows some of the system dependen-
cies that exist in developing a key performance indicator (KPI) for delays. With appropriate
data, an air navigation service provider (ANSP) can measure how well available capacity
was used and how flexibly more direct routings might have been provided. The overall
efficiency of the flight, as measured by an ideal flight, is further influenced by airport
infrastructure, weather conditions, and flight schedules. There are additional sources of
influence not considered here.

Weather
ATC/ATM

performance Capacity &
infrastructureFlightschedules

Airport maintenance
Airport expansion

Visibility
Wind speed
Weather changes

Plan peaks
Crew planning
Equipment problems

ANSP investment
Transportation planning strategies
Airspace design

Figure 2. Interactions of PI related to flight efficiency and delay (cf. CANSO, [28], p. 14).

According to CANSO, there are several common procedures that deal with dependen-
cies in the system. One strategy is to identify assignable causes of delays. It is important
to understand the true causes of delays in order to take appropriate countermeasures.
The International Air Transport Association (IATA) recommends a set of cause codes for
delays [29]. (For example, if there is a delay, it may be due to the ATC provider not using
system resources—or it may be due to extreme weather conditions, airline-related causes,
or some other event at the airport). To use these types of metrics, it requires complex data
processing and often supplemental databases, which include records of weather conditions
and airline demand, among other things.

1.1.2. Former Research

In context of this work, one focus of the applications of ANNs is performance-based
air traffic management related to boarding as part of the turnaround [3]. As a basis for the
investigation of boarding, a simulation environment was used which can generate data sets
for different boarding strategies on a comprehensive scale. The subject of the investigations
was the extent to which an ANN is able to predict a boarding time at all within the A-CDM
milestone approach and how this prediction quality varies for different training data and
quality measures.
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For the application of ANN, a dataset is needed that provides a time-based, com-
prehensive description of the current boarding progress of aircraft. To provide reliable
information, a model is used that covers dynamic passenger behavior and operational
constraints [30]. The necessary input parameters for the boarding model (passenger char-
acteristics) were calibrated with data from field measurements and the simulation results
(boarding times) were compared with real boarding events [31]. This model allows for
both detailed and aggregated information about complex boarding progress (cf. [32,33]).
For detailed model descriptions, please refer to the references cited.

Another focus of the work was the use of ANNs for prediction (simulation) and
optimization (control) in the air traffic flow management (ATFM) domain [4–6]. In contrast
to boarding, this use case involved a more macroscopic view of the airport collaborative
decision making (A-CDM) milestone approach and required more detailed preparation
and data structure analysis due to the higher diversity of the data. Target airports for the
analysis were Hamburg Airport (HAM) and Gatwick Airport (LGW), whose operational
and meteorological conditions were considered locally. Within the analysis, arrival (ARR)
and departure (DEP) were analyzed both separately and combined as the sum of delays
(total delays).

To give a better understanding of the experiments on which the coming sections are
based, Table 1 summarizes the different use cases and the corresponding data sources.

Table 1. Summary of the used ANN with different uses cases at airports HAM and LGW, as well as
boarding of an Airbus A320.

A: Hamburg Airport
(HAM)

B: Airport Gatwick
Airport (LGW) C: Boarding Airbus A320

Data source(s) Flightstats, FlightRadar24, Openflights simulation [30]

Time domain Γ 2013 2012–08/2015 25.000 boardings for 6
strategies

Data tuples |Λ| 12.762 63.854 150.000
Features |Ξ| 9 12 4

Goal of artificial neural
networks (ANN) prediction & classification of flight delays prediction of boarding

time
Publication [4–6] [3]

A data tuple of examples A and B contains the actual/scheduled arrival and departure
times, arrival and departure delay, origin and destination airport, aircraft category (heavy,
medium, light) and callsign. Timestamp fields in the database can also be filled with
qualified statements: no delay reported (on-time = −30,000), no value reported (no-time =
−31,000) and cancellation (cancelled = −32,000). Table 2 provides an insight into the data
tuples. One data tuple is referred to as a learning pattern l. All l of an ANN training form a
learning task L.

Table 2. Example data tuples for Hamburg Airport (HAM) to form L and l, 10.06.2013.

L ∈ Λ︷ ︸︸ ︷
date from to type C flight scheduled actual Arrival (ARR) Departure (DEP)

l ∈ L


10.6 STR HAM ARR 319 4U2046 670 683 13 −31,000
10.6 HAM LHR DEP 319 BA965 675 672 −30,000 −3
10.6 LHR HAM ARR 320 LH3391 680 678 −2 −31,000
10.6 HAM BRU DEP 319 SN2624 680 686 −30,000 6

1.2. Scope & Structure of the Document

The document provides a fundamental description of the ATM as a dynamical system
and mathematical model in Section 2. In this context, the performance is measured as a
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value-discrete data stream of time-continuous ATM processes. Particular attention is paid
to the peculiarities of ATM data, as well as a targeted adaptation of these.

In Section 3, a modularized and adaptive framework is introduced, followed by
description of the specific parts. These modules—with a focus on the optimization part—
are applied to an example dataset in Section 4. The dependencies of the individual modules
are shown, as well as the extraction of information from tests of the explorative analysis.
The description and application emphasize brief descriptions of the chosen neural networks,
their structure and parameterization. The document closes with a conclusion and outlook
in Section 5.

The focus of this document is the development of a guideline for the implementation
of models in the field of ML. Although this is shown in an example experiment, it only
includes rudimentary steps and is limited in its result analysis.

2. Virtualization of ATM (Sub-)Systems

If an air traffic process is to be analyzed, predicted and optimized at the data level, its
real-physical characteristics must first have been identified. The goal of modeling is to train
an ANN on the data emitted by the process and to gain knowledge about its behavioral
dynamics. The trained ANN thereby acquires an independent model character and is
henceforth treated like a mathematical mapping. Mathematical models or illustrations are
always a simplified representation of reality, not reality itself. They serve the investigation
of partial aspects of a complex system and accept simplifications for it (see Figure 3).
In many areas, a complete modeling of all variables would lead to an unmanageable
complexity, which is why the variable selection determines computability and the character
of the ANN. A data-based view of the ATM thereby leads from a mathematical aggregation
of the real air traffic system (Section 2.1) to an adapted ANN mapping (Section 3), which
dynamically links the discrete representations.

Figure 3. Simplification of the air traffic system via a continuous model approximation (left) to a
discrete data aggregation (right).

The real air traffic system (and all associated subprocesses) is based on the essential
factors that characterize a complex system [34]:

1. Agent-based: complex systems consist of individual parts that interact with each other
(e.g., aircraft (AC), ground vehicles);

2. Nonlinearity: minimal differences in initial conditions often lead to very different
results, e.g., flight cancellations and long delays (butterfly effect). The cause-effect
relationships of the system components are generally nonlinear;

3. Emergence: emergent properties cannot be explained from the isolated analysis of the
behavior of individual system components, but in their interaction;

4. Interaction (interdependence): The interactions between the parts of the system are
local; their effects usually global and thus affect the entire system assessment;

5. Open system: complex systems are open systems (contact with their environment,
e.g., weather);

6. Paths: complex systems show path dependency: their temporal behavior depends not
only on the current state, but also on the system’s previous history.
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From the points (a− f ), specific requirements for the data processing can be derived,
which justify the use of ANNs. Thus, the points (a), (c) and (d) essentially describe the
interaction of many components, their dependence on each other and therefore, the lead to
a multivariate data analysis (see also Section 1.1.1). According to (b), the processing of the
time series obtains a nonlinear, complex character. (b) and ( f ) include on both sides again
the necessity of analyses, which are able to represent a time shift or delay inherently. This
requirement is specifically met by RNN structures. The contact with the environment in (e)
is given by the weather and is discussed in [6], defined in terms of the ATM.

Let the (real) air traffic management (ATM) or a specific subsystem be henceforth
understood as a dynamical system. (Accordingly, a dynamical system is a mathematical
object for describing the time evolution of physical, biological or other real existing systems,)
according to [35]. It is defined by a state space M (discrete observations of the real air traffic
management (ATM)), which is initially the Rn or an open subset of it, and a one-parameter
family of mappings ϕt : M→ M, where the parameter t comes from R (continuous-time).
The total amount of time corresponds to Γ, and here includes all time points t used to
measure the air traffic management (ATM) (sub)system. Accordingly, a learning pattern l
reflects the respective expressions of the air traffic management (ATM) features (e.g., key
performance indicators (KPI)) within M at given time points t (see Table 2). ϕt are those
mappings which cause a time-dependent change of the system (and thus of the features)
and which are to be investigated with the help of the artificial neural networks (ANN).
For these, the following holds:

ϕ0(x) = x for all x ∈ M (1)

ϕt(ϕs(x)) = ϕt+s(x) for all t, s ∈ Γ and x ∈ M (2)

According to (1), the state of the system does not change without a time component,
and according to (2), state changes build on each other (cf. ( f )). Training ANN aims at
approximating ϕt according to the chosen KPI. All time series based on the concepts of
performance evaluation reflect a discretization of the operational processes of ATM. These
processes are continuous in nature at their origin. A collection of performance values,
e.g., via defined KPI, results in time series at discrete intervals t, which allow a successive,
but not continuous, representation of the respective system, which is why the definition
t ∈ Z+ is followed for the investigation [36].

The fact of this difference must be incorporated into the modeling and requirements for
data-based optimization. On the one hand, this allows which effects of the system dynamics
can occur at the data level to be narrowed down. On the other hand, an estimation takes
place regarding to what extent the loss of detail due to a discretization falsifies/vanishes
any effects.
In summary: PI/KPI correspond to the discrete-time aggregation of performance values of
the continuous-time system air traffic. This system exhibits complex internal interactions,
and its system state is time dependent. The training of ANN with respect to the aggregated
data is described in its mathematical nature as an inverse problem, since inferences are
made from observations to their causes.

2.1. The Virtual ATM System

The trained ANN is henceforth an independent virtual system on the basis of which
optimizations and predictions are carried out. This requires that the air traffic segment
under consideration emits sufficient data, that these data are aggregated appropriately,
and that the generation of such a construct using ANN is performed on these data.

Simplistically, it can be said that virtual air traffic management (vATM) is an arti-
ficial neural network (ANN) trained on a specific data set of a specific system section.
The motivation behind defining a trained ANN as a separate virtual air traffic management
(vATM) model is thatm in the applications and experiments performed, optimization, pre-
diction, and dynamics analysis always occur at a different level than the system specifies.
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By simply looking at data and training an ANN, an autonomous model is created that
represents the system behavior on a separate level according to the chosen performance
indicators (PI)/key performance indicators (KPI). Since this model is used to optimize
and analyze, a definition as virtual air traffic management (vATM) is purposeful for all
following chapters and considerations.

The concept of virtual air traffic management (vATM) consists of three structural and
three behavioral components. The structure is represented by abstraction, encapsulation
and layer models (cf. Figure 4) (These concepts play an important role in computer science,
operating systems, software engineering, and algorithm design [37]). Behavior is defined
via system identification, simulation, and control (for this, see Section 2.2). In the following,
the structural components are transferred to applications in aviation.
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The first essential concept is the structure in layers of the virtual air traffic management
(vATM). The bottom layer is the physical layer of the real ATM (sub)systems, the middle
layer is the mathematical representation, and the top layer covers the interface with external
systems or effects. The knowledge of the bottom layer is abstracted by the middle layer,
since aggregation takes place here (see abstraction, Figure 4). The top layer involves the
interaction and reference of input and output. The top level imposes clear boundaries on
the system that have a significant influence on the virtual air traffic management (vATM)
but are clearly delineated from it, such as the weather. It has a substantial influence on
the capacity values of an airport infrastructure and thus on the dynamics of an airport
operation, but it is not part of the system per se. The principle of abstraction aggregates
the data that are relevant to the system segment in focus and that can be observed within
M. This component thus involves the creation of a data framework in accordance with the
concepts of performance evaluation in ATM, e.g., via defined PI and KPI. The abstraction
thus creates the transfer of the real, time-continuous system section to a mathematical,
discrete observation.

The concept of enclosure extends the principle of abstraction and includes the focus on
those data or PI/KPI that are relevant according to the performance-based concepts from
PBAM (e.g., the ACDM approach). At the data level, even using ANN, it is not possible
to reproduce 100% of what the processes in the system do. This may also be due to an
insufficient or inaccurate database. However, it should be mentioned here that such a
detailed description is possible, but only if the individual systems are studied separately as
vATM and coupled together. For example, individual ACs can be learned, and separate
vATMs can be created and coupled. However, this is not the focus of the paper.

In summary, abstraction involves data aggregation, enclosure involves focusing on a
specific system section (and associated system participants), and the layered model connects
to external effects. Basically, the vATM is thus formed by the following components:
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vATM = ANN((sub)-process, external effects, performance-based concept) (3)

It should be noted that the ANN should be able to reproduce a model truth—i.e., the
dynamic behavior of the performance indicators—but this depends largely on the indicators
considered and, depending on the selection of the same, may reflect different dynamics
in interaction. Therefore, in the course of any analysis, it must be discussed whether
the considered measurement points are sufficient for virtualization with respect to the
target system.

2.2. System Identification, Simulation, and Control

The application of ANN within performance-based air traffic management to the
formation and application of vATM consists of the three behavioral components system
identification, simulation and control. Each component is responsible for a specific task that
maps the capabilities of the ANN. Table 3 and Figure 5 cover the scope of tasks of the
respective parts and elaborate on the use of input, output and the actual system.

(a) (b)

(c)

Figure 5. Application components of a vATM. (a) System identification; (b) simulation; (c) control.

Table 3. The three core components system identification, control and simulation in the application
of ANN.

Input X System Output y Description
given unknown given System identification: ways to create a data-based

virtual system map (vATM), taking into account
process-related constraints (e.g., weather influ-
ence, flight demand).

given given unknown Simulation: prediction of system state given
known input quantities to estimate future be-
havior patterns (e.g., delay evolution).

unknown given given Control: deriving recommended actions to
achieve defined objectives (e.g., flight demand
estimation to minimize delays).

The system identification (Section 3.1) is the theoretical and/or experimental determina-
tion of the quantitative dependence of the output variables on the input variables within
the chosen ATM section. The inference of the cause based on the observations is thereby a
specific mathematical problem and is called an inverse problem. This involves ANN training
using a specific set of learning tasks L and a reproduction of the expected results. From both
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output signals (system and ANN), the deviation (difference) is computed and evaluated by
a quality criterion in the form of a functional. The result of the evaluation is used by an algo-
rithm (backpropagation or backpropagation through time (BPTT)) to adjust the parameters
of the model. This process is repeated until the desired goodness is achieved. The iterative
adjustment of the model parameters can be shortened by supporting appropriate software
tools. This component is always placed in the first step of the model application, because it
is essential for the further steps of the process.

The second component is the simulation (Section 3.2). This is used to predict the target
variables according to the definition of the vATM using specifically set input vectors x.
For this purpose, the vATM is excited with defined signals, and the output is recorded.
Thus, how the model evolves can be tested using specific inputs and in which expectation
range the responses of the vATM lie. This is suitable, for example, for examining how
delays for a particular flight plan evolve under predicted meteorological conditions. Addi-
tionally, within the simulation, it is tested how robustly the ANN behaves to unknown or
unrealistic inputs.

The control (Section 3.3) involves deriving recommended actions from the trained
ANN. The vATM is applicable from a previous theoretical system identification, but is
intrinsically unknown. (The computational processes within a neural network are, to date,
only comprehensible for simple networks, which is why the vATM turns into a functioning
but intrinsically unknown black box at this point). Due to the complexity of multi-step
ANN, the methods used for mathematical evaluation are metaheuristic in nature and
involve black-box optimization, for which the ANN serves as a cost function. For multi-
step optimizations (in a consideration space larger than t + 1), feedback of the system must
be captured which map restrictive changes in the inputs. Similarly, this scope captures the
theoretical transfer from an ANN to the form of a control structure, which can be studied
with theories of dynamical systems considering the ANN parameters.

Figure 6 shows that all three components of the virtual air traffic management (VATM)
build on each other or interact with each other. The main difference here is the respective
data foundation. While the system identification works with historical data, the input (in
this case, control) derives x to achieve desired outputs y. Thus, in accordance with the
milestone objective of the airport collaborative decision making (A-CDM) concept, specific
recommendations for action can be made. The simulation uses specifically selected x to
estimate corresponding y. This supports the prediction of collaborative approaches in air
traffic management (ATM) and further development into performance-based airport man-
agement (PBAM)-like approaches. While control and simulation are application-oriented,
system identification is an indispensable step for all further studies.

Benchmarking Local Strategy

Target Values

Processes

Real Values

System Identification

Simulation

Control

Reality

Company Strategy

Figure 6. The interaction of system identification, control and simulation within process control.

All three components are treated separately. Although they are methodologically
interlocked, working with ANN in all three fields of application has special peculiarities.
The learning of the system knowledge, i.e., the system identification, will be dealt with in
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Section 3.1 and presented as a modular framework. This is followed by the consideration
of prediction (simulation) in Section 3.2 and optimization (control) in Section 3.3, to which
all essential aspects are appended. The following chapters cover the application areas in
which virtual air traffic management (vATM) models are formed and applied.

3. Modularized Framework for a Step-by-Step Virtualization

The process of a possible adaptation of an ANN to a special system requires extensive
preparation. This includes a preliminary assessment of the considered data, possible
adaptations and error corrections, and a targeted provision of the data for an enabled
ANN-processing. For each level of such a iterative approach, a multitude of possible
methods exists which can provide added value in system identification, but, depending
on the use case, do not necessarily have to. For this reason, it is essential to select goal-
oriented and problem-oriented methods that have the potential for improvement for the
respective application.

An overview of the overall composition of the individual parts used in this work is
given in Figure 7. This is inspired by [20] and extends and adapts the framework presented
there specifically for the use cases of [3]. It is intended to serve as a general guide for an
ANN application in aviation-related issues, not only in this paper, but also in the future.

Data Preparation

Problem Identification

System Choice Problem Definition Data Collection

Data Pre-Analysis Data Processing ML Adjustment

Model Choice

Classification Regression Paradigm

Computation

Initialization Training Generalization

Control

optimization extraction stability Analysis

Visualization SimulationValidation

NN structure
hyperparameter

error measurement
parameter adj.

data splitting

model comparisonoutput plotting
parameter plotting

scenario definition
experiments

predictive
classification

numerical
prediction

feed forward
convolutional

recurrent

Data Pre-Analysis

Data Processing

Machine Learning Adjustment

Visualization

2D
3D

Data Selection

algorithmically
experimental

expert knowledge

Exploratory Ana.

distribution
correlation

characteristics

Data Cleaning

imputation
decomposition

smoothing

Data Validation

data Source
data Set

Data Adaption
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clustering
grouping

Feature Selection

algorithmically
experimental

expert knowledge

ML adaption

sliding Window
scaling

Data Split

training
validation

testing

A: System identification
B: Simulation
C: Control

Figure 7. Overview of the modular framework for step-by-step system identification with ANN.

Due to the differentiated characterization of the use cases, a modularization of the
methods used offers application-oriented added value. The modules build on each other
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and are in part indispensable components in a processing chain. Figure 7 summarizes
this chain superficially from the definition of the problem over the model application to a
downstream analysis. The most essential coupling here is between data structure analysis
and model configuration. The application of an ANN is greatly improved when prior
knowledge from the underlying data foundation can be incorporated. This has implications
for both data provision and model configuration (e.g., selection of ANN parameters). This
allows for individual system identification.

In all further steps of modeling, the algorithmic approach is always contrasted with
the problem-oriented approach. Thus, it is possible to obtain support in the application and
configuration of the ANN via specific methods, which, however, is not always necessary
due to existing expert knowledge. As an example, data separation is naturally given—in
the case of boarding—by the character of the data set and—in the case of an airport like
HAM—by night flight bans.

In the following, the framework used for system identification is presented with its
individual modules. A description of the individual parts follows the presentation in the
corresponding Sections 3.2 and 3.3.

3.1. Step A: System Identification Modules

As mentioned in Section 2.2, the system identification is essential for the further steps
of simulation and control and can be seen as the learning process of the ANN.

The training process in supervised learning of different structures of neural networks
is a multilayered process. Since the focus of this publication is on the holistic consideration
of an application of ML in ATM, only the essential substeps will be briefly mentioned
here. These have already been considered and examined in detail in the applications
from [3–6]. Different network types, different parameterizations and different data struc-
tures were used.

The basic modules of the framework in Figure 7 are shortly described in Table 4 with
focus on the system identification part (A).

Table 4. Framework modules for system identification (A), simulation (B) and control (C).

Module Description
A1: Problem identification Detailed consideration of the purpose

for which a system identification needs
to be performed and how it will be used

A2: Data structure analysis Includes modules to evaluate data base
Data pre-analysis Exploratory analysis and visualization

of data to select appropriate inputs
Data processing Data adaptation to the ML problem, er-

ror analysis if necessary
Artificial neural networks (ANN) adjustment preparation for application, selection of

features and training data
A3: Model choice

Regression Direct mapping of discrete targets from
multiple inputs

Classification Reduction of correlation analyses to la-
bels/intervals

Paradigm Feed forward, recurrent, convolutional
(depends on target)

A/B: Computation Translation from learning (system iden-
tication) to forecast/prediction (simula-
tion)

C: Control Includes extraction, optimization and
stability of the artificial neural net-
works (ANN)
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All parts of the system identification process are essential for a purposive training of
an ANN considering different characteristics of the data and the analysed (sub-)system.
The target for the chosen system itself is described in A1, followed by an extensive ex-
ploratory data analysis in A2, which leads to the choice of suitable ANN structures in
A3. In the computation part, system identification and simulation overlap, as the training
is essential to build the mapping from inputs to outputs and use it to forecast different
scenarios and problems in the simulation part (B) (cf. Section 3.2). Control (C) closes the
framework, as it enables the extraction of knowledge from the ANN and the analysis of its
stability, ensuring it is usable for optimization (cf. Section 3.3).

3.2. Step B: Simulation Modules (Prediction)

Prediction using known input quantities involves estimating how the virtual air
traffic management (vATM) will behave in the future based on the section of the air traffic
management (ATM) under consideration. Example input sets are shown in Figure 8. The
predictions of Q0.5-Departure (DEP) delay for two days in Hamburg Airport (HAM) using
flight schedule data and air traffic management airport performance (ATMAP) are shown.
This form of ANN application is associated with high uncertainty and is based on the
learned correlations, which were validated within the learning process. The process of
prediction is one of the central areas of interest in Artificial Intelligence (AI) and receives
much attention scientifically—especially for RNN/LSTM structures [38–40].
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Figure 8. Forecast/prediction of DEP delay (Q0.5) for 2 example days in HAM 2013 for a forecast
horizon of 6 h (corresponding to 12 ATMAP slots).

In the ATM, it is of great importance to address the characteristics of the features used.
The volume of a prediction in a multivariate approach depends on the extent to which
other features—not considered as target variables—are known. These serve as supporting
features in case of a complex time course whose future must be given.

As such, characteristics in air traffic, including the respective plan times (schedules),
result from the flight plan, from which a flight demand (demand) can be derived, as well
as the weather. The use of the weather is determined by the weather forecast message
terminal aerodrome forecasts (TAF). To what extent this can be implemented and measured
in reality is a point of discussion in Section 5.

If the future expression of the mentioned characteristics is known, the time period of
knowledge defines the horizon of the prediction. Consequently, the prediction horizon is
the maximum possible system state to be predicted based on the range of the features used.
The limitation here refers to the smallest of all known periods of all features in Ξ. Figure 9
illustrates this relationship.
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TAF reports (weather)
Flight schedules

Initial state of the system
Sliding Window

start of prediction tp + 6 hrs tp to l-endtp

Figure 9. The width of the time horizons of the supporting features defines the maximum prediction.

Constant in its nature is the degree of knowledge of the TAF, which provides a weather
forecast for tp + 6h. This fixes the forecast horizon for an example prediction start from
11.00 to the time 17.00. In contrast, flight demand can be of different types. For example,
initial flight plans in the strategic phase are developed six months before the flight event,
while in the pre-tactical/tactical phase, variability can also occur at short notice, specifically
related to operational constraints. Thus, it is possible to react individually to delays in
the flight network, compensating for long-term delay effects already in the flight plan.
From the data source used and the flight plan anchored in it, a direct conclusion can thus
be drawn about the forecast horizon.

Diametrically related to the prediction horizon is the question of what the initial
system state must be and how it affects the prediction quality. The width of this state
defines the starting point of the prediction, measured from the respective starting point of
the considered L.

Figure 10 illustrates a further division necessary within the application (gray and
white coloring). This is due to the fact that for the application of a prediction, a certain lead
time/initial value of the system must always be specified. This includes the starting point
for the prediction. For the application in ATFM, this is a specific time (e.g., 11:00), resulting
in a lead time of 5 h (if flight operations start at 06:00). The remaining hours are determined
by the vATM taking into account the maximum forecast time mentioned above.

l1
(L) l2

(L) lp
(L) ... ...... ...l1

(L) l2
(L) ... ... lq

(L)

L

Figure 10. Prediction/application for a given initial value based on learning patterns l (see Section 2).

The following chapters describe the process of prediction considering its error evalua-
tion, robustness and time-shifted dynamics.

Robustness of Predictions

In previous papers [3,6], we used straightforward validation/test procedures and
real-world verification to check the correctness of the output of ANN. We intend to extend
this approach within this section to check for the ANN reaction to unknown or incorrect
input. ANN models always have to be checked for their validity with respect to unknown
inputs. This is only partially guaranteed by the training process in supervised learning of
the ANN, since here an evaluation and adaptation process takes place by comparison of
model output and observed real value. This validity refers to the pure observation of the
output, but not to the reproduced system dynamics. Generalization plays a major factor
in this. In an adaptation of an ANN, the balance must always be found that observed
time series can be reproduced, but not memorized. Thus, the ANN is suitable for drawing
inferences from unknown data sets that match the characteristics of the ATM and make the
vATM a valid mapping.

In the following, therefore, the prediction is checked for robustness by the vATM. Here,
the term robustness refers to—in the sense of the ATM cutout—explainable behavior for
input sets that have different shapes than in the observed stocks. This form of analysis does
not address input optimization (Section 3.3.1) and does not refer to the parameterization
of ANN (cf. outlook on stability analyses in Section 5). The vATM is stimulated with
appropriate test signals and an observation of the output provides conclusions about any
generalization limitations. These test signals are known in the literature as hostile examples
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(English adversarial examples) [41]. This is an instance of small, intentional dysfunction
intended to cause a machine learning model to make an incorrect prediction. Especially
in image classification, this form of robustness estimation has generated a large number
of research results at the scientific level [42–44]. However, these relate to parameter-
bound analysis, which is not used due to RNN complexity. Similarly, research on defense
mechanisms of ANNs against hostile input is of scientific interest, as studied, for example,
by [45] for RNN-paradigms.

A parameter-free variant of the investigation is performed in two ways: first, the vATM
is stimulated with input sets that do not correspond in their occurrence to the observations
from M (e.g., due to events that are unusual in general flight operations, such as brief
capacity dips). On the other hand, the input sequence is changed in its structure, which,
however, originates from its individual values M. This may refer, for example, to a new
flight plan whose flight dynamics do not match the observations in the base set Λ. Figure 11
visualizes this approach.

Figure 11. Observation-unrelated (left) and observation-altered (right) robustness stimuli of vATM.

To create hostile inputs, existing data from M are used, which are artificially modified
to represent novel input sets. For example, an exceptional event can be implemented for a
time step, which contradicts the overall picture of the time series (e.g., short-term demand
collapse, boarding stop). If the ANN does not react to this event at all, the vATM is formally
robust, but not valid with respect to the system dynamics. Depending on the use case,
the form of providing the input data for the robustness check differs. For example, for the
ATFM application, it makes sense to modify input data of the flight plan specifically. No
consideration should be given to flight plan-specific restrictions due to the fact that it is
only an example.

Both the modification and the input outside M must refer to the features used by the
ANN as input features (Ξ̃). The basic approach is inspired by the work in [41], where
methods for creating hostile examples of RNN structures are specifically explored. How-
ever, due to the standalone nature of ATM, operational constraints must be included in
the algorithm.

Hostile examples are useful for boarding in that the actual boarding simulation pro-
duces very high-quality, error-free outputs. According to their description, these do contain
a certain amount of internal entropy (cf. [32]), but only in order to make the actual board-
ing process or the respective strategies similar to their real examples. The measurement,
which is done by the complexity metric, is error-free and continuous. Outliers, which
are within an acceptable range for the simulation, are caused by the simulation, but not
by the measurement. In a real-operational application, it can be assumed that an adapta-
tion of the complexity metric by sensors can lead to measurement errors and dropouts.
The robustness of the ANN to these inputs needs to be investigated. To implement this
non-observational robustness check, an iterative error addition of the output signals—more
specifically of the initial state of the boarding process (e.g., the first 400 s)—is performed.
For Figure 11, in boarding, this means generating inputs outside M (left). This can be inter-
preted as generating an artificial error and can occur in specific strengths or frequencies (cf.
Figure 12).
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Figure 12. Observational robustness check for ANN in the boarding application domain for a 50%
error (left) and 25% error (right) of an input sequence of 400 s.

For the generation of the error, Gaussian noise is used. This statistical noise is subject
to a probability density function which corresponds to that of the normal distribution.
The error values that the noise can assume are thus Gaussian distributed. For various
combinations of µ and σ, this is shown in Figure 12. Here, 50% (left) and 25% (right) of
l ∈ L (chosen randomly) were given an error. This change is applied to all features used
from Ξ̃.

For the ATFM, Gaussian noise is used to modify the flight plan data by integer
modification of the flight demand (Demand). The subject of artificial flight scheduling,
which could be usefully applied in its application (l /∈ Λ), comprises a complex and multi-
layered problem, and therefore also receives scientific attention. However, which frequency
and which order or permutation the M-foreign inputs have is not considered in this work
(except for the consideration of the order for knowledge extraction in Section 3.3.1).

Observation-altered input sequences in boarding may include the case of intermittent
measurements, e.g., due to sensor errors or static process states. This implies the absence of
updated information and thus, unlike simulation data, a comparable stage structure. This
case shall not be part of the robustness check in this work, because the basic data structure
of the simulation already represents a similar structure.

In the use case of ATFM, on the other hand, short-term, extreme system states can be
generated in this way. For example, a collapse of the demand is in an interval of one or more
ATMAP time slots. This can be simulated by keeping the flight demand constant for value
0. The ANN is not expected to follow any explainable pattern for this (unobserved) input.

3.3. Step C: Control Modules
3.3.1. C1: Extraction of Interdependencies

Feature importance provides a highly compressed, global insight into the behavior of the
ANN. The importance measurement automatically takes into account all interactions with
other features, so that feature changes also influence interdependencies (cf. Section 1.1.1).
This means that the importance measurement must include both the main feature effect
and the interaction effects on model performance.

For the extraction of feature importance from an ANN, different methods were pre-
sented in [6] and used in example applications. Thereby, the individual influence of weather
factors on delay formation at airports could be shown. The results and methods presented
there are in context with the framework shown here, which is why the extraction is not
discussed further in this paper.

3.3.2. C2: Metaheuristic Optimization

Both from the control model itself, as well as from its application, further properties
can be drawn. Target-leading scenarios can be derived from the model. Above all, analyses
of the relationships between the input parameters, which are already mentioned at the
beginning, are used in this area. An ML algorithm is able to detect these, but they need to
be extracted. Models from the field of causality testing (Granger causality) and sensitivity
analysis (SOBOL) are available, which can be used for comprehensive causal research [46].
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Determining the relevance of the features used can be an aid to control. However, since the
systemic knowledge is available within the ANN, this can also be used directly to derive
recommendations for action. It should be noted that the vATM again learns a black-box
character. The system is able to generate the output y from given inputs X, but in such
complexity that the system must be used as unknown. For this reason, we resort to heuristic
methods that allow an approximate solution to be found.

The list of metaheuristic methods with suitable application for ANN is long. A broad
overview is provided by [47]. For example, the already mentioned methods of random
search and grid search are suitable for this purpose. Bayesian optimization is another option,
but, as with the optimization of ANN, is not considered due to a different research focus.
Other well-known representatives in computer science are the methods hill climbing and
simulated annealing.

All methods offer possibilities for higher-level optimization of the ANN. However,
in this work, the particle swarm optimization (PSO) method ([48,49]) is used because it
allows for global optimization (over multiple time steps), as well as incorporates constraints
that are essential to flight. The PSO also provides feature selection capabilities [50], but is
not used for this purpose in this paper.

The basic PSO works with a population (swarm) of candidate solutions (particles) to
solve an optimization problem (minimization). These particles are moved in the search
space according to certain rules. The particles’ movements are guided by their own
known position in the search space, as well as the known positions of the entire swarm.
When improved positions are discovered, the swarm moves accordingly. The process is
repeated until finally a satisfactory solution is found. However, finding the optimum is not
guaranteed, in accordance with its nature as a heuristic.

The application of PSO is to be used primarily for singular days under bad weather
conditions for the optimization of DEP and ARR delays. Figure 13 illustrates the basic
process for this.

Figure 13. Basic application scheme of a (global) particle swarm optimization (PSO).

It must be noted that the presented model from Figure 13 for global optimization
combines several local optimizations for one time step, i.e., t + 1. In the absence of con-
sideration of further steps, this can lead to a suboptimal result, since local minimization
can always be achieved by reducing the demand, and the delay in a further subsequent
step must again be increased in order to operationally manage the required amount of
aircraft movements. The goal must be to minimize the total value of delays over a day or
the interval under consideration.

When considering control mechanisms, it must be clarified in advance which of the
used features from Ξ̃ are suitable as control variables or only represent status indicators.
In the example air traffic flow management (ATFM), the delay, as final output variable,
is a status indicator. In contrast, the variables of flight demand and the ratio of arrival
(ARR) and departure (DEP) can be controlled. Capacity and weather are internal and
external restrictors. The total number of flight movements over the complete day and for
the respective time slots can also be seen as restrictive. By specifying intervals, particle
swarm optimization (PSO) can be used for local optimization to determine the minimum
number of flights to be achieved (Figure 14). If this number is higher than the required
number per time step (e.g., by derivation from the respective flight plan), the difference
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is added to a so-called penalty reservoir. This is carried over to the next time step and
increases the total number of flights by the number of flights in it. The penalty reservoir
must be ∅ according to the restriction of total flight movements at the end.

The basic idea is illustrated by the example of delay minimization for all time steps
after 11.10 at an airport:

Figure 14. Overview of a global PSO to minimize delay using iteratively local PSO, which can
partially induce local losses, to globally solve the optimization problem.

The local optimization with the goal to perform a global minimization of the delay
leads to an iterative PSO. This obtains, as an objective function, the minimization of the
total delay after a certain amount of time ΓPSO, which is 6 h through the time window
11.20 (prediction start) to 17.20 (maximum horizon by TAF), i.e., 12 time steps according to
ATMAP division. Note that the range of values of the control variable of flight demand
should be restricted. Logically, lower flight demand leads to lower delay, but a certain
amount of flights must flow through the system, thus describing the operational constraints.
Therefore, in optimization, flights can be shifted in the time window but not cancelled (or
cancelled only at a fixed rate). The displacement is limited to t + 1. This leads to a so-called
backlock effect, since here a local optimum does not necessarily lead to a global optimum.

The PSO is implemented by the library PySwarms [51] and linked to the ANN from Keras.

4. Prototypical Applications
4.1. Step A/B: System Identification & Simulation

The applications in [3] show that a prediction of boarding times using ANN outper-
forms comparable approaches, e.g., with a stochastic background (cf. [33]). Especially for
cleaned datasets, depending on the start time of the prediction, the boarding end could
be predicted with a mean absolute error (MAE) of about 60 s. Moreover, ANN provides
the possibility to describe and analyze the process as such at the data level. This sets the
approach of this work apart from previous data-based approaches. Thus, in combination
with external research in the field of aircraft boarding, we have succeeded in creating an
adaptive model for accurate and analyzable prediction, which can be used to improve the
sustainable and transparent control of ground operations.

Comparing the forecast quality for the macroscopic use cases ([4–6,52]) of the used
ANN with other models is complex to evaluate due to the special data basis and local
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conditions. Additionally, there exists a variety of possible variations of the basic types
of ANN, which produce better results in certain situations. Nevertheless, time series
prediction, specifically the prediction of air traffic delay times, remains an area of active
scientific research. Of particular note here are [53–56], which can be used for qualitative and
quantitative comparisons, as it were. Covers the prediction of delays at U.S. airports [54]
using a modified long short-term memory (LSTM). This is based on daily delays (average)
and, as in the Gatwick Airport (LGW) use case, meteorological aerodrome reports (METAR)
from 2014 and 2015. The median error values for a one-week forecast (7 time steps) here
average 7.71 min, providing a comparable result to the research in this paper, but captured
in a much coarser context. Furthermore, it is shown that a specific data structure analysis
has a significant influence on the results and thus also helps conventional paradigms to
achieve good results. contrasts several models, including 3 ANN, for forecast evaluation
and obtains a µ error of 10.5 min in the focus for 30 airports[55].

The results show that we were able to build suitable ANN structures to create a re-
building of ATM processes at the data level for macroscopic views (HAM, LGW), as well
as for microscopic views (boarding). This ensures the application of optimization and
extraction models.

4.2. Step C: Control

Based on the trained ANN of [6], it can be estimated which time shift of the demand
ultimately leads to a reduced overall delay. Based on the best-performing ANN, a meta-
heuristic optimization is applied which uses the LSTM as a cost function to generate delays
and derives optimal input quantities to minimize the output globally. Global in this case
includes overall time steps within the possible optimization period Γopt, which accepts
local degradations if the entire output can be optimized. This is based on the parameters
described in Section 3.3’s proposed methods. It serves as a complement to the evaluation
of feature importance.

The basis for the example application is 5 January 2015 at LGW. The target variable is
the DEP delay, on which a local control optimization at an airport has a more immediate
effect than would be the case for the ARR delay. All features from Ξ with a meteorological
reference serve as restrictive state variables. Flight demand, scheduled time of departure
(STD), and scheduled time of arrival (STA) serve as partially restrictive control variables.

Particle swarm optimization (PSO) (cf. Section 3.3) is the basis of the optimization
and is used to transform the input sequence of the demand, i.e., the absolute arrivals and
departures per time slot. The parameters of PSO are 100 maximum iterations and a swarm
size of 20. The relationship of that demand is the sum of STD, and STA is defined as a
constraint in the optimization. The bounds on the variations for each indicator are essential.
Thus, the optimization can be applied for different variations of possible flight schedule
changes and can derive the optimal input sequence accordingly. The period of optimization
is 6 hours (Γopt = 12 time steps) starting at 11:20. It should be noted that an optimization
on this period does not have to result in an all-day optimization, since only a section of the
day is evaluated. However, according to the data sources used, this is the maximum period.
The average delay serves as the objective function.

Based on these considerations, the following are thus defined:

min
1
n

n

∑
t=1

ANN(t) n = 12

with Demand(t) = STD(t) + STA(t) ∀t ∈ Γopt

From the extraction of the feature importance in [6], it can be seen that both STA and
STD have a similar influence within the delay mapping. Thus, both can be varied equally.
If a control variable has a significantly stronger influence on the output, this must be taken
into account in the bounds. The choice of the bounds has a significant influence on the
optimization result. Thus, it has been shown in the experiments that a ± deviation of about
10% of the original STA resp. STD leads to a satisfactory minimization of the average delay



Aerospace 2022, 9, 77 20 of 28

at LGW (see Figure 15, left). Increasing the positive variation to about 25% (Figure 15, right)
results in reduced minimization of delay, but ultimately leads to an increase in potential
demand and thus can also have positive effects on traffic flow control.

If demand is reduced in one time slot, the difference is shifted by a maximum of one
time slot. The target condition is that after 12 time steps, the original demand has been
satisfied. Variation of STA and STD is possible according to the bounds.

Below is the original sequence, the modified STA and STD, and the resulting delay
values for an applied PSO on the example day of 5 January 2015. The corresponding plot of
demand is shown in Figure 15 on the left. This is a 10%-constrained optimization.

Table 5 reflects the reallocation of demand according to the flight plan and satisfies
the global demand over the complete optimization period. This results in an overall delay
minimization of 1.35 min of the mean delay value with an increase in potential traffic flow
of 15 flights. In Figure 15, the change in demand is shown in addition. This is also shown
for 25%-constrained optimization. However, for a higher variation, the traffic flow can be
increased by 9 flights again, but the mean delay can be reduced by only 0.49 min. Both the
LSTM in its training and the PSO are subject to stochastic principles, so variations in the
reproduction of the results are possible. Furthermore, it is expected that there are several
variations in the input sequence that lead to the reduction in delay.

Table 5. PSO results of calculations at LGW under reallocation of STA and STD at full demand
satisfaction for example day 5 January 2015.

Original t + 1h t + 2h t + 3h t + 4h t + 5h t + 6h ∑ µ Delay [min]
Demand 48 48 51 41 27 26 494

13.44STA 21 25 23 16 13 21 252
STD 28 23 23 25 14 5 242
PSO t + 1h t + 2h t + 3h t + 4h t + 5h t + 6h ∑ µ Delay [min]

Demand 54 47 54 43 28 29 509
12.09STA 23 24 29 17 12 22 254

STD 31 23 25 26 16 7 255

The optimization takes place based on the model truth (the learned mapping of the
ANN); the forecast is subject to a progressive error value. The more accurately the ANN
itself represents, the more valid the optimization. The experiment in this case is intended
to show that metaheuristic optimization to derive an optimal input sequence is possible
and should be interpreted according to the forecast errors present. It has already been
mentioned that a broader data foundation will improve the actual forecast quality of the
ANN and thus also have a positive effect on the optimization.

Through extraction and metaheuristic optimization, this chapter has succeeded in
extracting more advanced information from the ANN for integration into a performance-
based air traffic system. In this context, simulation and control represent very interlocked
use cases. With increasing forecast quality, the validity of the optimization results also
increases. However, both uses of the vATM offer multi-layered possibilities for data-based
improvement of the operational conditions of the air traffic system. On the one hand,
the simulation improves the forecast quality and thus the coordination reliability of the
A-CDM milestones; the control, in turn, can be applied individually at the corresponding
airports to derive optimal flight plans using local weather forecasts.
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Figure 15. Variations in flight demand through optimizations using PSO at LGW. (a) PSO: 10%-
restricted optimization. (b) PSO: 25%-restricted optimization.

5. Conclusions & Outlook

Future 4D aircraft trajectories require comprehensive consideration of the operational
environment. Reliable prediction of all aircraft-related processes along the specific trajecto-
ries is essential for point-based operations. Special emphasis is placed on aircraft ground
operations, which set operational milestones for both the current and destination airports.
These interdependencies between airports result in system-wide, far-reaching impacts.
The ground trajectory of an aircraft consists primarily of the handling processes at the
stand (cf. [3]), which are summarized as turnaround. To enable a reliable prediction of the
turnaround, the critical path of the processes must be controlled in a sustainable manner.
Turnaround processes are primarily controlled by ground handling, airport, or flight per-
sonnel, with the exception of boarding, which is determined by the experience, willingness,
or ability of passengers to follow proposed procedures. This potential entropy was part of
the simulation environment used and could be represented to the same degree.

A future-oriented application in the sense of further development or adaptation of
given parameters of the pre-tactical phase is based on the control strategies for forecasted
weather phenomena in this paper (cf. Section 3.3). The benefits of the resulting optimiza-
tions are reflected in subsequent process chains. This thus provides direct benefits within
the development process from A-CDM to total airport management (TAM) as a basis for a
future PBAM.

The focus of future considerations in this area should primarily be the data basis for
the ANN application, since this plays a significant role in the success of the applications,
but also defines the scope of the necessary data pre-analysis. For the two topics of boarding
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and ATFM, ideas for improving the prediction and optimization results are therefore
presented as examples.

Although the data basis for the application area of boarding is based on a simulation,
which has been validated on real data and can serve as a data generator for a sufficiently
large population, the informative value of the complexity metric used is limited. Especially
with the background of possible intervention options for the staff, this form of data ag-
gregation does not provide indicators that allow this directly. An extended metric, which
specifically details information of the passengers in the queue, could be the foundation of
an extended optimization possibility.

For extended data aggregation within the boarding process, the experimental applica-
tion of the paxcounter is referenced as an example [57]. The Paxcounter is a proof-of-concept
device for measuring passenger flows in real time. This device is used to count how many
mobile devices (e.g., smartphones) there are, from which the number, positions and se-
quence of waiting passengers can be derived. The Paxcounter detects WLAN and Bluetooth
signals in the air, focusing on mobile devices by filtering provider OUIs in the MAC address.
This is accomplished without interfering with privacy. Data is transferred to a server via
appropriate networks or interfaces. The information created can significantly expand and
improve the data base (and thus M) within the boarding process with minimal effort.

The global pandemic situation is driving significant changes in the aviation industry
to prevent the spread of coronavirus disease [58]. In addition to safety and security require-
ments, pandemic requirements could become a third permanent constraint, sustainably
changing both ground operations and passenger handling. For example, specific changes
have been made to standard operating procedures for aircraft handling at the airport, such
as requiring passengers to maintain a minimum distance when disembarking [59] and
boarding [60], or additionally disinfecting the aircraft cabin [61]. These significant changes
will impact aircraft ground time and overall airport performance. The macro-economic
impact of the pandemic situation on the transport system in the medium/long term is com-
plex to assess. For the heavily affected transport and logistics industry, digitalization and
innovative (disruptive) approaches will be key aspects. For example, Lufthansa has taken
advantage of the necessary downtime to retire its A380 fleet, thus also adapting part of its
business model. Furthermore, the strong discussion about climate-neutral air traffic will
provide essential momentum for the further development of the entire transport system.

The application examples of the ATFM are mainly limited in the areas where the used
data sets do not allow an extended information adaptation for the ANN. Decisive here is
the KPA of capacity. This is missing in the data sets used here, but is essentially responsible
for delay origination. A consideration of both demand and capacity allows a continuous
representation of the balance between these two areas and enables a higher prediction
quality (and thus a more certain optimization) than was the case with the described data
sets. A continuation of the experiments under similar scientific aspects, but with more
granular data sets, is thus considered reasonable. Furthermore, it must be noted that
the experiments of this work are singular observations of airports (HAM, LGW). Delays,
especially in the arrival area, are caused by interactions within the flight network and
influence each other on a higher level than could be represented by singular observations.
It is therefore recommended not only to tighten the data basis, but to expand it in its scope
and to relate it to the relevant network with which the airport of interest is connected.
In this way, interdependencies, reactionary delays, and weather-independent delay effects
can be better mapped, or mapped at all.

To incorporate weather data, this work relied on ATMAP, which is based on TAF
in forecasts. Both forms of meteorological data aggregation should be tested in further
studies for their informative value and predictive power. For example, on the one hand,
ATMAP values are summary ratings, which, however, reduce the level of detail of the
actual weather reports. Similarly, weather information is rated the same at each location
regardless of the geographic location of the airport. It should be the goal of future research
to determine the extent to which the ATMAP algorithm can be made more customized
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and possibly more accurate. For the TAF, on the other hand, which is subject to a weather
forecast, it is true that its forecast accuracy plays a decisive role in the success of a delay
forecast. Since historical METAR sequences were used in this work, this study did not find
an application, but is recommended for building applications.

Since such an ANN as adapted in the applications of this work represent dynamic
processes of complex systems where stability and safety are important, this requires certain
guarantees about the behavior of the ANN and its interaction with the controlled system.
Both the performance of the ANN and its stability must be guaranteed. Thus, in future
research steps, it is intended to transform the ANN into a description, which will ensure a
broader observation space and soften the character of the black box. The resulting feedback
system is usable to apply several studies on stability and dynamic behavior. A general
method includes Lyapunov functions, which can be applied to both the autonomous station-
ary network considering the state and the control system considering the state and input to
satisfy the stability of the control structure. In addition, studies are conducted considering
input sets that cause periodic effects and their stability. With the obtained knowledge of
stability in terms of input values and network parameters, a basis can be derived from the
ANN to optimize the process of system control and obtain hard-to-identify optima. This
represents an extension of the control application layer of the vATM.
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Abbreviations
The following abbreviations are used in this manuscript:

A-CDM Airport collaborative decision making
AC Aircraft
ACGT Actual commencement of ground handling time
ADEP Aerodrome of departure
ADES Aerodrome of destination
ADS-B Automatic dependent surveillance—broadcast
AI Artificial intelligence
AIBT Actual in-block time
ALDT Actual landing time
ANN Artificial neural network
ANN Artificial neural network
ANNs Artificial neural networks
ANNs Artificial neural networks
ANSP Air navigation service provider
AOBT Actual off-block time
AP Airport
ARDT Actual ready time
ARR Arrival
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ASAT Actual start-up approval time
ASMA Arrival sequencing and metering area
ASRT Actual start-up request time
ATC Air traffic control
ATFCM Air traffic flow and capacity management
ATFM Air traffic flow management
ATM Air traffic management
ATMAP Air traffic management airport performance
ATOT Actual take-off time
BGD Batch gradient descent
BPTT Backpropagation through time
CAD CUSUM anomaly detection
CANSO Civil Air Navigation Services Organisation
CI Computational intelligence
CNN Convolutional neural network
CNNs Convolutional neural networks
CNS Communication navigation surveillance
CUSUM kumulierte Summe
DDR Demand data repository
DEP Departure
DFF Deep feedforward network
DLR Deutsches theZentrum für Luft- und Raumfahrt e.V.
DTW Dynamic time warping
DWD Deutscher Wetterdienst
EA Evolutionäre Algorithmen
EC Eurocontrol
EEC Eurocontrol Experimental Center
EET Estimated elapsed time
EK Europäische Kommission
EOBT Estimated off-block time
ETA Estimated time of arrival
FAA Federal Aviation Administration
FAB Functional airspace block
FAF Final approach fix
FAMOUS Future airport management operation utility system
GUI Grafische Benutzeroberfläche
HAM Hamburg Airport
IAF Initial approach fix
IATA International Air Transport Association
IBS Indivisible block system
ICAO International Civil Aviation Organization
IFR Instrument flight rules
ILS Instrumentenlandesystem
KAMA Kaufman’s adaptive moving average
KI Künstliche Intelligenz
kMA Moving average
kNNs künstliche Neuronale Netze
KPA Key performance area
KPAs Key performance areas
KPI Key performance indicator
KPIs Key performance indicators



Aerospace 2022, 9, 77 25 of 28

LGW Gatwick Airport
LIME Local interpretable model-agnostic explanations
LOU Leave one out
LSTM Long short-term memory
LSTMs Long short-term memories
MAE Mean absolute error
M-CDM Multi-criteria decision making
METAR Meteorological aerodrome report
METARs Meteorological aerodrome reports
ML Machine learning
MLP Multi layer perceptron
MLPs Multi layer perceptrons
MSE Mean squared error
NLP Natural language processing
OTP On-time performance
PBAM Performance-based airport management
PCA Principle component analysis
PI Performance indicator
PIs Performance indicators
PRU Performance review unit
PSO Particle swarm optimization
IQR Quantilsabstand
RBF Radiales-Basisfunktionen-Netz
RBFs Radiale-Basisfunktionen-Netze
RFE Recursive feature selection
RMSE Root-mean-square error
RNN Recurrent neural network
RNNs Rekurrente Neuronale Netze
RQA Recurrence quantification analysis
RWY Runway
SESAR Single European Sky ATM Research
SGD Stochastic gradient descent
SID Standard instrument departure
SRS Simple random sampling
STA Scheduled time of arrival
STD Scheduled time of departure
SVM Support vector machines
TAF Terminal aerodrome forecast
TAFs Terminal aerodrome forecasts
TAM Total airport management
TAMS Total airport management suite
TDNN Time delay neural network
TOBT Target off-block time
TOP Total operations planner
TSAT Target start-up approval time
UTC Universal time coordinated
vATM Virtual air traffic management
WMO World Meteorological Organization
DLR Deutsches Zentrum für Luft- und Raumfahrt e.V.
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