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Abstract: In this paper, a fault-tolerant control method is proposed for a hexacopter under uncertainties. The proposed method is based on adaptive-sliding-mode control (ASMC) and a control allocation scheme. First, a mathematical model of the hexacopter is employed with model uncertainties. Next, the control allocation strategy is combined with ASMC to handle actuator faults, which can distribute the virtual control signal to redundant actuators. A modified fault-tolerant control is proposed to overcome this virtual input saturation. Finally, the system stability is validated using the Lyapunov theory. The performance of the proposed method is compared with that of normal ASMC. The simulation results show that the suggested strategy can realize quicker compensation under faulty conditions.
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1. Introduction

Unmanned aerial vehicles (UAVs) have drawn attention in recent decades due to their significant benefits in different domains, such as transportation, mapping, rescue, forest monitoring, agriculture, and the military. Hexacopters, a class of UAVs, have been intensively investigated owing to their properties, such as simple structures, economic efficiency, agility, and convenience of maintenance; thus, hexacopters are more widely used than other classes of UAV systems. Hexacopters have been expanded in different areas of application, including trajectory tracking, formation control, object detection and tracking, and fault-tolerant control (FTC). To increase the reliability and autonomy of UAV systems, fault-tolerant capabilities should be taken into account for handling the failures of actuators, system components, or sensors. FTC is classified as passive or active. Passive FTC approaches include robust controller designs that may not require fault diagnosis (FD) in a control system for accommodation. However, this method has a limited fault-tolerance capability. In order to improve fault-tolerance capability, active FTC approaches have been introduced. In these methods, FD is used to achieve knowledge of faults; the FTC is then integrated with FD information and a nominal controller to eliminate the fault effects. Thus, active FTC for a hexacopter system to address actuator faults has attracted significant research attention.

The issue of the FD strategy has been investigated in many articles. In [1], a Kalman-filter-based FD method was presented for actuator faults; the method yielded good experimental results. In [2], a linear parameter varying method was suggested for a quadcopter to estimate faults. A fault-tolerant controller based on fault estimation information was designed to accommodate faults. In [3,4], a Thau observer was proposed to estimate
the time-varying fault in a quadcopter. However, the above approaches are not applicable to over-actuated systems such as hexarotors as they cannot identify faulty motors. Recently, an efficient method based on residual evaluation was investigated in [5]. This approach uses inertial sensor information to estimate the loss of control effectiveness (LoCE) in each actuator. However, this method cannot simultaneously estimate the magnitudes of all faulty actuators. To overcome this drawback, some methods have been investigated recently, which include the adaptive Kalman filter [6–8], the sliding mode observer [9], and the adaptive observer [10].

In the context of FTCs, several control techniques based on active schemes have been proposed to achieve fault-tolerance capability for UAV systems. The active FTC can integrate FD and FTC as a complete unit. In [11], an FTC based on a look-up table based on residual evaluation and pseudo-inverse control allocation was proposed. When one faulty motor is detected, a dual motor is used for the fault compensation. In [12], an FTC scheme based on an integral sliding mode and a fixed allocation matrix was proposed for an octarotor to handle disturbances and actuator faults; however, this method can only handle partial LoCE in the actuator. An intelligent FTC control strategy based on neural networks and fuzzy logic with potential simulation results was presented in [13]. As presented in [14], a fault-tolerant control and recovery scheme was implemented in an experimental study. A gain scheduling PID [1] control method was suggested for a quadrotor to handle actuator faults. The experiment shows that the suggested algorithm can adopt a LoCE of 18% for all actuators. Although the above studies presented potential results in the case of a partial LoCE in an actuator, the fault diagnosis module is not integrated into the nominal controller as a complete FTC system. To overcome this issue, several recent methods have been suggested for UAV systems to address actuator faults. In [15], a robust FTC based on self-scheduled control allocation was proposed for a hexacopter. The experiment involved different cases of LoCE in an actuator, and good performance was achieved. In a recent paper [16], a simple method was proposed to investigate partial and total LoCEs in actuators using gain-scheduling control with \( H_\infty \). In [17], an FTC based on an adaptive sliding mode, a disturbance observer, and residual evaluation was proposed to handle complete LoCE in one or two motors. However, the existing methods do not consider estimation errors from the allocation matrix and input saturation problems in controller design for the hexacopter model. Moreover, most of the current methods do not handle the unknown fault in one motor due to controllability problems.

In this article, an FTC technique based on an active scheme is designed for a hexacopter UAV to address actuator faults. The suggested approach was designed based on adaptive-sliding-mode control (ASMC) and adaptive control allocation. The objective of the proposed method is to utilize the control effectiveness of actuator redundancy. First, a mathematical model was proposed. Then, the combination of ASMC and an online control allocation scheme is investigated to stabilize the attitude and altitude system. Next, the adaptive SMC is modified to address the actuator saturation. Compared with the current methods used for hexacopters, the benefits of the suggested method and the major contributions of this study are as follows:

- The combination of adaptive SMC and online control allocation can provide good tracking performance in the presence of actuator faults and model uncertainties in the hexacopter model;
- The adaptive law is developed to overcome fault estimation error;
- The stability of the system is validated using Lyapunov theory;
- The proposed method is validated by simulation and is compared with a recent method [18]. The advantage of the proposed method is handling unknown complete faults in one motor. Moreover, the proposed method in this article considers the input saturation in controller design and self-reconfiguration through control allocation by using virtual control.
2. Mathematical Model of Hexacopter

Body frame B and inertial frame E are used to describe the dynamics of the hexacopter, as shown in Figure 1. With respect to the body frame, the X-Y plane is located at the surface, while the Z-axis is determined using the left-hand rule. In the quadcopter system, the center of gravity is located at the origin of the body frame.

The rotation matrix $R$ can be used for transformation from the inertial frame to the body frame as follows:

$$
R = \begin{bmatrix}
    c\psi c\theta & c\psi s\theta s\phi - s\psi c\phi & c\psi s\theta c\phi + s\psi c\phi \\
    s\psi c\theta & s\psi s\theta s\phi + c\psi c\phi & s\psi s\theta c\phi - s\phi c\psi \\
    -s\theta & c\theta s\phi & c\theta c\phi
\end{bmatrix}
$$

(1)

where $s$ and $c$ denote sin and cos, respectively, and $\phi, \theta, \psi$ denote Euler angles.

![Hexacopter in body and inertial frames](image)

Figure 1. Hexacopter in body and inertial frames.

The hexacopter shown in Figure 1 includes three motors (1, 3, 5) rotating counter-clockwise and the remaining motors rotating clockwise. According to the Newton–Euler formulation, the mathematical model of the hexacopter is as follows:

$$
\begin{align*}
    m\ddot{r} &= R \begin{bmatrix} 0 \\ 0 \\ U_1 \end{bmatrix} - \begin{bmatrix} 0 \\ mg \\ 0 \end{bmatrix} - \Omega \times m\dot{r} \\
    I\ddot{\Omega} &= \begin{bmatrix} U_2 \\ U_3 \\ U_4 \end{bmatrix} - \Omega \times I\dot{\Omega}
\end{align*}
$$

(2)

where $m$ is the mass of the hexacopter; $\Omega$ is the attitude; $g$ is the gravity; $I$ is the inertia vector; $r$ is the position in the inertial frame;

Assumed that the body rate can be approximated to Euler angle rate at a small angle change. Finally, the translational and rotational motions of the hexacopter can be obtained as [2]
where $I_x, I_y, I_z$ represent the moments of inertia of the quadcopter along the $x, y, z$ axes; $K_\phi, K_\theta, K_\psi, K_x, K_y$ represent the drag coefficients, and the virtual control inputs $(U_1, U_2, U_3, U_4)$ are developed by thrusts that are generated from six independent rotors. The relationship between the thrust $T_i$ and $i$th rotor input is obtained as follows [2]:

$$T_i = K_i \frac{w}{s + w} u_i, \quad i = 1, 2, ..., 6$$

where $w$ is defined as the motor bandwidth; $u_i$ is the pulse width modulation (PWM) signal; $K_i$ is a positive constant. As the time constant of DC motor is much smaller than that of multicopter, (4) can be further simplified to the following [2]:

$$T_i \approx K_i u_i.$$

Similarly, the torque generated $\tau_i$ from $i$th the rotor is defined as $\tau_i \approx K_d u_i$, where $K_d$ is a positive constant.

The virtual control inputs $(U_1, U_2, U_3, U_4)$ can be described as follows:

$$\begin{align*}
U_1 &= T_1 + T_2 + T_3 + T_4 + T_5 + T_6 \\
U_2 &= (T_2 - T_5 + (T_1 + T_3 - T_4 - T_6))/2l \\
U_3 &= (T_3 + T_4 - T_1 - T_5)/\sqrt{3}/2 \\
U_4 &= -r_1 + r_2 - r_3 + r_4 - r_5 + r_6
\end{align*}$$

where $l$ is arm length.

If fault occurs in actuator, the thrust and torque can be expressed as follows [19]:

$$\begin{align*}
T_i &= T_i + \Delta T_i = K_i u_i + \Delta K u_i, \quad \Delta K = -f\Delta K \\
\tau_i &= \tau_i + \Delta \tau_i = K_d u_i + \Delta K_d u_i, \quad \Delta K_d = -f\Delta K_d
\end{align*}$$

where $\Delta K_d$ are bounded variation of propeller effectiveness respecting its nominal values and can be represented as $-K \leq \Delta K \leq 0$, $-K_d \leq \Delta K_d \leq 0$, and $f$ is the $i$th engine fault. Therefore, the actual signal $U$ generated by faulty actuator $U'$ is as follows:

$$U'(t) = LU(t)$$

$$L = \begin{cases} 0 & t < t_f \\ \text{diag}(l, l, l, l, l, l) & t \geq t_f \end{cases}$$

where $0 \leq t \leq 1$; $l = 0$ represents the fully damage actuator; $l = 1$ is healthy actuator; $t_f$ is time that fault occurs.
3. Design of Attitude Fault-Tolerant Control

3.1. Model of Attitude System in Fault-Free Case

The state vector is defined as follows:

\[ x = [x_1, x_2, x_3, \ldots, x_8]^T = [z, \dot{z}, \phi, \dot{\phi}, \theta, \dot{\theta}, \psi, \dot{\psi}]^T \]  \hspace{1cm} (7)

In the fault-free case, the nonlinear form of the attitude system can be written as follows:

\[
\begin{align*}
\dot{x}_i &= x_2, \\
\dot{x}_2 &= f_i(x) + g_i(x)u_i + d_i(t), \quad i = 1, 2, 3, 4
\end{align*} \hspace{1cm} (8)
\]

where

\[
X_1 = \begin{bmatrix} x_1 \\ x_2 \\ x_3 \\ x_4 \\ x_5 \\ x_6 \end{bmatrix}, \quad \dot{X}_2 = \begin{bmatrix} z \\ \dot{z} \\ \phi \\ \dot{\phi} \\ \theta \\ \dot{\theta} \\ \psi \end{bmatrix}, \quad \nu = \begin{bmatrix} u_1 \\ u_2 \\ u_3 \end{bmatrix}, \quad d = \begin{bmatrix} d_1 \\ d_2 \\ d_3 \\ d_4 \\ d_5 \end{bmatrix}, \quad L(t) = \text{diag}(l_1(t), \ldots, l_6(t))
\]

3.2. Design of Adaptive Fault-Tolerant Control Allocation

In this part, the control allocation is presented to show the relationship between virtual control and motor command. After that, fault-tolerant control based on adaptive law is designed for virtual control. With different existing results, this paper can consider the fault estimation error and input saturation.

3.2.1. Control Allocation

Under faulty conditions, each system in (8) can be rewritten in a new form as follows:

\[
\dot{x}_i = f_i(x) + G_i(x) L(t) u + d(t) \hspace{1cm} (9)
\]

where

\[
x_i = \begin{bmatrix} x_2 \\ x_3 \\ x_4 \end{bmatrix}, \quad f_i(x) = \begin{bmatrix} f_1(x) \\ f_2(x) \\ f_3(x) \end{bmatrix}, \quad u = \begin{bmatrix} u_1 \\ u_2 \\ u_3 \end{bmatrix}, \quad L(t) = \text{diag}(l_1(t), \ldots, l_6(t))
\]

represents the effectiveness level of the actuators, \( l_i(t) \), \( i = 1, \ldots, 6 \) and is a scalar that satisfies \( 0 \leq l_i(t) \leq 1 \). When \( l_i(t) = 1 \), the \( i \)th actuator is a fault-free case. If \( l_i(t) = 0 \), the \( i \)th actuator exhibits a complete failure. When \( 0 < l_i(t) < 1 \), it can be said that the \( i \)th actuator suffers a partial loss of control effectiveness. The control effectiveness matrix \( G_e \) is defined as follows:

\[
G_e = \begin{bmatrix}
\frac{K_0}{m} & \frac{K_1}{m} & \frac{K_2}{m} & \frac{K_3}{m} & \frac{K_4}{m} & \frac{K_5}{m} \\
\frac{K_0 L g_1}{2} & \frac{K_1 L g_1}{2} & \frac{K_2 L g_1}{2} & -\frac{K_3 L g_1}{2} & -\frac{K_4 L g_1}{2} & -\frac{K_5 L g_1}{2} \\
-\frac{K_0 L g_2 \sqrt{3}}{2} & 0 & \frac{K_2 L g_2 \sqrt{3}}{2} & \frac{K_3 L g_2 \sqrt{3}}{2} & 0 & -\frac{K_4 L g_2 \sqrt{3}}{2} \\
-\frac{K_0 L g_3}{2} & K_2 L g_3 & -\frac{K_3 L g_3}{2} & \frac{K_4 L g_3}{2} & -\frac{K_5 L g_3}{2} & \frac{K_6 L g_3}{2}
\end{bmatrix} \hspace{1cm} (10)
\]

From the definition of control effectiveness matrix, it can be partitioned as follows:

\[
G_e = G_s G_a \hspace{1cm} (11)
\]
where the constant matrix $G_a$ is defined as follows:

$$ G_a = \begin{bmatrix} g_1(x) & 0 & 0 & 0 \\ 0 & g_2(x) & 0 & 0 \\ 0 & 0 & g_3(x) & 0 \\ 0 & 0 & 0 & g_4(x) \end{bmatrix} \tag{12} $$

and $G_a$ is described as follows:

$$ G_a = \begin{bmatrix} K_i & K_i & K_i & K_i & K_i & K_i \\ K_i/2 & K_iL & K_iL/2 & -K_iL/2 & -KL & -KL/2 \\ -K_iL\sqrt{5}/2 & 0 & K_iL\sqrt{5}/2 & 0 & -K_iL\sqrt{5}/2 \\ -K_d & K_d & -K_d & K_d & -K_d & K_d \end{bmatrix} \tag{13} $$

Using Equations (10)–(13), the system (9) can be obtained as follows:

$$ \dot{x} = f(x_\epsilon) + G_a G_j L(t)u + d(t) \tag{14} $$

We define the virtual control as follows:

$$ v = G_j Lu \tag{15} $$

The control input signal is of the form [20]

$$ u = L(t)G_j^T (G_a L^2(t)G_j^T)^{-1} v. \tag{16} $$

In this study, the effectiveness matrix $L(t)$ was estimated using a fault estimation matrix, $\hat{L}(t)$, which was presented in previous studies [6–8]. Considering the fault estimation error, the relationship between the effectiveness matrix and the fault estimation matrix can be described as follows:

$$ L(t) = (I - \beta(t))\hat{L}(t) \tag{17} $$

where $\beta(t) = \text{diag}(\beta_1(t), ..., \beta_6(t))$ denotes the fault estimation error matrix. $\beta_i$, $i = 1, 2, ..., 6$ are the entries that satisfy this condition $\|\beta\| < \beta_{\max} < 1$.

By inserting Equations (16) and (17) into (15), we obtain the following:

$$ \dot{x} = f(x_\epsilon) + G_a v - G_a G_j \beta(t)\hat{L}(t)G_j^T (G_a L^2(t)G_j^T)^{-1} v + d(t). \tag{18} $$

Let us define $N = -G_a G_j \beta(t)G_j^*$, where $G_j^* = \hat{L}(t)G_j^T (G_a L^2(t)G_j^T)^{-1}$ is the pseudo inverse of $G_j$, then Equation (18) can be rewritten as follows:

$$ \dot{x} = f(x_\epsilon) + G_a v + N v + d(t). \tag{19} $$

The pseudo-inverse matrix $G_j^*$ should be normally bounded as follows:

$$ \|G_j^*\| = \|\hat{L}(t)G_j^T (G_a L^2(t)G_j^T)^{-1}\| < \zeta_0, \tag{20} $$

where $\zeta_0$ is the scalar.

The hexacopter system was well defined $\|G_a \beta(t)G_j^*\| = \pi < \beta_{\max} \zeta_0 < 1$. This condition depends on $G_a$ and $\beta(t)$. The details of this condition are provided in Assumption 1.

**Assumption 1.** In the worst case, complete failure occurs in two actuators, and partial loss of control effectiveness occurs in one actuator, i.e., $L = \text{diag}(0, 1, 0, 1, 0.5, 1)$. Choosing estimation error $\beta_{\max} = 0.2$, we have $\|G_a \beta(t)G_j^*\| = 0.2 < 1$. This means that the condition $\|G_a \beta(t)G_j^*\| < \beta_{\max} \zeta_0 < 1$ still yields an estimation error of 20%.
3.2.2. Adaptive Fault-Tolerant Control Allocation

Let us define the desired attitude as 
\[ \mathbf{T}_d = \begin{bmatrix} x_1 & x_3 & x_5 & x_7 \end{bmatrix}^T \] and feedback attitude as 
\[ \mathbf{x} = \begin{bmatrix} x_1 & x_3 & x_5 & x_7 \end{bmatrix}^T \]

The tracking error is defined as follows:
\[ e = \mathbf{x} - \mathbf{x}_d \] (21)

The sliding surface is defined as follows:
\[ s = G_a^{-1}(\dot{\mathbf{e}} + K\mathbf{e}) \] (22)

where \( K \in \mathbb{R}^{3 \times 3} \) is the diagonal positive matrix.

**Assumption 1.** The disturbances are bounded as \( \|\mathbf{d}\| < \mathcal{Y} \).

**Theorem 1.** Consider the attitude system given by (9) and Assumption 1. Suppose the attitude fault-tolerant control law implemented is the following:
\[ v = G_a^{-1}[-K\dot{\mathbf{e}} - G_a \hat{\mathbf{e}} \text{sign}(s) - G_a \Gamma \text{sign}(s) + \hat{\mathbf{x}}_d], \] (23)

and the updated law is the following:
\[ \dot{\hat{\mathbf{x}}} = \gamma_a \mathbf{s}^T \text{sign}(s) \] (24)
\[ \dot{\hat{\rho}} = \gamma_a \lambda \mathbf{s}^T \text{sign}(s) \] (25)

where \( \lambda = G_a^{-1} \|K\hat{\mathbf{e}} + \hat{\mathbf{x}}_d - f(x)\| + \hat{\mathbf{Y}} + \delta \), \( \Gamma = (-\lambda + \hat{\rho} \lambda) \) and \( \delta \) is the positive gain. Then, the attitude-tracking system is globally asymptotically stable.

**Proof.** We choose the Lyapunov function as follows:
\[ V = \frac{1}{2} \mathbf{s}^T \mathbf{s} + \frac{1}{2\gamma_1} \hat{\mathbf{Y}}^2 + \frac{1-\pi}{2\gamma_2} \hat{\rho}^2, \] (26)

where \( \hat{\mathbf{Y}} = \mathbf{Y} - \hat{\mathbf{Y}} \), \( \hat{\rho} = \rho - \hat{\rho} \); \( \hat{\mathbf{Y}} \) and \( \hat{\rho} \) are the estimate of \( \mathbf{Y} \) and \( \rho = 1/(1-\pi) \);

From Equations (23) to (25), the first derivative of the Lyapunov function can be obtained as follows:
\[ \dot{V} = \mathbf{s}^T \dot{\mathbf{s}} - \frac{1}{\gamma_1} \hat{\mathbf{Y}} \dot{\hat{\mathbf{Y}}} - \frac{1-\pi}{\gamma_2} \hat{\rho} \dot{\hat{\rho}} \]
\[ = \mathbf{s}^T G_a^{-1} \left[ f(x) + G_a \mathbf{v} + \mathbf{Nv} + \mathbf{d} - \hat{\mathbf{x}}_d + K\dot{\mathbf{e}} \right] - \frac{1}{\gamma_1} \hat{\mathbf{Y}} \dot{\hat{\mathbf{Y}}} - \frac{1-\pi}{\gamma_2} \hat{\rho} \dot{\hat{\rho}} \]
\[ \leq -\gamma_a \mathbf{s}^T \text{sign}(s) - \hat{\mathbf{Y}} \mathbf{s}^T \text{sign}(s) + \mathbf{s}^T G_a^{-1} \mathbf{Nv} + \mathbf{s}^T G_a^{-1} \mathbf{d} - \frac{1-\pi}{\gamma_2} \hat{\rho} \dot{\hat{\rho}} \]
\[ \leq -\gamma_a \mathbf{s}^T \text{sign}(s) + \mathbf{s}^T G_a^{-1} \mathbf{d} - \Gamma \mathbf{s}^T \text{sign}(s) + \mathbf{s}^T G_a^{-1} \mathbf{Nv} - \frac{1-\pi}{\gamma_2} \hat{\rho} \dot{\hat{\rho}} \]
\[ \leq -(\mathbf{Y} - G_a^{-1} \mathbf{d}) \mathbf{s}^T \|s\| - \Gamma \mathbf{s}^T \text{sign}(s) + \mathbf{s}^T G_a^{-1} \mathbf{Nv} - \frac{1-\pi}{\gamma_2} \hat{\rho} \dot{\hat{\rho}} \]
\[ \leq -\Gamma \mathbf{s}^T \text{sign}(s) + \mathbf{s}^T G_a^{-1} \mathbf{Nv} - \frac{1-\pi}{\lambda_2} \hat{\rho} \dot{\hat{\rho}} \]

From (20) and the control law (24), we obtain the following:
\[ s^\top G_n^{-1}Nv = s^\top G_n\beta(t)G_n^xG_n^{-1} \left[ \ddot{x}_n - K\dot{e} - f(x,\tau) - G_n\hat{\gamma}\text{sign}(s) - G_n\Gamma\text{sign}(s) \right] \]

\[ \leq s^\top G_n\beta(t)G_n^{-1} \left[ G_n^{-1}(\ddot{x}_n - K\dot{e} - f(x,\tau)) - \hat{\gamma}\text{sign}(s) - \Gamma\text{sign}(s) \right] \]

\[ = \pi\|s\|^2 \left[ G_n^{-1}(v_d - K\dot{e} - f(x,\tau)) + \hat{\gamma} + \Gamma \right] \]

\[ = \pi\|s\|^2 (\lambda - \delta + \Gamma) \]

\[ = \pi(\hat{\rho}\lambda - \delta)s^\top \]

\[ = \pi(\hat{\rho}\lambda - \delta)s^\top \]

where \( \|G_n\beta(t)G_n^x\| = \pi < 1 \).

By choosing \( \rho = 1/(1 - \pi) \), (27) can be rewritten as follows:

\[ \dot{V} \leq (1 - \hat{\rho})\lambda s^\top \text{sign}(s) + \pi(\hat{\rho}\lambda - \delta)\|s\|^2 \leq \frac{1 - \pi}{\gamma^2} \rho \hat{\rho} \]

\[ = (1 - \hat{\rho})\lambda s^\top \text{sign}(s) + \pi(\hat{\rho}\lambda - \delta)\|s\|^2 \leq [1 - (1 - \pi)\hat{\rho}]\lambda s^\top \text{sign}(s) \]

\[ = -\delta\pi\|s\|^2 + \pi\hat{\rho}\lambda \|s\|^2 - \pi\hat{\rho}\lambda s^\top \text{sign}(s) \]

Because \( s^\top \text{sign}(s) \geq \|s\|^2 \), Equation (29) can be written as follows:

\[ \dot{V} < -\delta\pi\|s\|^2 \leq 0, \|s\|^2 \neq 0 \]

which implies that the attitude angles can track asymptotically globally desired attitudes.

\[ \square \]

3.3. Fault-Tolerant Control with Input Saturation

Under saturation, Equation (19) can be written as follows:

\[ \dot{x}_\varepsilon = f(x,\tau) + (G_n + N)\text{sat}(v) + d(t), \]

where \( \text{sat}(v) \) is actuator saturation function defined by the following:

\[ \text{sat}(v) = \begin{cases} 
\vmax, & v \geq \vmax \\
\vin, & \vmin \leq v \leq \vmax \\
\vmin, & v \leq \vmin 
\end{cases} \]

(32)

where \( \vmin \) and \( \vmax \) are the lower bounds and upper bounds of the virtual control variable of Equation 15 that can be obtained as follows:

\[ v_{\min} = \begin{bmatrix} 0 & -2K,\mu_{\max}L & -K,\mu_{\max}L,\sqrt{3} & -3K,\mu_{\max} \end{bmatrix} \]

\[ v_{\max} = \begin{bmatrix} 6K,\mu_{\max} & 2K,\mu_{\max}L & 4K,\mu_{\max}L,\sqrt{3} & 3K,\mu_{\max} \end{bmatrix} \]

(33)

with \( u_{\max} \) is the maximum value of PWM.

**Theorem 2.** Consider a faulty and saturated attitude control system (31). With the application of the modified adaptive-sliding-mode fault-tolerant control as follows:

\[ v = v_0 - \Pi s, \]

(34)

where \( \Pi \) is a diagonal positive matrix, the system is globally asymptotically stable; \( v_0 \) is the nominal control obtained from Equation (23).
Proof. From Equation (34), we obtain the following:

\[
(G_a + N)\text{sat}(v) = (G_a + N)\text{sat}(v_v - \Pi s) = (G_a + N)v_v - (G_a + N)[\text{sat}(\Pi s - v_v) + v_v].
\]  

(35)

According to the Lyapunov function (26) and Equation (35), we have the following:

\[
\dot{V} \leq -\delta \|s\|s^T(G_a + N)[\text{sat}(\Pi s - v_v) + v_v].
\]

(36)

Note that

\[
\text{sat}(\Pi s - v_v) + v_v = \begin{cases} 
\Pi s, & \|\Pi s - v_v\| < v_{\text{max}} \\
\max(v_v + v_v, \Pi s - v_v), & \|\Pi s - v_v\| > v_{\text{max}} \\
-v_{\text{max}} + v_v, & \|\Pi s - v_v\| < -v_{\text{max}} 
\end{cases}.
\]

(37)

It is known that \(|v_v| < v_{\text{max}}\). Therefore, we have, \(v_{\text{max}} + v_v > 0\) and \(-v_{\text{max}} + v_v < 0\). This means that \(\Pi s - v_v > v_{\text{max}} \Rightarrow \Pi s > 0 \Rightarrow \|s_i\|_s\) of vector \(s\) are positive (\(s_i > 0\)) because \(\Pi\) is a diagonal positive matrix. Similarly, when \(\|\Pi s - v_v\| < -v_{\text{max}}\), we obtain \(\Pi s < 0 \Rightarrow s_i < 0\). Using this condition and combining it with Equations (36) and (37), we have

\[
\dot{V} \leq -\delta \|s\|s^T(G_a + N)[\text{sat}(\Pi s - v_v) + v_v]
\]

\[
\leq -\delta \|s\|s^T[I_3 - G_a \beta(t)G_a^*][\text{sat}(\Pi s - v_v) + v_v]
\]

\[
\leq -\delta \|s\|s^T[I_3 - G_a \beta(t)G_a^*]s
\]

(38)

where

\[
\Psi = I_3 - G_a \beta(t)G_a^*.
\]

It should be noted that, in a hexacopter, \(\Psi\) and \(\Pi\) are diagonal positive matrices. Then, we can obtain the following:

\[
\dot{V} \leq -\delta \|s\|s^T.
\]

(39)

From Equation (39), we conclude that the system is globally asymptotically stable. □

4. Design of Position Control

Position control is designed by proportional derivative (PD) control as follows:

\[
\begin{align*}
x & = k_{xp}(\dot{x}_p - \dot{x}) + k_{xp}(x_v - x) \\
y & = k_{yp}(\dot{y}_p - \dot{y}) + k_{yp}(y_v - y)
\end{align*}
\]

(40)

where \(k_{xp}, k_{yp}, k_{xv}, k_{yv}\) are positive constants.

The desired roll and pitch are obtained using following equations:

\[
\begin{align*}
\theta_d &= \left(\frac{m\dot{x} \cos \psi + m\dot{y} \sin \psi}{U_1}\right) \\
\phi_d &= \left(\frac{-m\dot{x} \cos \psi + m\dot{y} \sin \psi}{U_1}\right)
\end{align*}
\]

(41)
5. Simulation Results

In this section, the proposed control is compared with the ASMC method under the partial loss of control effectiveness in actuator 2. Furthermore, to demonstrate the robustness of the proposed method, a single fault was injected into the actuators. The parameters for the DJI F550 hexacopter are presented in Table 1. The parameters for controller design are chosen by trial and error as,\[ \gamma_1 = 3, \gamma_2 = 1, \delta = 5, k_{xp} = k_{yp} = 1.4, k_{xd} = k_{yd} = 1, \]

\[
K = \begin{bmatrix}
2 & 0 & 0 & 0 \\
0 & 25 & 0 & 0 \\
0 & 0 & 25 & 0 \\
0 & 0 & 0 & 25
\end{bmatrix}, \quad \Pi = 30 \times I_4 . \]

The Runge–Kutta method is used to execute simulation from Matlab software with sampling time of 0.001 s.

### Table 1. DJI F550 Hexacopter parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( l )</td>
<td>Arm length</td>
<td>0.225 m</td>
</tr>
<tr>
<td>( K_f )</td>
<td>Thrust coefficient</td>
<td>175</td>
</tr>
<tr>
<td>( K_d )</td>
<td>Drag coefficient</td>
<td>4</td>
</tr>
<tr>
<td>( I_1; I_2; I_3 )</td>
<td>Total mass</td>
<td>0.0035; 0.0035; 0.0055 kg.m²</td>
</tr>
<tr>
<td>( K_x; K_y; K_z; K_x; K_y )</td>
<td>Drag coefficient</td>
<td>0.01; 0.01; 0.01; 0.01</td>
</tr>
<tr>
<td>( \omega )</td>
<td>Motor frequency</td>
<td>15 rad/s</td>
</tr>
</tbody>
</table>

5.1. 50% Loss of Control Effectiveness in Actuator #2

In this section, a 50% loss of control effectiveness (LoCE) is injected into actuator #2 at 50 s. The reference position in the \( z \)-direction is 1 m. The reference positions along the \( x \)- and \( y \)-directions are 0 m. Figure 2 shows the altitude and position performance of the hexacopter, while Figure 3 shows the attitude angles. It is shown that the proposed fault-tolerant control (proposed FTC) for the attitude system has a very fast compensation compared to the ASMC when a fault occurs at 50 s. Therefore, the corresponding position performance of the proposed control has a small deviation from the reference position. Figure 4 shows the response of the motor commands when executing both the two methods. It is shown that the performance of motor #2 using AMSC does not converge to zero, while that of motor #2 using the proposed FTC converges to hover speed after the fault occurs. The remaining motors exhibited the same trend using both methods.
Figure 2. Altitude and position performance with 50% LoCE in actuator 2: (a) ASMC; (b) Proposed FTC.

Figure 3. Attitude angle performance with 50% LoCE in actuator 2: (a) ASMC; (b) Proposed FTC.

Figure 4. Response of motor’s command with 50% LoCE in actuator 2: (a) ASMC; (b) Proposed FTC.

5.2. Complete Fault in Actuator 1 and Partial Fault in Actuator 2

In this scenario, a complete fault and a partial fault were injected into actuator #1 at 50 s and actuator #2, respectively. It is assumed that the hexacopter is made to hover at
the desired altitude as $z = 1 \text{ m}$ and the desired positions $x = 0 \text{ m}, y = 0 \text{ m}$. It is shown that the altitude and position performance in Figure 5 can converge quickly to desired values because the proposed FTC of the attitude system can quickly accommodate while making use of the adaptive allocation algorithm. The corresponding attitude performance and motor commands are presented in Figures 6 and 7, respectively. It is clear that to compensate for the complete fault in motor #1, motor #4 needs to decrease its PWM to zero, while the other motors need to increase their PWM at 50 s. After that, to handle the partial fault in actuator #2 at 100 s, motor #3 and motor #6 need to increase their PWM to a value of 0.03, while motor #5 decreases its PWM to a value of 0.015.

Figure 5. Altitude and position performance with complete fault in actuator 1 and partial fault in actuator 2.

Figure 6. Attitude angle performance with complete fault in actuator 1 and partial fault in actuator 2.
5.3. Simultaneous Fault in Actuator 1 and Actuator 4

In this scenario, the complete fault was injected into actuator #1 and actuator #4 at 50 s simultaneously. The hexacopter is assumed to hover at the desired altitude, as \( z = 1 \) m and the desired positions \( x = 0 \) m, \( y = 0 \) m. It is clear that the altitude and position performance in Figure 8 can converge to desired values quickly because the proposed FTC of the attitude system can quickly accommodate while making use of the adaptive allocation algorithm. The corresponding attitude performance and motor commands are presented in Figures 9 and 10, respectively. It is clear that to compensate for the fault, motors #2, #3, #5, and #6 need to increase their PWM.

Figure 7. Response of motor’s command with complete fault in actuator 1 and partial fault in actuator 2.

Figure 8. Altitude and position performance with simultaneous fault.
Figure 9. Attitude angle performance with simultaneous fault.

Figure 10. Response of motor’s command with simultaneous fault.

Remark 1. Difference to ASMC, the proposed FTC can provide fast compensation through a control allocation algorithm in the presence of model uncertainties. Moreover, the adaptive law in the proposed FTC considered the fault estimation error in the model of a hexacopter due to fault diagnosis problems. Furthermore, the suggested algorithm can handle an unknown complete fault in one motor or complete faults in two opposite motors.
Remark 2. In example 5.1, the demonstration shows that the proposed control has a good performance compared to ASMC. Therefore, in examples 5.2 and 5.3, only the performance of the proposed control is considered.

Remark 3. Two complete actuator faults are considered in opposite motors due to controllability. The random complete actuator faults are out of scope of this manuscript, which is a limitation of this paper.

6. Conclusions

In this article, an active FTC method based on an ASMC, and a control allocation scheme are proposed for a hexacopter system. The proposed control method based on control allocation can provide good tracking performance and can handle severe faults through adaptive law, control allocation, and an input saturation algorithm. The stability of the control system is verified using the Lyapunov theory. Simulation results show that the proposed method is better than the adaptive SMC scheme for partial LoCE in a single actuator. Moreover, the results also validate that the proposed approach can handle serve faults in an unknown single complete actuator or even complete faults in two opposite actuators. In future works, the control system will consider sensor faults, wind gust conditions, and noise in the mathematical model. Moreover, the implementation of the proposed method is considered in real-time hardware applications.
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