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Abstract: Aerospace vehicle navigation systems are equipped with multi-source redundant naviga-

tion sensors. According to the characteristics of the above navigation system configuration, building 

a resilient navigation framework to improve the accuracy and robustness of the navigation system 

has become an urgent problem to be solved. In the existing integrated navigation methods, redun-

dant information is only used for backup. So, it cannot use the redundant navigation information to 

improve the accuracy of the navigation system. In this paper, a resilient multi-source fusion inte-

grated navigation method based on comprehensive information evaluation has been proposed by 

combining of qualitative analysis and quantitative analysis in information theory. Firstly, this paper 

proposes a multi-layer evaluation framework of redundant information and carries out quantitative 

analysis of redundant information with the information disorder analysis theory to improve the 

reliability of the navigation system. Secondly, a navigation output effectiveness evaluation system 

has been established to analyze the output of heterogeneous navigation subsystems qualitatively to 

improve the fusion accuracy. Finally, through the mutual correction of multi-level information eval-

uation results, the error decoupling between the output parameters of heterogeneous navigation 

sensors has been realized to improve the robustness of the system. The experimental results show 

that the method proposed in this paper can adaptively allocate and adjust the weight of navigation 

information at all levels, realize the “non-stop” work of the navigation system and enhance the 

resilient of the navigation architecture. The navigation accuracy is improved compared with the 

existing multi-source fusion algorithm, which reflects the reliability and robustness of this algo-

rithm. 
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1. Introduction 

At present, countries around the world are actively exploring space. Therefore, the 

invention of safe and reliable transportation system that can realize the round-trip be-

tween space and land has become a primary task. It is also an important premise for hu-

man beings to make large-scale use of space [1–3]. In recent years, the research of aero-

space vehicles has gradually become popular. An aerospace vehicle is a kind of reusable 

aircraft with horizontal take-off and landing. It can fly in the two spaces of aviation and 

aerospace, so it can reduce the cost of round-trip transportation between space and earth 

significantly, which has high application value. As countries around the world regard 

aerospace as a new generation of strategic development field, the research of aerospace 

vehicles will also be paid attention to by countries all over the world. 
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Different from traditional aircrafts, aerospace vehicles break through the limitations 

of traditional aircrafts. They have the characteristics of multiple mission, multiple work-

ing modes, and high-speed maneuvering. At the same time, they also have the advantages 

of reuse and rapid launch [4]. At present, the representative achievements in the field of 

aerospace vehicle research include the United States’ X-37B, Russia’s “multi-purpose aer-

ospace system”, Germany’s “Sanger”, Britain’s “Skylon”, and so on [5]. Among them, ex-

cept that the US X-37B has completed the scheduled mission and returned successfully, 

most of the other research are still in the stage of research and development. The main 

bottleneck restricting the development of this technology is the complex motion charac-

teristics of aerospace vehicles. In the whole flight process from take-off to landing, aero-

space vehicles must go through five main stages: take-off, orbit entry, in orbit, flexible 

orbit change, and high-speed re-entry [6]. Complex motion characteristics bring a great 

challenge to the existing navigation, guidance, and control technology. As an important 

part of GNC technology, navigation technology directly affects the accuracy of guidance 

and control loop. Therefore, advanced navigation technology has become one of the key 

technologies that need to be broken through urgently, and it is also a prerequisite for the 

safe execution of missions with aerospace vehicles. 

To realize the cross-space flight of aerospace vehicle and measure its navigation pa-

rameters in each flight stage accurately, it is necessary to use multiple types of navigation 

sensors [7]. Therefore, build a high-precision, highly reliable, and resilient multi-source 

fusion navigation system architecture is the primary way to solve the problem. Public 

information shows that the aerospace vehicle navigation system adopts multi-source re-

dundancy configuration scheme to meet its system fault tolerance requirements. There-

fore, based on inertial navigation system, according to the environmental characteristics 

of different flight stages, different types of auxiliary navigation sensors [8] are used to 

improve the reliability of the navigation system has become the consensus of researchers, 

such as satellite navigation system [9], celestial navigation system [10], atmospheric alti-

tude measurement system, synthetic aperture radar, and so on [11]. The key of aerospace 

vehicle navigation system to meet its high-precision and reliable measurement require-

ments lies in: How to fuse multi-source navigational information that has significant spa-

tiotemporal heterogeneity. Different navigation sensors in aeronautical and astronautics 

flight environment have significant differences in the measurement principles and math-

ematical modelling methods, and the output navigation parameters are also in different 

coordinate systems. It reflects the heterogeneity in spatial measurements. At the same 

time, different navigation sensors also have heterogeneous characteristics in time. Their 

sampling interval varies with different flight phases and environments. In addition, the 

harsh flight environment such as high speed and high dynamics of aerospace vehicle also 

brings challenges to the reliable measurement of navigation sensors. Compared with tra-

ditional aircraft, the flight environment faced by aerospace vehicles is more complex and 

harsher. The conventional single combination mode is difficult to correct the navigation 

system error reliably and difficult to obtain high-precision navigation information. 

Therefore, in the multi-modal flight process of aerospace vehicles, advanced and ef-

fective information processing algorithms need to build a resilient multi-source naviga-

tion sensor fusion architecture and fuse heterogeneous navigation information to meet the 

needs of autonomous and reliable navigation. “Resilient” is a frequent concept in the field 

of PNT in the United States in recent years. Different departments in the United States 

regard “Resilient” as an important PNT capability from different aspects. This capability 

is juxtaposed with the capability characteristics of precision, rapid development, reliabil-

ity, complementarity, and robustness. Academician Yang Yuanxi of China believes that 

resilient frame must have redundant information at first, otherwise, there can be no “re-

silient “choice [12]. The basic starting point of resilient PNT is that any single PNT infor-

mation source may have risks. Therefore, the utilization of “redundant” PNT information 

sources by other means is very important. It can be seen that integrating the resilient 
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design idea into the architecture design of aerospace vehicle navigation system can well 

meet the characteristics of redundant configuration of its navigation sensors. 

In terms of existing navigation system integration architecture design, Gao has pro-

posed the two-level structure for the fusion of local state estimates and then to obtain the 

global optimal state estimation [13]. Mostafa has proposed that the adaptive data sharing 

factor combined filter (DSFCF) is used as integrated navigation method [14]. At present, 

the design of fusion architecture is mainly considered from one of the aspects of accuracy 

or reliability, which leads to the fact that the fusion architecture does not have resilient 

ability and is difficult to adapt to the complex flight environment of aerospace vehicles. 

In recent years, Virginia Tech designed the Virginia Tech Formation Flying Testbed 

(VTFFTB), a GPS-based hardware-in-the-loop (HIL) simulation testbed for dual-satellite 

formation flying [15]. The platform provides a new idea for the verification of redundant 

architecture. In addition, different navigation sensors have different statistical character-

istics of noise, which makes it difficult for the existing fusion methods to realize the high-

precision fusion of multiple types of navigation sensors information. At the same time, 

sensors that output the same type of navigation parameters, such as GPS and SAR, they 

can all output position information, but the accuracy of their output navigation parame-

ters are also different due to the different working principles. Therefore, the existing fed-

erated filter composed of fixed coefficients cannot meet the accuracy requirements of aer-

ospace vehicle navigation system. In addition to the architecture design, many researchers 

have also recently studied the algorithm of multi-source fusion navigation. Zhou has pro-

posed a new algorithm, the so-called constrained adaptive robust integration Kalman fil-

ter (CARIKF) is presented, which implements adaptive integration upon the robust direct 

fusion solution [16]. Wang has proposed the algorithms of the navigation data fusion and 

the obstacle avoidance [17]. As can be seen from the above analysis, according to different 

practical application scenarios, selecting different navigation sensors to build a multi-

source fusion navigation system is becoming an important way to improve the reliability 

and accuracy of the system. However, the current fusion algorithms generally take the 

single configuration of navigation sensors as the research object. When the carrier is con-

figured with redundant navigation sensors, the above algorithms need to build multiple 

navigation subsystems and filters, resulting in complex system calculation and low effi-

ciency. 

The flight range of aerospace vehicle is wide and the diverse flight environment will 

cause complex motion characteristics undoubtedly. At the same time, the bad flight envi-

ronment such as “Black-out” area during flight may lead to the failure of the navigation 

sensor of the aerospace vehicle. Therefore, the design of aerospace vehicle multi-source 

fusion navigation system must also meet the requirements of fault tolerance. This is also 

an important performance that the navigation system has the ability of resilient integra-

tion. In this field, many scholars have also carried out corresponding research. Xu has 

proposed a method called Isolation and Repair Plan Failures (IRPF) for a spaceship with 

durable, concurrent, and resource-dependent actions [18]. Xu has proposed that extracts 

the features with various scales, which contain both the local and the general information 

of the signal sequence, for making a comprehensive and precise classification and realize 

fault detection [19]. Li has designed a fault detection architecture applied to INS/ADS with 

a time-offset, which solves the problem of the high PFA of INS/ADS fault detection under 

a time-offset [20]. Lyu has proposed that use the knowledge of the thrust model to gener-

ate an analytical redundancy-based fault diagnosis approach for altitude estimation [21]. 

From the above research, the fault-tolerant design is an important way to improve the 

reliability of the navigation system. However, the current fault-tolerant algorithm of nav-

igation system mainly depends on the navigation subsystem composed of inertial navi-

gation and other navigation sensors, and constructs the fault detection equation on this 

basis, which will lead to the efficiency reduction in the whole multi-source fusion naviga-

tion system. At the same time, the above algorithm usually has time delay when detecting 

the soft fault of navigation sensor, resulting in the fault polluting the main fusion system, 
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and further polluting other healthy navigation subsystems through the feedback of the 

main fusion system to reduce the reliability of the whole system. Different from the gen-

eral aircraft, the navigation sensor configuration of aerospace vehicle is not only multi-

source, but also redundant on the same kind of navigation sensor. Therefore, how to make 

full use of the redundant navigation sensors information is very important. This paper 

combines of sensor fault-tolerant design and navigation subsystem fault-tolerant design 

to make the fault detection interval move forward and improve the reliability and robust-

ness of multi-source redundant navigation system. 

Aiming at the problems of complex flight environment and changeable motion char-

acteristics of aerospace vehicle, which lead to the decline of accuracy, low fault tolerance 

and poor robustness of existing multi-source fusion navigation algorithms. This paper has 

proposed a resilient multi-source integrated navigation method for aerospace vehicles 

based on on-line evaluation of redundant information. The main innovations of this paper 

are as follows: 

(a) We have designed a multi-level evaluation method of redundant information and 

use the information disorder analysis theory to carry out the quantitative analysis of 

redundant information of navigation sensor. The online adaptive weight allocation 

of the same type of redundant navigation sensors is realized, which solves the prob-

lem of filter instability caused by switching backup navigation sensors when the pri-

mary sensor fails, the navigation system realizes the “non-stop” work at the sensor 

level and improves the reliability. 

(b) Secondly, the output effectiveness evaluation system of navigation subsystem has 

been established. According to the working principle, working characteristics and 

other factors of different types of navigation sensors, qualitative analysis of subsys-

tem layer has been carried out, which solve the problem that different types of navi-

gation sensors are difficult to unify the evaluation criteria for information fusion due 

to different accuracy. 

(c) Finally, through the mutual correction of multi-level information evaluation results, 

the error decoupling between the output parameters of heterogeneous navigation 

sensors is realized to improve the robustness of the system. 

Based on the existing multi-source fusion navigation system design ideas, the fusion 

architecture and algorithm has been proposed in this paper is combined with the charac-

teristics of multi-source redundant navigation sensor configuration of aerospace vehicle 

and improve the fusion architecture with resilient ability. On this basis, a quantitative 

evaluation framework is designed for the output of the same type of navigation sensors 

in the sensor layer. According to use the redundant sensor information and the theory of 

information disorder analysis, different weights are given to the same type of navigation 

sensor outputs and the navigation parameters output of this type of sensors is weighted 

calculation. At the subsystem layer, the navigation subsystem is constructed by using the 

navigation parameters output from the sensor layer. The hierarchical analysis is carried 

out for the working characteristics of heterogeneous navigation sensors and the initial 

weights of heterogeneous navigation sensors that output the same type of navigation pa-

rameters are given. At the same time, combined with quantitative analysis, the quantita-

tive analysis weights and qualitative analysis weights are fused to realize the adaptive 

adjustment of the fusion weights of each sub filter in the main fusion layer. Finally, the 

design of resilient multi-source redundant navigation system is completed. This paper 

designs the fusion algorithm from the dimensions of navigation system accuracy, reliabil-

ity and fault tolerance. The method can meet the requirements of high precision and high 

reliability of aerospace vehicle navigation system, and is of great significance to the fur-

ther engineering of aerospace vehicle research. 
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2. Multi Source Navigation Information Resilient Fusion Architecture 

Measuring resilient is a key component of designing resilient architecture. Quantita-

tive evaluation theory is needed to evaluate the effectiveness of various resilient architec-

ture designs and compare them with each other [22]. In the multi-source navigation sys-

tem of aerospace vehicles, due to the difference of the applicable objects of the resilient 

architecture, quantitative evaluation cannot meet the needs of reliable measurement of 

heterogeneous information. Therefore, it is also necessary to carry out qualitative evalua-

tion of the resilient architecture design according to the working characteristics of hetero-

geneous navigation sensors, to meet the reliable output of aerospace vehicle navigation 

system in complex flight environment. 

As shown in Figure 1, the system architecture is an open architecture, so, the redun-

dant and diversified navigation information sources must be ensured in the architecture 

to further improve the robustness of the system. 

 

Figure 1. Resilient fusion architecture. 

2.1. Resilient Fusion Architecture Design 

Due to the differences in the measurement principle and application scope of differ-

ent navigation sensors, and considering the complex flight characteristics of aerospace 

vehicles, it is very easy to bring navigation sensor faults. Therefore, the architecture design 

of multi-source navigation system for aerospace vehicle must fully consider the output 

characteristics of various navigation sensors in different flight stages, deeply mine the in-

formation characteristics of navigation parameters. According to integrate the idea of re-

silient design and carry out quantitative evaluation to enable the navigation system have 

resilient self-repair capability in case of some sensor failures and realize the optimal out-

put of navigation parameters. On this basis, the performance of different navigation sen-

sors is qualitatively evaluated, at the same time, we have established the effectiveness 

evaluation system of navigation subsystem. Finally, a high-precision and reliable fusion 

architecture has been built. The architecture design diagram of resilient multi-source in-

tegrated navigation system for aerospace vehicle based on on-line evaluation of redun-

dant information designed in this paper is shown in Figure 2. 
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Figure 2. Architecture diagram of resilient multi-source integrated navigation system for aerospace 

vehicle. 

The above structure divides the aerospace vehicle navigation system into three levels. 

The first level structure is composed of various redundantly configured navigation sen-

sors. Among them, taking inertial navigation as the reference navigation system to out-

puts the complete navigation parameters. Other navigation sensors output a part of nav-

igation parameters and input the parameters to the on-line information evaluation system. 

In this system, combining with the output of navigation sensor and the one-step predic-

tion value calculated by the state equation of navigation subsystem, hard fault detection 

is carried out. Then, according to the information disorder degree analysis theory, differ-

ent weights are given to the navigation information contained in it, to realize the quanti-

tative evaluation of sensor level information and fuse it to the second level navigation 

subsystem level. 

The second level structure consists of different navigation subsystem. Similarly, the 

quantitative evaluation of the navigation subsystem shall be carried out first. Different 

from the sensor level, the redundant information here refers to the navigation parameters 

output by different navigation subsystems, such as attitude, position, and velocity. There-

fore, on the basis of quantitative evaluation, the effectiveness evaluation system of navi-

gation results and the qualitative evaluation shall be researched in combination with the 

characteristics of different navigation sensors. Finally, the comprehensive information 

evaluation weight coefficient is formed, and the complete navigation parameters are cal-

culated and output to the third level fusion architecture. 

The third level structure is data master fusion. The optimal fusion is carried out ac-

cording to the filtering results of each subsystem and its own filtering value. At the same 

time, the error decoupling between the attitude and position of the navigation system is 

realized by using the evaluation system, and the global optimal estimation value is ob-

tained. 

2.2. Establish System Model 

In this paper, the east-north-up geographic coordinate system is used as the reference 

coordinate system for navigation calculation, which is recorded as � coordinate system. 

It is assumed that the gyroscope drift error is composed of random walk and white noise, 

the accelerometer error is random walk. The three-dimensional platform error angle 

��, ��, ��, three-dimensional velocity error ���, ���, ���, three-dimensional position er-

ror ��, ��, �ℎ , three-dimensional random walk of gyroscope �bx, �by, �bz, and three-di-

mensional random walk of accelerometer ��, ��, ��. The above 15 variables constitute the 

state quantity of Kalman filter. 

� = [��, ��, ��, Δ��, Δ��, Δ��, Δ�, Δ�, Δℎ, �bx, �by, �bz, ��, ��, ��]� (1)
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In Equation (1), subscripts �, �, � respectively indicate east, north, and up directions. 

The system state equation is constructed as follows: 

�̇ = �(�)�(�) + �(�)�(�) (2)

In Equation (2), �(�) is the system matrix; �(�) is the system noise matrix; �(�) is 

the system noise vector. 

According to the error equation of inertial navigation system and the error model of 

inertial instruments in geographical coordinate system, the corresponding system matrix 

can be obtained as follows: 

�(�) = �
��(�)�×� ��(�)�×�

0�×� 0�×�
� (3)

In Equation (3), ��(�)�×� is the 9 × 9-dimensional basic navigation parameter ma-

trix, ��(�)�×� is the conversion matrix between the 9-dimensional basic navigation pa-

rameters and the 6-dimensional inertial device errors. Its specific form is as follows: 

��(�)�×� = �

��
� 0�×�

0�×� ��
�

0�×� 0�×�

�

�×�

 (4)

In Equation (4), ��
� is the attitude conversion matrix from body coordinate system 

to the geographic coordinate system. 

The system noise matrix �(�) is: 

�(�) = �

��
� 0�×� 0�×�

0�×� 0�×� 0�×�

0�×� ��×� 0�×�

0�×� 0�×� ��×�

� (5)

The system noise vector � is: 

� = [��� ��� ��� ��� ��� ��� ��� ��� ���] (6)

After discretizing Equation (2), the discrete state equation of the system can be ob-

tained as follows: 

�� = ��, �����-� + ��-���-� (7)

In Equation (7), �� is the state quantity at moment �, �k-� is the state quantity at 

moment � − 1, �k|���is the system state transfer matrix from moment � − 1 to moment 

�, �k-� is the corresponding discrete system noise matrix, and �k-� is the system noise 

at moment � − 1. 

�k, ��� = �[�(��)�]�

�

���

/�! (8)

���� = �� �
1

�!
(�(��)�)����

�

���

� �(��)� (9)

� is the iteration period. 

State one-step prediction: 

���|��� = ��|�������� (10)

Under the current navigation technology conditions, the sensor configuration of aer-

ospace vehicle navigation system is based on inertial navigation system (INS), assisted by 

variety of navigation measurement sensors, such as global satellite navigation system 

(GNSS), celestial navigation system (CNS), automatic dependent surveillance (ADS), 
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synthetic aperture radar (SAR), etc. Combining with the above analysis, the measurement 

equations of each navigation subsystem are established: 

�� = ���� + �� (11)

In Equation (11), The measurement information in the measurement equation con-

sists of the difference in velocity, position, and attitude between the INS output and other 

sensors output. �� is the measurement noise matrix. 

3. Navigation Information Comprehensive Evaluation System 

3.1. Quantitative Evaluation Framework of Redundant Navigation Information 

According to Figure 2, the multi-source fusion navigation system of aerospace vehi-

cle can be divided into three levels: navigation sensor level, navigation subsystem level, 

and main fusion system level. In the first level, the reliability of navigation parameter out-

put at this level is improved through the quantitative evaluation of sensors output infor-

mation. The specific process is shown in Figure 3.  

 

Figure 3. Diagram of information evaluation system. 

3.1.1. Outlier Detection of Redundant Navigation Information 

The existing outlier detection algorithms for navigation information are mainly based 

on the characteristics of the integrated navigation system of aerospace vehicle, the resid-

ual value based on Kalman filter can be calculated by constructing the sub filter of the 

navigation system, then, the residual chi square method can be used to detect and identify 

the hard fault. If it is judged that there is no fault in the subsystem, send its filtered value 

to the qualitative evaluation system. If a fault is detected in the output information of the 

subsystem, the subsystem will be isolated immediately, and the federated filter structure 

will be reconstructed by using the remaining navigation subsystems. However, at the sen-

sor level, the navigation subsystem has not been constructed, so the residual cannot be 

calculated. Therefore, this paper uses the one-step prediction value of state quantity to 

identify and detect the hard fault output at the sensor level. 

The output of a navigation sensor containing general measurement noise is �� , 

which can be expressed as: 

�� = � + �� (12)

In Equation (12), � is the true sensor output and �� is the measurement noise. 

Let the output of navigation sensor containing a hard fault be ��, which can be ex-

pressed as: 

�� = � + �� (13)

In Equation (13), �� is the measurement noise containing the hard fault. 
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From Figure 3, at moment �, the � + 1 moment state quantities ����|� can be pre-

dicted with Equation (10), and in combination with Equation (11), the predicted value of 

the quantity measurement at � + 1 time �����|� can be calculated. Taking Equation (10) 

into Equation (11), the actual output of the measurement at moment � is obtained as 

����|�. Therefore, the difference between the predicted and actual values of the measure-

ment output at moment � + 1 is further obtained as ����|�: 

���� = �����|� − ����|� (14)

From Equations (12) and (13), it follows that: 

�� ≫ �� (15)

Therefore, hard faults at sensor level can be identified and detected based on fault 

determination criteria. 

3.1.2. Evaluation Method of the Disorder Degree of Information 

In the sensors level, after the hard fault detection of navigation information, the nav-

igation information without hard fault is classified. Among them, the outputs of the same 

type of navigation sensor at � + 1 time are summarized into one class, defined as �∗, 

where ∗ denotes a different type of navigation sensor. The �∗  contains all the infor-

mation output by that type of navigation sensor. It is worth noting that the soft fault will 

cause a change in the degree of disorder of the information output by the navigation sen-

sor. Therefore, in order to achieve the identification and isolation of soft faults at that level, 

the degree of disorder of the information system consisting of that group of information 

needs to be evaluated. 

Assuming that the system can be in different states and that each state occurs with 

probability ��(� = 1,2, ⋯ �), the degree of disorder of the system information obtained for 

�∗ is defined as �. � can be expressed as: 

� = − � �� ⋅ �� ��

�

���

 (16)

When the same type of navigation sensor is in the same state, the maximum value of 

� is: 

���� = ln (�) (17)

The �∗  contains ��ℎ sliding window information of a certain type of navigation 

sensor, there are ��ℎ navigation sensors of the same type, at this point the matrix � can 

be constructed as: 

� = �

��� ��� ⋯ ���

��� ��� ⋯ ���

⋮ ⋮ ⋱ ⋮
��� ��� ⋯ ���

� (18)

Correcting Equation (18) for negative indicators gives: 

�
∼

�� =
�������, ⋯ ���� − ���

�������, ⋯ ���� − �������, ⋯ ����
 (19)

The non-negative matrix �
∼

 is obtained from Equation (19): 

�
∼

=

⎣
⎢
⎢
⎢
⎡�

∼

�� �
∼

�� ⋯ �
∼

��

�
∼

�� �
∼

�� ⋯ �
∼

��

⋮ ⋮ ⋱ ⋮

�
∼

�� �
∼

�� ⋯ �
∼

��⎦
⎥
⎥
⎥
⎤

 (20)
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Calculating the probability matrix �, each element in � can be expressed as: 

��� =
�
∼

��

∑ �
∼

��
�
���

 (21)

Based on Equation (21), the �� contained in the ��ℎ parameter of the ��ℎ naviga-

tion sensor is calculated to give: 

�� =
1

�� �
� ��� ��( ���)

�

���

 (� = 1,2, ⋯ , �) (22)

Combining Equation (22) to calculate effectiveness indicators ��: 

�� = 1 − �� (23)

Combining Equation (23) to normalize validity indicator �� gives weighting indica-

tor ��: 

�� =
1 − ��

� − ∑ ��
�
���

 (j = 1,2, ⋯ �) (24)

Using Equation (24), the information weights of the different types of redundantly 

configured navigation sensors in the first level are obtained. 

After information evaluation, the output of �� is ��: 

�� = �� ⋅ �� (25)

In Equation (25), �� is calculated by multiplying the output of navigation sensors of 

the same type by the weight after quantitative evaluation. 

3.2. Qualitative Evaluation of Redundant Navigation Information 

From the previous section introduction, each navigation sensor can be given a 

weight, and this weight can be adaptively resilient adjusted according to the information 

contained in the sensor output. Therefore, even if a sensor fails, this type of navigation 

sensor can still maintain high-precision output without data jump caused by sensor 

switching. On this basis, we can further conduct qualitative evaluation of the navigation 

subsystem to improve the accuracy and reliability of the system. 

Effectiveness Evaluation System of Navigation Subsystem 

Among the different navigation sensors configured for aerospace vehicle, some sen-

sors will output the same type of navigation parameters. For example, GPS and SAR will 

output longitude and latitude. However, due to their different working principles, work-

ing methods and adaptive environments, their accuracy during normal operation will also 

be different. Therefore, based on the analysis in the previous section, according to the 

characteristics of different navigation sensors, a navigation subsystem effectiveness eval-

uation system in line with the actual application environment has been established to im-

prove the system accuracy. 

The evaluation indexes of navigation subsystem filters can be generally divided into 

three categories, including inertial navigation system evaluation, measurement sensor 

evaluation and filter convergence evaluation, and each type of evaluation index can be 

subdivided [23]. Among them, inertial navigation system evaluation system mainly in-

cludes gyro bias, gyro random walk and accelerometer random walk, The measurement 

sensor evaluation system mainly includes residual error and measurement noise, and the 

convergence evaluation system mainly includes convergence accuracy and convergence 

time. Of course, different evaluation indexes can be selected according to the actual navi-

gation sensors, but the method has been proposed in this paper is general. Combined with 

the engineering needs of aerospace vehicle navigation subsystem and according to the 
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Figure 4. Effectiveness evaluation system. 

According to Figure 4, the gyroscope zero bias coefficient is ��, the gyroscope ran-

dom wander coefficient is ��, the accelerometer random wander coefficient is ��, the con-

vergence accuracy coefficient is ��, the residual coefficient is ��, the measurement noise 

coefficient is ��, and the coefficient matrix is �: 

� = [�� �� �� �� �� ��] (26)

Compare the elements in matrix �, calculate their influence factors on the longitude 

and latitude output � of the navigation subsystem, and then use the influence factors to 

establish the comparison result matrix � = �����
�×�

, and we can obtain: 

�

��� > 0

����

1

���
(�, � = 1,2, ⋯ �)

 (27)

The eigenvector � of the maximum eigenvalue ����  corresponding to the judg-

ment matrix � in combination with Equations (26) and (27) is expressed as: 

� = (�� , ⋯ , ��)� (28)

When the left and right sides of matrix � are multiplied by the eigenvectors, respec-

tively, we obtain the equation: 

�� = �� (29)

Then, � = �����
�×�

 can be expressed as: 
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��

��

⋯
��

� [�� �� ⋯ ��] = �� (30)

Then, � is the eigenvector of matrix �; � is the eigenvalue of matrix � under ei-

genvector �, that is, the sorting vector � is the eigenvector of judgment matrix �. The 

above judgment matrix �  is a positive reciprocal matrix, which shall meet the con-

sistency conditions, including: (a) The rank of matrix A is 1. (b) The maximum eigenvalue 

of matrix � is �. 

According to Equations (29) and (30), we can obtain the maximum eigenvector of the 

judgment matrix �: 
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If and only if ���� = �, � is consistent matrix. The eigenvector corresponding to the 

maximum eigenvalue is used as the weight vector of the influence degree of the compared 

factor on a factor in the upper layer. The greater the degree of inconsistency, the greater 

the judgment error. Therefore, the inconsistency of matrix � can be measured by the 

value of ���� − �. 

Consistency test for Equation (30), and calculating consistency test indicators ��: 

�� =
���� − �

� − 1
 (32)

Comparison of average random consistency indicators �� and calculating the con-

sistency ratio ��: 

�� =
��

��
 (33)

After passing the consistency test, the eigenvector � corresponding to the maximum 

eigenvalue ���� of the matrix � is the weight vector ��
� of this level. ��

� is the weight 

vector of the criterion layer � relative to the target layer �. 

Based on Table 1, the weight vector ��
� of scheme layer � with respect to criterion 

layer � can be further calculated by combining Equations (26)–(32), then using Equation 

(33) to test the random consistency of layer �. From Table 1, we can calculate the total 

ranking of level B: 

��
� = ��

� ⋅ ��
� = �� ��,���
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� ��,���
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���
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Table 1. Total ranking weight of layer B. 

           � 
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���
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�� ��� ��� ⋯ ��� � �����

�

���

 

3.3. Main Information Fusion System 

After calculating the weight of the output characteristic parameters of the redundant 

navigation subsystem, the main information fusion is further carried out. Among the sub-

systems, the inertial navigation system is selected as the common reference system, and 

the sub filter is formed with other navigation subsystems to input their respective estima-

tion information to the main filter. The main filter performs the optimal fusion of the input 

information of the sub filter, then the global optimal estimation based on all measurement 

information is obtained. The schematic diagram is shown in Figure 5. 
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Figure 5. Schematic diagram of main fusion system. 

In Figure 5, time updates are: 

�̑�(�/� − 1) = ��(�/� − 1)�̑�(� − 1)

��(�/� − 1) = ��(�/� − 1)��(� − 1)��
�(�/� − 1) + ��(� − 1)��(� − 1)��
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� (35)

Measurement update is: 

��(�) = ��(�/� − 1)��
�(�)(��(�)��(�/� − 1)��

�(�) + ��(�))��

��(�/�) = (� − ��(�)��(�))��(�/� − 1)[� − ��(�)��(�)]� + ��(�)��(�)��
�(�)

�̑�(�/�) = �̑�(�/� − 1) + ��(�)[��(�) − ��(�/�)�̑�(�/� − 1)]

� (36)

The principles of information distribution are: 

�

��
��(�) = ����

��(�)

���(�) = ���(�)

��
��(�) = ����

��(�)

 (� = 1,2, ⋯ , �) (37)

Combining the output characteristic parameter weights ��
� of the redundant navi-

gation subsystem, the value of �� in Equation (37) is quadratically computed to calculate 

the new assignment factor ��: 

�� = ��
� ⋅ �� (38)

where �� satisfies the principle of conservation of information. 

The flow chart of multi-source fault-tolerant robust filtering algorithm based on in-

formation evaluation proposed in this paper is shown in Figure 6. 
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4. Simulation Experiments 

In this section, based on Monte Carlo simulation experiments are conducted to test 

the performance of the method proposed in this paper. 

4.1. Simulation Parameter Setting 

The initial latitude and longitude of the aerospace vehicle launch are 110° , 20° , 

5000 m, the initial heading angle is 90°, the flight time is 1900 �, and the flight trajectory 

is shown in Figure 7. The trajectory contains the flight phases of the aerospace vehicle 

launch, climb, turn and re-entry. 

 

Figure 7. Path of aerospace vehicles. 
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The solution period for the strap-down inertial navigation system is 0.02 s and the 

filtering period is 1 s; set the navigation sensor simulation parameters as shown in Table 

2. 

Table 2. Navigation sensor simulation parameters. 

Objects Noise Type Noise Parameters Update Rate 

Gyroscope 
Random walk noise 0.01°/h 

0.02 s 
White noise 0.01°/h 

Accelerometer White noise 1 × 10��g 0.02 s 

GPS White noise 
5 m 1 s 

0.2 m/s 1 s 

CNS White noise 6�� 1 s 

SAR White noise 30 m 1 s 

ADS White noise 30 m 1 s 

System noise variance: 

� = ����([0. 01∘/ℎ 0. 01∘/ℎ 0. 01∘/ℎ 0. 01∘/ℎ 0. 01∘/ℎ 0. 01∘/ℎ 1 × 10��� 1 × 10��� 1 × 10���]�) (39)

For the redundant configuration scheme of navigation sensors, three groups of GPS 

and three groups of CNS are designed to provide redundant information of position and 

attitude, respectively. Among them, hard faults and soft faults are added to one group of 

GPS and one group of CNS respectively. The specific fault parameters are set as Table 3: 

Table 3. Fault parameter setting. 

Sensor Type Noise Type 
Fault Parameters 

Times Value 

GPS 
Hard fault 20 s–30 s 500 

Soft fault 660 s–1040 s 0.02 

CNS 
Hard fault 901 s–951 s 200 

Soft fault 300 s–360 s 0.35 

According to the evaluation index of the navigation subsystem analyzed in Figure 4, 

the initial value is given with the expert system. The results are shown in Table 4: 

Table 4. Initial assignment of navigation subsystem assessment indicators. 

 C1 C2 C3 C4 C5 C6 

C1 1 1 1 4 1/5 1/3 

C2 1 1 1 4 1/5 1/3 

C3 1 1 1 4 1/5 1/3 

C4 1/4 1/4 1/4 1 1/5 1/3 

C5 5 5 5 5 1 3 

C6 3 3 3 3 1/3 1 

Combining Equations (26)–(32) and Table 4, we can obtain: 

�� = �
1 1
1 1

�,�� = �
1 1
1 1

�,�� = �
1 1
1 1

�,�� = �
1 2

1/2 1
�,�� = �

1 5
1/5 1

�,�� = �
1 3

1/3 1
� (40)

Then, the weight vector of the scheme layer with respect to the target layer is obtained 

as follows: 

��
� = [��

�� ��
�� ��

�� ��
�� ��

�� ��
��] (41)

In Equation (41): 
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],��
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0.6667
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0.25
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4.2. Comparison of Simulation Results 

In order to test the effectiveness of the multi-source redundant navigation sensor in-

formation evaluation algorithm proposed in this paper, three sets of GPS with redundant 

configuration are simulated according to the fault parameters set in Table 3. The results 

are shown in Figure 8: 

 

Figure 8. Information weight of GPS. 

In order to test the performance of the multi-source fault-tolerant integrated naviga-

tion method proposed in this paper on the basis of information evaluation, this paper se-

lects two comparison algorithms, one is that each type of navigation sensor is configured 

with a single to form a federated filter for integrated navigation (FKF), and the other is 

that each type of navigation sensor is configured with redundancy. The performance of 

the same type of sensor is the same, and the fixed coefficient method is used for weight 

allocation (CFKF). The algorithm in this paper also adopts redundant configuration for 

each type of navigation sensor, and the performance of the same type of sensor is the 

same. The difference is that the information evaluation algorithm based on the combina-

tion of qualitative and quantitative information (IPFKF) proposed in this paper is used to 

adjust the distribution weight dynamically and adaptively. The simulation comparison 

results (Figures 9–11) are as follows: 

  
(a) (b) 
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Figure 9. Estimation error of attitude. (a) Estimation error of roll angle. (b) Estimation error of 

pitch angle. (c) Estimation error of yaw angle. 

  
(a) (b) 

 
(c) 

Figure 10. Estimation error of position. (a) Estimation error of longitude. (b) Estimation error of 

latitude. (c) Estimation error of height. 
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(c) 

Figure 11. Estimation error of velocity. (a) Estimation error of east velocity. (b) Estimation error 

of north velocity. (c) Estimation error of north velocity.  

According to the simulation results in Figure 9–11, the RMS statistics of the output error is carried 

out. The results are shown in Table 5: 

Table 5. Navigation error RMS. 

   FKF CFKF IPFKF 

Roll angle(arc-second) 18.1182 4.0834 2.0622 

Pitch angle(arc-second) 13.3492 7.0354 1.2088 

Yaw angle(arc-second) 17.4028 6.1671 2.3505 

Longitude (m) 26.0017 12.0919 2.3553 

Latitude (m) 16.6523 9.1820 3.0917 

Height (m) 13.3418 12.6366 12.1057 

Velocity of east (m/s) 0.6426 0.5527 0.0951 

Velocity of north(m/s) 0.4151 0.3836 0.1360 

Velocity of up (m/s) 0.3449 0.2988 0.2944 

4.3. Discussion of Results 

According to Table 3 and Figure 8, the algorithm proposed in this paper can identify 

GPS hard faults and soft faults. In the hard fault time of 60 s–160 s, the weight of GPS1 is 

directly reduced to 0, and the weight of GPS1 is allocated by GPS2 and GPS3 to ensure the 

measurement accuracy. During the soft fault time from 660 s to 1040 s, the weight of GPS1 

gradually decreases after 660 s, which is in line with the added soft fault form. Currently, 

the weight of GPS2 and GPS3 gradually increases. When the soft fault continues to end 

after 1040 s, the three GPS carry out weight distribution according to their measurement 

information. 
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Figure 9 is the comparison diagram of attitude angle error of navigation output. Al-

gorithm of FKF only uses a single CNS for attitude calculation, so it is difficult to maintain 

high-precision output in case of failure, resulting in divergence of filtering results. Due to 

the redundant configuration of CNS, the CFKF algorithm can improve the attitude output 

accuracy in case of fault. However, due to its fixed coefficient allocation, the CFKF algo-

rithm cannot adaptively adjust the coefficients according to the actual size of fault, result-

ing in the decline of filtering accuracy. The IPFKF algorithm proposed in this paper, due 

to the combination of quantitative evaluation and qualitative evaluation, can dynamically 

and adaptively adjust the information distribution weight coefficient according to the 

fault size, to better track the actual trajectory and improve the filtering accuracy. The fil-

tering error is obviously less than that of the other two algorithms. 

In addition, it is worth noting that in case of GPS soft fault, that is, within the range 

of the box line in the figure, the CFKF and FKF algorithm errors increase significantly, 

mainly because the CNS attitude calculation requires horizontal position information, so 

the position error will be coupled. Therefore, in case of GPS soft fault, the attitude output 

accuracy is also significantly affected. The IPFKF algorithm proposed in this paper, be-

cause the information evaluation is carried out level by level from the navigation sensor 

level, which ensures the accuracy and high precision of position information output, it is 

not affected in case of GPS soft fault, which reflects the robustness of this algorithm. 

Figure 10 shows the comparison diagram of navigation output position error, which 

has the same change trend as the comparison curve of attitude output accuracy. Due to 

the configuration of a single navigation sensor, FKF has poor fault tolerance performance, 

and the position output error is significantly greater than the other two algorithms. Com-

pared with CFKF algorithm based on fixed coefficient allocation, the output error of IPFKF 

is smaller and the filtering accuracy is higher. Among them, Figure 10.c is the height error 

comparison diagram. Since the height information output of the three algorithms comes 

from the atmospheric data system and no fault is added, so the accuracy of the three al-

gorithms is the same. 

Similarly, when calculating the position of aerospace vehicles in the geographical co-

ordinate system, it is necessary to use the attitude to construct the attitude transfer matrix 

from the geographical coordinate system to the earth coordinate system, so the attitude 

error will be coupled into the position error, In the CNS soft fault range outlined in  Fig-

ure 10.a,b, the errors of FKF algorithm and CFKF algorithm increase significantly, while 

the IPFKF algorithm proposed in this paper can maintain stability, which shows the ro-

bustness of this algorithm. 

Figure 11 is the comparison diagram of navigation output velocity error. In this pa-

per, the velocity is obtained by position, so its curve change law is the same as that of 

position error curve. However, there is no additional fault. Therefore, the east and north 

velocity errors estimated by FKF and CFKF algorithms are similar, while the IPFKF im-

proves the estimation accuracy through error decoupling. The variation trend of the esti-

mation error of the three algorithms in the up direction is consistent with that in the 

height. 

5. Conclusions 

In the research, we have found that the sensors of the aerospace vehicle navigation 

system adopt redundant configuration, but the existing integrated navigation fusion ar-

chitecture is difficult to make efficient use of redundant information, which leads to the 

problem that the fusion architecture does not have the resilient. So, a resilient multi-source 

integrated navigation method for aerospace vehicles based on on-line evaluation of re-

dundant information has been proposed to improve the fault tolerance and robustness of 

the navigation system. 

Firstly, this paper designs a multi-level and resilient redundant navigation infor-

mation fusion architecture. According to the characteristics of the aerospace vehicle navi-

gation system, the whole system has been divided into sensor level, subsystem level and 
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main fusion level. The traditional navigation system outlier detection time interval is 

moved forward through the idea of hierarchical, so as to improve the reliability of the 

whole navigation system and realize the “non-stop” operation of its navigation system 

under abnormal conditions of some sensors. 

Secondly, this paper integrates quantitative analysis and qualitative analysis. At the 

sensor level, quantitative analysis is realized through the theory of information disorder. 

At the subsystem level, an initial effectiveness evaluation system is formed according to 

the working principles and characteristics of heterogeneous navigation sensors and in 

combination with the expert system. During the flight of aerospace vehicles, the evalua-

tion system is improved online according to the quantitative analysis results, then, the 

weight distribution coefficient of the federated filter is adaptively adjusted to improve the 

accuracy of the navigation system. 

Finally, this paper uses the coupling relationship between the output parameters of 

heterogeneous navigation sensors and corrects each other through multi-level infor-

mation evaluation to improve the robustness of aerospace vehicle navigation system. Par-

ticularly attention worthy is that the algorithm proposed in this paper can decouple the 

attitude error and position error in the configuration of multi-source redundant naviga-

tion system, which greatly reduces the probability of navigation system invalidation 

caused by various types of faults. The experimental results show that this algorithm can 

timely adjust the information output weight of each level in case of navigation sensor hard 

fault and soft fault, realize the “non-stop” operation of the navigation system in case of 

fault, and the accuracy is improved compared with the existing fault detection algorithms, 

which reflects the reliability and robustness of this algorithm. 
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