In-Flight Radome Slope Estimation for Homing Guidance Using Bearing-Only Measurement via Gaussian Process Regression
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Abstract: The radome refraction problem gives rise to guidance performance deterioration for homing missiles. Aiming to eliminate the effect of radome refraction on the radar seeker, a novel method is proposed for correcting the radome-induced measurement error by using the estimated guidance information. A dynamic model for the estimation system is formulated and the guidance information is estimated online via a multiple-model filtering framework. A Gaussian process regression scheme is introduced to reconstruct the mapping model with respect to the radome error and look angle. Furthermore, an analytical expression for radome slope estimation is derived by calculating the derivative of the surrogate function, represented with Gaussian process models. The contaminated measurement is corrected based on the estimated guidance information and radome slope. Extensive simulation results illustrate that the proposed method is able to estimate the radome slope accurately and improve the guidance accuracy effectively.
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1. Introduction

The radome is employed for homing missiles [1] to protect the seeker antenna from airflow [2] and to reduce the aerodynamic drag as well [3]. The electromagnetic wave is not refracted by the radome when the shape of the radome is a perfect hemisphere [4]. However, for the reason that the aerodynamic drag force is excessively large in endo-atmospheric engagements, the radome is shaped to be non-hemispheric to reduce the drag [5] at the cost of inducing refraction of the electromagnetic wave [6]. The radome refraction phenomenon has a destabilizing effect on the missile-guidance system, as it results in measurement error in the line-of-sight (LOS) angle, so an unwanted feedback path is formulated in the homing guidance loop [7]. The proportional navigation (PN) guidance law [8] has been widely used due to its simplicity of implementation. The PN guidance law and its variants use LOS angle measurements for command generation [9], in which the acceleration command is calculated based on the closing velocity as well as the LOS angular rate obtained from the radar seeker [10]. For the reason that the homing performance of a guided missile [11] relies heavily on the sensing accuracy of the radar seeker, the radome refraction effect might cause severe degradation of the guidance accuracy [12]. While the radome refraction angle is usually not large in practical situations, its induced angular rate of change might cause guidance problems as it adds a parasitic feedback loop to the guidance system [13,14]. The effect of missile body disturbance on the gimbal phased array seeker is analyzed by formulating a disturbance rejection problem [15]. The influence of the parasitic loop on the rolling missile is also investigated, in which the dynamic system is modeled by employing a two-loop autopilot [16]. Furthermore, the analytical stability of the guidance system with...
consideration of the radome refraction effect is analyzed and the stability region of the
guidance loop is studied in terms of a function of missile parameters [10] and a constant
rate-based method is proposed to slow down the autopilot response to reduce the miss
distance [17]. In this regard, it is necessary to develop a compensation method to mitigate
the radome refraction effect for guidance performance enhancement.

Several radome compensation methods have been proposed in the literature. One
kind of method is hardware based, which means a careful manufacture of the radome and
a large amount of digital shifter used in the seeker [18]. Another one represents radome
boresight error compensation [19], in which an approach using the radome aberration angle
obtained from costly measuring instruments is proposed [20]. The last one is algorithmic
based, in which the control theory is used to slow down the guidance loop response [17],
the radome characteristics are approximated by applying neural network techniques [21]
and the filtering technique [22] is used for error estimation and compensation [6]. These
methods can be also divided into two categories: offline and online. The offline approaches
aim to model the radome characteristics through analysis of experimental samples [23].
As the surrogate model is obtained, it is stored in the onboard computer for correcting the
radome error in flight [24]. However, the radome characteristics modeled with a ground
test might be deviated from in flight for the sake of aerodynamic heating [25]. To over-
come the limitations of the offline approaches, online approaches are developed based on
Bayesian filtering techniques [26]. A nonlinear filtering algorithm is proposed to decouple
the radome error from the nominal missile states [2], in which a two-step estimator is
implemented with measurements of the azimuth and elevation angles. State estimation
algorithms with LOS angle measurements have been studied in various studies [4,12,27],
in which the radome slope is estimated from the information generated by dither and ex-
ttracted by bandpass filtering [28]. At the same time, the nonlinear filtering techniques [29]
have practical limitations, including sensitivity to initial value, slow convergence and
performance degradation in the presence of model parameter mismatch [6]. To make up
the flaws of the nonlinear filters, an estimator using a multiple-model-based scheme is
proposed [30]. In addition, by assuming that the radar seeker provides range and LOS
angle measurements, the interactive multiple-model method was studied [31]. The observ-
ability of the dynamic systems is supposed to be guaranteed for accurate state estimation.
However, when the range information is not available, it can lead to a deterioration of the
estimation accuracy due to a lack of observability [3]. In this regard, a precise estimate
of the radome slope has been recognized as a critical issue for the radome-induced error
correction problem.

In order to overcome the poor observability problem for radome slope estimation [4]
with LOS-angle-only measurements, a novel method is proposed in this work for online
identification of radome slope by combining adaptive filtering and statistical learning
techniques. The main contributions of this work are two-fold. On one hand, a Gaussian
process regression (GPR) method is proposed to reconstruct the mapping relationship
between the look angle and radome error. It is well known that a lack of prior information
in modeling deteriorates the estimation accuracy of filtering algorithms; thus, it is more
reliable to update the radome refraction model persistently by incorporating real-time data,
instead of performing model-based Bayesian filtering directly under the risk of model
mismatch. On the other hand, an analytical expression is obtained for radome slope
estimation by deriving the derivative of the mapping function represented with a Gaussian
process model. Existing methods [4,32] often treat the unknown radome slope as a state
variable and approximate it with a random walk model. However, the parameter of the
surrogate model, i.e., the variance, is difficult to determine in practice. Based on this fact,
the proposed radome slope estimation method is more accurate as its calculation formula
is derived based on the original definition without approximation error. In addition, the
statistical feature of probabilistic modeling and analysis makes GPR a reliable tool for
physics-informed estimation. Through extensive simulations, it is shown that the guidance
performance can be improved by using the estimated radome slope for LOS angular rate
correction. The rest of this paper is organized as follows. In Section 2, the guidance system and engagement kinematics are introduced and a mathematical model of the radome refraction phenomenon is formulated. In Section 3, the problem of radome slope estimation is studied based on adaptive filtering and statistical learning. Extensive simulations are conducted to analyze the effectiveness of the LOS angular rate corrector in Section 4. The overall conclusion of this paper is delivered in Section 5.

2. Problem Formulation

The radar antenna is placed in the missile seeker for target tracking, such that the LOS angle is obtained to generate missile-guidance command. In endo-atmospheric engagements, the radome is required to protect the radar antenna from air flow. At the same time, it can be observed from Figure 1 that a radio wave is refracted when it passes through the radome, which makes the tracked target appear to be displaced from its true position due to radome refraction [32].

![Figure 1. Radome refraction physics.](image)

The engagement geometry between the missile and target is shown in Figure 2 in the inertial Cartesian coordinate system [4], where $\gamma_M$, $\theta_M$, $\theta_s$ and $\alpha_M$ are flight path angle, body pitch angle, look angle and angle of attack for the missile, respectively. In addition, $\lambda_r$ and $\lambda$ represent the radome error and the LOS angle. According to Figure 2, the measured LOS angle, which is contaminated due to radome refraction, is formulated as

$$\lambda_{ME} = \lambda + \lambda_r$$  

(1)

in which the radome error $\lambda_r$ is modeled according to ref. [2,4] in terms of a function of look angle $\theta_s$ as follows

$$\lambda_r = f_{\lambda_r}(\theta_s)$$

$$\theta_s = \lambda - \theta_M$$  

(2)

From Equations (1) and (2), the contaminated LOS angle $\lambda_{ME}$ is expressed as

$$\lambda_{ME} = \lambda + f_{\lambda_r}(\lambda - \theta_M)$$  

(3)

The guidance command $A_{cmd}$ using the PN guidance law is given as

$$A_{cmd} = N \times |\dot{R}| \times \dot{\lambda}_{ME}$$  

(4)

where $N$ denotes the navigation constant and $\dot{R}$ is the closing velocity. According to Equation (3), the contaminated LOS angular rate $\dot{\lambda}_{ME}$ can be written as
The guidance command $A_{cmd}$ using the PN guidance law is given as

$$A_{cmd} = N \times |\dot{R}| \times \lambda_{ME}$$

where the missile autopilot is modeled as a first-order lag system as follows, in which the guidance command is given as $A_{cmd}(s) = \frac{1}{\tau s + 1}$.

On account of the above relations, a system block diagram of the PN guidance system considering the radome refraction effect is formulated in Figure 3, as follows, in which the missile autopilot is modeled in the form of a transfer function $A_m(s) = \frac{A_{cmd}(s)}{\tau s + 1}$.
The dynamics of the missile pitch angle are modeled in the form of a transfer function, given as

$$\frac{\dot{\theta}_M(s)}{A_M(s)} = \frac{1 + T_\alpha s}{V_M}$$

in which $V_M$ represents the missile velocity. In addition, the target is assumed to be stationary [4]; thus, as shown in Figure 4, the engagement kinematics between the missile and target are modeled in the polar coordinate system, given as

$$\dot{\lambda} = -\frac{V_M}{R} \sin(\gamma_M - \lambda)$$
$$R = -V_M \cos(\gamma_M - \lambda)$$

**Figure 4.** Engagement kinematics between the missile and target.

It can be observed from Figure 3 that the radome slope $\rho_\theta$ induces the missile seeker to generate a contaminated LOS angular rate $\dot{\lambda}_{ME}$. Then, the signal $\dot{\lambda}_{ME}$ passes through the guidance computer and the autopilot to generate an erroneous acceleration command $A_M$, which results in unnecessary attitude movement of the missile body. In this manner, a parasitic loop [33] is formed in the guidance system that couples the pitch angular rate $\dot{\theta}_M$ with the contaminated LOS angular rate $\dot{\lambda}_{ME}$ obtained from the missile seeker. The consequence of the radome refraction effect is an increase in miss distance as it causes the missile flight system to respond in an erroneous way [18]. Furthermore, the parasitic loop is destabilizing to the guidance system and the stability problem becomes more severe when the value of the radome slope exceeds a permissible range [21,28]. This fact reveals that it is necessary to design an in-flight measurement error calibration system to overcome the problem imposed by radome refraction. To this end, the aim of this paper is to develop a novel method to estimate the radome slope and correct the measurement information in the guidance system.

### 3. Radome Slope Estimation and Compensation

In this section, the problem of radome slope estimation is studied based on adaptive filtering and statistical learning. A multiple-model filtering framework is constructed to estimate the guidance information by using LOS angle measurements. After that, a Gaussian process regression scheme is proposed to reconstruct the mapping relationship between the look angle and radome error. Furthermore, an analytical expression is obtained to estimate the radome slope by deriving the derivative of the mapping function, represented by Gaussian process models. In the end, the LOS angular rate corrector is implemented
by using the estimated radome slope to mitigate the radome refraction effect. To this end, a system block diagram of the PN guidance system with LOS angular rate corrector incorporated in the loop is presented in Figure 5.

![Figure 5. PN guidance system with LOS angular rate corrector.](image)

### 3.1. Guidance Information Estimation Using IMM Filter

While the radome error cannot be measured directly, a filtering approach is proposed for state estimation of the engagement kinematics observed by the missile seeker. Next, the radome error is analytically inferred by using the estimated guidance information and the measured LOS angle. In the proposed filter, it consists of LOS angle \( \lambda \), relative distance \( R \) and flight path angle \( \gamma_M \) as state variables to be estimated. With this consideration, a dynamic model of the estimation system is constructed as

\[
\dot{x} = f(x, u)
\]

in which \( x = (x_1, x_2, x_3)^T \triangleq (\lambda, R, \gamma_M)^T \) denote the system state, \( u \triangleq A_M \) represents the maneuver acceleration of the missile as input and the dynamic model (10) is formed as

\[
\begin{align*}
\frac{d\lambda}{dt} &= -\frac{V_M}{R} \sin(\gamma_M - \lambda) \\
\frac{dR}{dt} &= -\frac{V_M}{R} \cos(\gamma_M - \lambda) \\
\frac{d\gamma_M}{dt} &= \frac{u}{V_M}
\end{align*}
\]

After that, the continuous-time dynamic equations introduced in Equation (11) are discretized using a 4th-order Runge–Kutta method [34]; thus, the time propagation of state variables at the \( k \)th step is expressed as

\[
x_{k+1} = \phi(x_k, u_k; \Delta t) + w_k
\]

in which \( x_k = (x_{1,k}, x_{2,k}, x_{3,k})^T \triangleq (\lambda_k, R_k, \gamma_{M,k})^T \) denote the discretized system state at the \( k \)th time step, \( \phi(\cdot, \cdot, \cdot) \) represents the state transition function and \( \Delta t \) is the step size of the discretization. In addition, \( w_k \sim N(0, Q) \) is the process noise to account for discretization error and \( Q \) is its corresponding covariance matrix.

As the angle of attack is assumed to be negligible during terminal homing guidance [4], the LOS angle measurement is given from Figure 2 as follows

\[
z_k \triangleq \lambda_{ME,k} = h(x_k; \rho_{\theta,k}) = (1 + \rho_{\theta,k})\lambda_k - \rho_{\theta,k}\gamma_{M,k}
\]

in which \( \rho_{\theta,k} \) denotes the radome slope at the \( k \)th time step.

It can be observed from Equation (13) that the radome slope functions as a critical parameter for the measurement model. However, the actual value of the radome slope is, indeed, unknown. In this regard, an adaptive filtering approach using inter-
acting multiple-model (IMM) structure is proposed to solve this issue, in which it constructs multiple hypotheses about the radome slope and runs parallel filtering models in a simultaneous manner.

Let the unknown parameter, namely the radome slope, be typified by a set of predetermined values as

\[
P_\theta = \{ \rho_0^j, \rho_0^{j+1}, \ldots, \rho_0^{j+n} \}
\]

in which \( n \) denotes the size of the set. Then, for each parameter value \( \rho_0^j \) given in Equation (14), one can define its corresponding measurement model as

\[
z_k^i = h(x_k; \rho_0^j) \quad \text{for } i = 1, \ldots, n
\]

and formulate a specific local filter by using the measurement model given in Equation (15) for state estimation. As a result, the IMM structure is constructed with a bank of \( n \) local filters, constituting a hybrid system designated by a parameter set, which contains \( n \) guessed radome slope values. In detail, one cycle of the IMM filtering algorithm consists of the following [35]:

The probability that \( \rho_0^j \) was in effect at the \((k-1)\)th time step given that \( \rho_0^j \) is in effect at the \(k\)th time step conditioned on \( Z_k^{k-1} = \{z_1, \ldots, z_{k-1}\} \) is

\[
\mu_{k-1}^{ij} = \frac{1}{\tau_j} p_{ij} \mu_{k-1}^i
\]

in which \( \mu_{k-1}^{ij} \) denotes the mixing probability, \( p_{ij} \) represents the \((i, j)\)th element of a given transition probability matrix \( \pi \) and \( \mu_{k-1}^i \) is the probability for the \(i\)th model. In addition, the normalizing constant \( \tau_j \) is calculated as

\[
\tau_j = \sum_{i=1}^n p_{ij} \mu_{k-1}^i
\]

Starting with \( \hat{x}_{k-1|k-1}^j \), one computes the mixed initial condition for the filter matched to \( \rho_0^j \) as

\[
\hat{x}_{k-1|k-1}^0 = \sum_{i=1}^n \hat{x}_{k-1|k-1}^j \mu_{k-1}^{ij}
\]

The covariance corresponding to the above is

\[
P_{k-1|k-1}^{ij} = \sum_{i=1}^n \mu_{k-1|k-1}^{ij} \left( P_{k-1|k-1}^i + \left( \hat{x}_{k-1|k-1}^j - \hat{x}_{k-1|k-1}^0 \right) \left( \hat{x}_{k-1|k-1}^j - \hat{x}_{k-1|k-1}^0 \right)^T \right)
\]

In this work, the unscented Kalman filter (UKF) [36] is used for local filtering, in which the estimate \( \hat{x}_{k-1|k-1}^j \) and covariance \( P_{k-1|k-1}^{ij} \) are used as input to the filter matched to \( \rho_0^j \) which uses \( z_k \) to yield \( \hat{x}_{k|k}^j \) and \( P_{k|k}^{ij} \). In detail, the operations of UKF are performed as follows:

Firstly, form the sigma points for the prediction step of UKF

\[
\begin{align*}
\chi_{k-1}^{(0)} &= \hat{x}_{k-1|k-1}^j \\
\chi_{k-1}^{(l)} &= \hat{x}_{k-1|k-1}^j + \sqrt{3 + \lambda} \left( P_{k-1|k-1}^{ij} \right)^{1/2} l \\
\chi_{k-1}^{(l+3)} &= \hat{x}_{k-1|k-1}^j - \sqrt{3 + \lambda} \left( P_{k-1|k-1}^{ij} \right)^{1/2} l
\end{align*}
\]

in which \( \lambda \) is a scaling parameter given as \( \lambda = \alpha^2 (3 + \kappa) - 3 \), the parameters \( \alpha \) and \( \kappa \) determine the spread of the sigma points around the mean. Note that the matrix square
root denotes a matrix, such that $\sqrt{P_{k-1|k-1}^{ij}} \left( \sqrt{P_{k-1|k-1}^{ij}} \right)^T = P_{k-1|k-1}^{ij}$ and $[\cdot]_l$ denotes the $l$th column of the matrix.

After that, propagate the sigma points through the dynamic model

$$\hat{x}_k^{(l)} = \phi \left( \hat{x}_{k-1}^{(l)} \right) \quad \text{for } l = 0, 1, \ldots, 6$$

Compute the predicted mean $\hat{x}_k^j$ and the predicted covariance $P_{k|k-1}^j$

$$\hat{x}_k^j = \sum_{l=0}^{6} W_l^{(m)} \hat{x}_k^{(l)}$$
$$P_{k|k-1}^j = \sum_{l=0}^{6} W_l^{(c)} \left( \hat{x}_k^{(l)} - \hat{x}_k^j \right) \left( \hat{x}_k^{(l)} - \hat{x}_k^j \right)^T + Q$$

in which the weights $W_l^{(m)}$ and $W_l^{(c)}$ are defined as follows

$$W_l^{(m)} = \frac{\lambda}{\lambda + \kappa}$$
$$W_l^{(c)} = \frac{\lambda}{\lambda + \kappa} + (1 - \alpha^2 + \beta)$$

where $\beta$ is a parameter that can be used for incorporating prior information and

$$W_l^{(m)} = W_l^{(c)} = \frac{1}{2 \times (3 + \lambda)} \quad \text{for } l = 0, 1, \ldots, 6$$

Secondly, form the sigma points for the correction step of UKF

$$\hat{x}_k^{(0)} = \hat{x}_{k|k-1}$$
$$\hat{x}_k^{(l)} = \hat{x}_{k|k-1} + \sqrt{3 + \lambda} \left[ \sqrt{P_{k|k-1}^j} \right]_l \quad \text{for } l = 1, 2, 3$$
$$\hat{x}_k^{(l+3)} = \hat{x}_{k|k-1} - \sqrt{3 + \lambda} \left[ P_{k|k-1}^j \right]_l$$

After that, propagate sigma points through the measurement model

$$\hat{z}_k^{(l)} = h \left( \hat{x}_k^{(l)} \right) \quad \text{for } l = 0, 1, \ldots, 6$$

Compute the predicted mean $\hat{z}_k^j$, the residual covariance $S_k^j$, and the cross-covariance $C_k^j$ of the state and the measurement

$$\hat{z}_k^j = \sum_{l=0}^{6} W_l^{(m)} \hat{z}_k^{(l)}$$
$$S_k^j = \sum_{l=0}^{6} W_l^{(c)} \left( \hat{z}_k^{(l)} - \hat{z}_k^j \right) \left( \hat{z}_k^{(l)} - \hat{z}_k^j \right)^T$$
$$C_k^j = \sum_{l=0}^{6} W_l^{(c)} \left( \hat{x}_k^{(l)} - \hat{x}_k^j \right) \left( \hat{z}_k^{(l)} - \hat{z}_k^j \right)^T$$

Compute the filter gain, the filtered state mean and the covariance, conditional on the measurement

$$K_k^j = C_k^j \left( S_k^j \right)^{-1}$$
$$\hat{x}_{k|k}^j = \hat{x}_{k|k-1}^j + K_k^j \left( z_k - \hat{z}_k^j \right)$$
$$P_{k|k}^j = P_{k|k-1}^j - K_k^j S_k^j \left( K_k^j \right)^T$$

In this regard, the operations of UKF are introduced from Equation (20) to Equation (28). In addition, the measurement residual $v_k^j \triangleq z_k - \hat{z}_k^j$ and residual covariance $S_k^j$ are cal-
culated, respectively, for each local filter to obtain the likelihood \( \Lambda_k^j \) of the corresponding hypothesis, namely

\[
\Lambda_k^j = \mathcal{N}(v_k^j; 0, S_k^j)
\]

After that, the model probabilities are calculated as follows:

\[
\mu_k^j = \frac{1}{c} \Lambda_k^j \tau_j
\]

in which \( c \triangleq \sum_{j=1}^{n} \Lambda_k^j \tau_j \) is the normalization constant for Equation (30).

Finally, the state estimate is calculated with a combination of the model-conditioned means and covariances according to a mixture equation as

\[
\hat{x}_{k|k} = \sum_{j=1}^{n} \mu_k^j \hat{x}_{k|k}^j
\]

\[
P_{k|k} = \sum_{j=1}^{n} \mu_k^j \left( P_{k|k}^j + (\hat{x}_{k|k}^j - \hat{x}_{k|k}) (\hat{x}_{k|k} - \hat{x}_{k|k})^T \right)
\]

in which \( \hat{x}_{k|k} \) and \( P_{k|k} \) represent the estimated mean and covariance at the \( k \)th step, \( \hat{x}_{k|k}^j \) and \( P_{k|k}^j \) denote the local estimate obtained from the \( j \)th local filter and \( \mu_k^j \) is its corresponding model probability at the \( k \)th step. In summary, the structure of the IMM estimator is shown in Figure 6, as follows.

**Figure 6. Structure of the IMM estimator.**

Furthermore, let \( \hat{x}_{k|k} = (\hat{x}_{1, k|k}, \hat{x}_{2, k|k}, \hat{x}_{3, k|k})^T \triangleq (\hat{\lambda}_{k|k}, \hat{\Lambda}_{k|k}, \hat{\gamma}_{M,k|k})^T \) denote the estimated mean, then the estimated radome error \( \hat{\lambda}_{r, k|k} \) can be calculated based on the engagement geometry shown in Figure 2, as follows

\[
\hat{\lambda}_{r, k|k} = \hat{\lambda}_{ME,k} - \hat{\lambda}_{k|k}
\]

In addition, by assuming that the angle of attack is negligible during terminal homing guidance [4], the estimated look angle \( \hat{\theta}_{s,k|k} \) can be calculated in a similar manner as

\[
\hat{\theta}_{s,k|k} = \hat{\lambda}_{k|k} - \hat{\gamma}_{M,k|k}
\]

In this regard, both the radome error \( \hat{\lambda}_{r, k|k} \) and the look angle \( \hat{\theta}_{s,k|k} \) can be computed analytically with the estimated guidance information \( \hat{x}_{k|k} \) and the measurement \( z_k \) by using IMM filtering techniques. In the next section, a statistical learning-based approach is developed to explore the correlation between the radome error and look angle for radome slope estimation.
3.2. Radome Slope Estimation via Gaussian Process Regression

While the actual form of function \( f_{\lambda}(\cdot) \) in Equation (2) is unknown to the guidance system, the aim of this part is to propose a machine-learning-based radome slope estimation method. In the following, by defining \( v_{r,i} \sim N(0, r_{r,i}) \) as a deviation between the actual radome error \( \lambda_{r,i} \) and the estimated radome error \( \hat{\lambda}_{r,i} \) at the \( i \)th time step, we see that

\[
\hat{\lambda}_{r,i} = \lambda_{r,i} + v_{r,i} \quad \text{for} \quad i \in [i_1, i_2] \tag{34}
\]

where \( i_1 \) and \( i_2 \) denote the index of the starting and ending time steps for training data generation, respectively. Consider that the estimation error of look angle is negligible, i.e., \( \hat{\theta}_{s,i|i} - \theta_{s,i} \approx 0 \), then the actual radome error \( \lambda_{r,i} \) is expressed based on Equation (2) as

\[
\lambda_{r,i} = f_{\lambda}(\hat{\theta}_{s,i|i}) \tag{35}
\]

Substituting Equation (35) into Equation (34), a mathematical relation between \( \hat{\lambda}_{s,i|i} \) and \( \hat{\lambda}_{r,i|i} \) is formulated as follows

\[
\hat{\lambda}_{r,i|i} = f_{\lambda}(\hat{\theta}_{s,i|i}) + v_{r,i} \tag{36}
\]

From Equation (36), it can be seen that \( \hat{\lambda}_{r,i|i} \) represents a noisy version of the output function \( f_{\lambda}(\cdot) \) with its input given as \( \hat{\theta}_{s,i|i} \). Next, consider an arbitrary input denoted by \( \hat{\theta}_{s,i|i} \), then the mapping from the input \( \hat{\theta}_{s,i|i} \) to the output \( \lambda_{r,i} \) is written similarly to Equation (35) as

\[
\lambda_{r,i} = f_{\lambda}(\hat{\theta}_{s,i|i}) \tag{37}
\]

For the reason that the function \( f_{\lambda}(\cdot) \) is unknown, it requires one to estimate the value of \( f_{\lambda}(\hat{\theta}_{s,i|i}) \) based on \( \hat{\theta}_{s,i|i} \) by using available mapping pairs \( \{(\hat{\theta}_{s,i|i}, \lambda_{r,i|i})\}_{i=i_1}^{i_2} \) as training data. One issue that comes from this concern is how to establish a reasonable correlation between the training data and the unknown mapping \( (\hat{\theta}_{s,i|i}, f_{\lambda}(\hat{\theta}_{s,i|i})) \), due to the reason that without supplementary assumptions, the values of \( f_{\lambda}(\hat{\theta}_{s,i|i}) \) and \( \lambda_{r,i|i} \) are isolated. In this regard, assume that the function \( f_{\lambda}(\cdot) \) is smooth, then from a probabilistic point of view, all the outputs generated from function \( f_{\lambda}(\cdot) \) become correlated, in which the prior correlation between the two arbitrary outputs \( f_{\lambda}(x_1) \) and \( f_{\lambda}(x_2) \) is represented with a squared exponential covariance function [37], denoted as

\[
k(x_1, x_2) = \alpha^2 \exp\left(-\frac{(x_1 - x_2)^2}{2\Lambda}\right) \tag{38}
\]

in which \( k(\cdot, \cdot) \) denotes a kernel function, \( \alpha \) is a constant used to scale the standard deviation and \( \Lambda \) is used to scale the input variables. In the following, Equation (34) is rewritten in vector form for notational simplicity as

\[
\lambda_i = \lambda_i^i - v_i^i \quad \text{for} \quad i \in [i_1, i_2] \tag{39}
\]

in which

\[
\lambda_i = \begin{pmatrix}
\lambda_{r,i_1} \\
\vdots \\
\lambda_{r,i_2}
\end{pmatrix} = \begin{pmatrix}
f_{\lambda}(\hat{\theta}_{s,i|i_1}) \\
\vdots \\
f_{\lambda}(\hat{\theta}_{s,i|i_2})
\end{pmatrix} \tag{40}
\]
where \( m_i \) with

According to Equations (47)–(49), it just requires one to differentiate the kernel. For the squared exponential covariance

the components of the covariance matrix in Equation (42) are obtained as follows

\[
K^i \triangleq \begin{pmatrix}
K(\hat{\theta}_{s,i} \mid r_{i1}), & \cdots, & K(\hat{\theta}_{s,i} \mid r_{i2}) \\
\vdots & & \vdots \\
K(\hat{\theta}_{s,i} \mid r_{i2}), & \cdots, & K(\hat{\theta}_{s,i} \mid r_{i2})
\end{pmatrix}
\]

\[
K^{i,j} \triangleq \begin{pmatrix}
K(\hat{\theta}_{s,j} \mid r_{i1}), & \cdots, & K(\hat{\theta}_{s,j} \mid r_{i2}) \\
\vdots & & \vdots \\
K(\hat{\theta}_{s,j} \mid r_{i2}), & \cdots, & K(\hat{\theta}_{s,j} \mid r_{i2})
\end{pmatrix}
\]

\[
K^j \triangleq k(\hat{\theta}_{s,j} \mid r_{i1}), \cdots, k(\hat{\theta}_{s,j} \mid r_{i2})
\]

In this regard, we are able to calculate the posterior distribution of \( \lambda_{r,j} \) conditioned on \( \lambda^i \). By using the Gaussian process regression scheme, the conditional density \( p(\lambda_{r,j} \mid \lambda^i) \) is derived as

\[
p\left(\lambda_{r,j} \mid \lambda^i\right) \triangleq N\left(\eta_j, \sum_j\right)
\]

with

\[
\eta_j = m_j + K^{j,i}\left(K^j + R_j^i\right)^{-1}(\lambda^i - m^i)
\]

\[
\sum_j = K_j - K^{j,i}\left(K^j + R_j^i\right)^{-1} K^{j,i}
\]

As a result, consider an arbitrary input denoted as \( \hat{\theta}_{s,j} \); it is able to estimate the corresponding output value for function \( f_{\lambda_s} (\cdot) \) by using training data \( \left\{ (\hat{\theta}_{s,j} \mid r_{i1}) \right\}_{i=1}^{2} \). According to Equations (47)–(49), \( \eta_j \) represents the mean value of the estimated output. In addition, \( \sum_j \) can be used to quantify the uncertainty with respect to the estimated output. As the mapping function from the look angle to the radome error is formulated with a Gaussian process regression scheme, the remaining work to be conducted is to investigate the derivative of the mapping function, i.e., to estimate the radome slope \( \frac{\partial \eta_j}{\partial \hat{\theta}_{s,j}} \) based on the same training data. From Equation (48), it can be observed that only the \( K^{j,i} \) term depends on the input point \( \hat{\theta}_{s,j} \); therefore, to calculate the slope of the posterior mean, it just requires one to differentiate the kernel. For the squared exponential covariance
function introduced in Equation (38), the derivative of the kernel between \( \hat{\theta}_{s,ij} \) and a training point \( \hat{\theta}_{s,ij} \) is derived as follows

\[
\frac{d\kappa(\hat{\theta}_{s,ij},\hat{\theta}_{s,ij})}{d\hat{\theta}_{s,ij}} = \frac{d}{d\hat{\theta}_{s,ij}} \left( a^2 \exp \left( -\frac{(\hat{\theta}_{s,ij} - \hat{\theta}_{s,ij})^2}{2\Lambda} \right) \right) \\
= \frac{d}{d\hat{\theta}_{s,ij}} \left( -\frac{(\hat{\theta}_{s,ij} - \hat{\theta}_{s,ij})^2}{2\Lambda} \right) a^2 \exp \left( -\frac{(\hat{\theta}_{s,ij} - \hat{\theta}_{s,ij})^2}{2\Lambda} \right) \\
= -\frac{\hat{\theta}_{s,ij} - \hat{\theta}_{s,ij}}{\Lambda} k \left( \hat{\theta}_{s,ij}, \hat{\theta}_{s,ij} \right)
\]

(50)

Recall that \( K^{ij} \triangleq \left( k \left( \hat{\theta}_{s,ij}, \hat{\theta}_{s,ij} \right), \cdots, k \left( \hat{\theta}_{s,ij}, \hat{\theta}_{s,ij2} \right) \right) \), as introduced in Equation (45), then it can be written that

\[
\frac{dK^{ij}}{d\hat{\theta}_{s,ij}} = \left( \begin{array}{c}
-\frac{\hat{\theta}_{s,ij} - \hat{\theta}_{s,ij1}}{\Lambda} k \left( \hat{\theta}_{s,ij}, \hat{\theta}_{s,ij1} \right)
\vdots
-\frac{\hat{\theta}_{s,ij} - \hat{\theta}_{s,ij2}}{\Lambda} k \left( \hat{\theta}_{s,ij}, \hat{\theta}_{s,ij2} \right)
\end{array} \right)^T
\]

(51)

and the slope of the posterior mean is written as

\[
\frac{dy}{d\hat{\theta}_{s,ij}} = \frac{dK^{ij}}{d\hat{\theta}_{s,ij}} (K^i + R^i)^{-1} \left( \lambda_i^j - m^i \right)
\]

\[
= -\frac{1}{\lambda} \left( \begin{array}{c}
\left( \hat{\theta}_{s,ij} - \hat{\theta}_{s,ij1} \right) k \left( \hat{\theta}_{s,ij}, \hat{\theta}_{s,ij1} \right) \\
\vdots
\left( \hat{\theta}_{s,ij} - \hat{\theta}_{s,ij2} \right) k \left( \hat{\theta}_{s,ij}, \hat{\theta}_{s,ij2} \right)
\end{array} \right)^T (K^i + R^i)^{-1} \left( \lambda_i^j - m^i \right)
\]

(52)

Define \( \tilde{\theta}_{s,ij} \triangleq \left( \hat{\theta}_{s,ij} - \hat{\theta}_{s,ij1}, \cdots, \hat{\theta}_{s,ij} - \hat{\theta}_{s,ij2} \right)^T \), then Equation (52) can be rewritten as

\[
\frac{dy}{d\hat{\theta}_{s,ij}} = -\frac{1}{\lambda} \left( \tilde{\theta}_{s,ij}^T \right)^T \left( K^{ij} \right)^T \odot \left( K^i + R^i \right)^{-1} \left( \lambda_i^j - m^i \right)
\]

(53)

where \( \odot \) represents an element-wise product. In this regard, it is able to estimate the derivative of the posterior mean of a Gaussian process model. In other words, for an arbitrary input look angle \( \hat{\theta}_{s,ij} \), its corresponding radome slope \( \hat{\rho}_{\theta,j} \) is estimated as

\[
\hat{\rho}_{\theta,j} \triangleq \frac{dy}{d\hat{\theta}_{s,ij}} = -\frac{1}{\lambda} \left( \tilde{\theta}_{s,ij}^T \right)^T \left( K^{ij} \right)^T \odot \left( K^i + R^i \right)^{-1} \left( \lambda_i^j - m^i \right)
\]

(54)

in which \( j \) denotes the \( j \)-th time step, \( \tilde{\theta}_{s,ij} \triangleq \left( \hat{\theta}_{s,ij} - \hat{\theta}_{s,ij1}, \cdots, \hat{\theta}_{s,ij} - \hat{\theta}_{s,ij2} \right)^T \), \( i_1 \) and \( i_2 \) are set up according to different implementation schemes.

### 3.3. Implementation of the LOS Angular Rate Corrector

This section deals with algorithm implementation for LOS angular rate correction in the guidance loop, in which the estimated radome slope obtained from Equation (54) is used to correct the contaminated LOS angular rate \( \hat{\lambda}_{ME} \), such that the radar seeker provides
precise measurement information for guidance law generation in real time. To this end, the form of the LOS angular rate corrector is constructed as follows

\[ \dot{\lambda}_{\text{corr},k} = \frac{1}{1 + \hat{\rho}_{\theta,k}} \dot{\lambda}_{\text{ME},k} + \frac{\hat{\rho}_{\theta,k}}{1 + \hat{\rho}_{\theta,k}} \dot{\theta}_{M,k} \]  

(55)

in which \( \hat{\rho}_{\theta,k} \) denotes the estimated radome slope calculated via Gaussian process regression, \( \dot{\lambda}_{\text{ME},k} \) represents the contaminated LOS angular rate and \( \dot{\theta}_{M,k} \) denotes the estimated pitch angular rate of the missile. Note that according to Equation (5), the contaminated LOS angular rate is able to be expressed as

\[ \hat{\lambda}_{\text{ME},k} = \dot{\lambda}_k + \rho_{\theta,k} \times \left( \lambda_k - \dot{\theta}_{M,k} \right) \]  

(56)

By substituting Equation (56) into Equation (55), we obtain

\[ \dot{\lambda}_{\text{corr},k} = \frac{1}{1 + \hat{\rho}_{\theta,k}} \dot{\lambda}_k + \frac{\hat{\rho}_{\theta,k}}{1 + \hat{\rho}_{\theta,k}} \left( \lambda_k - \dot{\theta}_{M,k} \right) \]  

(57)

In this regard, it can be observed from Equation (57) that if \( \hat{\rho}_{\theta,k} \approx 0 \), which means that the LOS angular rate corrector is not activated, then the value of \( \dot{\lambda}_{\text{corr},k} \) becomes

\[ \dot{\lambda}_{\text{corr},k} = \dot{\lambda}_k + \rho_{\theta,k} \left( \lambda_k - \dot{\theta}_{M,k} \right) \]  

(58)

and this result is identical to \( \dot{\lambda}_{\text{ME},k} \), namely the contaminated LOS angular rate given in Equation (56). Furthermore, consider that the estimation result of the radome slope via Gaussian process regression is accurate, namely \( \rho_{\theta,k} - \hat{\rho}_{\theta,k} \approx 0 \), then the value of \( \dot{\lambda}_{\text{corr},k} \) becomes \( \dot{\lambda}_{\text{corr},k} \approx \dot{\lambda}_k \), which means that the proposed LOS angular rate corrector formed in Equation (55) is able to output the true LOS angular rate \( \dot{\lambda}_k \) by using the estimated radome slope \( \rho_{\theta,k} \) to eliminate the radome refraction effect. Note that the angle of attack is assumed to be negligible during terminal homing guidance [4]; thus, \( \dot{\theta}_{M} \) is able to be approximated with \( \dot{\gamma}_M \) and we obtain

\[ \dot{\lambda}_{\text{corr},k} = \frac{1}{1 + \hat{\rho}_{\theta,k}} \dot{\lambda}_{\text{ME},k} + \frac{\hat{\rho}_{\theta,k}}{1 + \hat{\rho}_{\theta,k}} \dot{\gamma}_M, \]  

(59)

in which \( u_k \triangleq A_{M,k} \). As a result, the LOS angular rate corrector is implemented in discrete domain via Equation (59), in which the guidance information is obtained from the IMM filter and the radome slope is estimated via Gaussian process regression. In summary, a block diagram is presented to illustrate the proposed LOS angular rate corrector in Figure 7 and the corresponding pseudo code is summarized in Algorithm 1, as follows:

**Algorithm 1:** Pseudo code for the proposed LOS angular rate corrector at the kth time step.

**Inputs:** the contaminated LOS angle \( \dot{\lambda}_{\text{ME},k} \), the contaminated LOS angular rate \( \dot{\lambda}_{\text{ME},k} \)

1. calculate the estimated LOS angle \( \hat{\lambda}_{s,k} \) and the estimated flight path angle \( \dot{\gamma}_{M,k} \) via Equation (31)
2. calculate the estimated radome error \( \hat{\lambda}_{s,k} \) via Equation (32)
3. calculate the estimated look angle \( \hat{\theta}_{s,k} \) via Equation (33)
4. calculate the estimated radome slope \( \hat{\rho}_{\theta,k} \) via Equation (54)
5. calculate the corrected LOS angular rate \( \dot{\lambda}_{\text{corr},k} \) via Equation (59)

**Output:** the corrected LOS angular rate \( \dot{\lambda}_{\text{corr},k} \)
the contaminated LOS angular rate. As a result, the LOS angular rate corrector is implemented in discrete

Figure 7. A block diagram of the proposed LOS angular rate corrector.

4. Simulation

In this section, simulations are conducted to evaluate the proposed radome slope estimation and compensation method. First of all, the filtering accuracy of the IMM estimator is verified by conducting extensive simulations. Second, test cases are designed to evaluate the estimation accuracy of the unknown radome slope via Gaussian process regression. In the end, the effectiveness of the LOS angular rate corrector is verified in the guidance loop. The results of all the simulations are obtained via MATLAB R2021b in a PC with a CPU Intel Core i9 3.30 GHz and RAM of 64 GB. In the following simulation studies, the initial values of the missile and target states are given as

\[
(X_M, Y_M, V_{Mx}, V_{My}) = (0 \text{ m, } 0 \text{ m}, 500 \text{ m/s, } 0 \text{ m/s})
\]

\[
(X_T, Y_T, V_{Tx}, V_{Ty}) = (10^4 \text{ m, } 10^3 \text{ m/s, } 0 \text{ m/s})
\]

(60)

where \((X_M, Y_M), (X_T, Y_T)\) denote initial positions of the missile and target, respectively. \((V_{Mx}, V_{My})\) and \((V_{Tx}, V_{Ty})\) denote the velocities of the missile as well as the target, in which the target is assumed to be stationary. In accordance with Equation (60), the initial state vector \(x(0)\) for the dynamic model in Equation (10) is given as

\[
x(0) = (\lambda(0), R(0), \gamma_M(0)) \text{ rad, } 10, 050 \text{ m, } 0 \text{ rad}
\]

(61)

and the corresponding model parameters are given as

\[
\{V_M, N, \rho_\theta, \tau, T_s\} = \{500 \text{ m/s, } 4, 0.025^\circ /\text{s, } 0.1 \text{ s, } 1 \text{ s}\}
\]

(62)

For the IMM estimator, the step size of the discretized model is considered as \(\Delta t = 1 \text{ ms}\) and the transition probability matrix \(\pi\) of the Markovian chain is taken as

\[
\pi = \begin{pmatrix}
0.9 & 0.05 & 0.05 \\
0.05 & 0.9 & 0.05 \\
0.05 & 0.05 & 0.9
\end{pmatrix}
\]

(63)

In addition, the covariance \(Q\) of the process noise \(w_k\) is given as

\[
Q = \begin{pmatrix}
1.7453^2 \times 10^{-10} \text{ rad}^2 & 0 & 0 \\
0 & 500 \text{ m}^2 & 0 \\
0 & 0 & 1.7453^2 \times 10^{-10} \text{ rad}^2
\end{pmatrix}
\]

(64)
As shown in Figures 8–10, the trajectories of the real system formed with Equation (10) and corresponding filtering results from the IMM estimator are presented. It can be seen from these figures that by applying the IMM estimator, while the estimation errors are relatively large at the early stage, they are gradually decreased and bounded in steady state as the missile moves close to the target. Furthermore, note that the estimated look angle and radome error are calculated according to Equations (32) and (33) by using the filtering results from the IMM estimator as well as the measurements from the seeker. It is observed from Figures 11 and 12 that the deviations in these estimates from their true values gradually decreased over time, which suggests that the IMM estimator provides a satisfactory estimation result with respect to the guidance information. In this regard, it is able to investigate the correlation between the actual radome error and look angles by using the mapping pairs of the estimation result obtained from the IMM estimator as training data.

![Figure 8. Trajectory of the LOS angle and corresponding estimates.](image1)

![Figure 9. Trajectory of the relative distance and corresponding estimates.](image2)

Next, the performance of the proposed GPR-based method introduced in Section 3.2 is evaluated for online radome slope estimation in the homing guidance loop. In detail, it considers that the training data used for regression are configured to be from the starting time step to the current time step. In another word, it supposes that the mapping pairs used for regression are given as \( \{(\hat{\theta}_{s,i,j}, \hat{\lambda}_{r,i,j})\}_{i=1}^{k} \) at time step \( k \). Furthermore, the proposed GPR-based radome slope estimation method is compared with related works [4,38], in which the unknown radome slope is considered as system state and estimated directly via extended Kalman filter (EKF) and in another work the unknown radome slope is modeled to be system parameter and obtained as a weighted sum by using the IMM estimator. It can be seen from Figure 13 that the estimation accuracy of the proposed GPR-based method is
superior to EKF and IMM for radome slope estimation, as its estimation result is mostly close to the true value, in which the actual radome slope $\rho_0 = 0.025$.

Figure 10. Trajectory of the flight path angle and corresponding estimates.

Figure 11. Trajectory of the look angle and corresponding estimates.

Figure 12. Trajectory of the radome error and corresponding estimates.

After that, simulations are carried out to evaluate the effectiveness of the LOS angular rate corrector proposed in Section 3.3, in which the estimated radome slope obtained via GPR is utilized in the guidance loop for compensation. For the implementation of the LOS angular rate corrector, a flowchart is presented in Figure 14, according to Equation (59). Firstly, the deviation between the contaminated LOS angular rate $\hat{\lambda}_{ME}$ and the true LOS angular rate $\hat{\lambda}$, i.e., $\hat{\lambda}_{ME} - \hat{\lambda}$, is calculated and presented in Figure 15 by varying the
value of the radome slope \( \rho_\theta \). It can be observed from this figure that the existence of the radome slope induces the missile seeker to generate a contaminated measurement. The value of \( \lambda_{ME} - \hat{\lambda} \) is negative when \( \rho_\theta > 0 \) and the absolute value of it becomes larger with an increase of \( \rho_\theta \). In addition, the value of \( \hat{\lambda}_{ME} - \hat{\lambda} \) becomes positive when \( \rho_\theta < 0 \). For the reason that this deviation is nonnegligible, as the measurement from the missile seeker determines the value of the guidance command, it is necessary to correct the contaminated LOS angular rate \( \hat{\lambda}_{ME} \) by using the estimated radome slope \( \hat{\rho}_\theta \). Secondly, the estimation error of the radome slope, namely \( \hat{\rho}_\theta - \rho_\theta \), is shown in Figure 16 by varying the value of the true radome slope. It can be seen from this figure that the GPR-based estimation method proposed in this work is effective as the estimation errors converge to zero in different cases. Lastly, the deviation between the corrected LOS angular rate \( \hat{\lambda}_{corr} \) and the true LOS angular rate \( \hat{\lambda} \), i.e., \( \hat{\lambda}_{corr} - \hat{\lambda} \), is given in Figure 17. By comparing Figures 15 and 17, it can be observed that the measurement error induced by radome refraction is alleviated with the help of the proposed LOS angular rate corrector, in which the values of \( \hat{\lambda}_{corr} - \hat{\lambda} \) are bounded in \([-0.005 \text{ deg/s}, 0.005 \text{ deg/s}] \) when \( t \geq 2 \text{ s} \), while at the same time, the values of \( \hat{\lambda}_{ME} - \hat{\lambda} \) are apparently larger.

Figure 13. Estimation of radome slope via extended Kalman filter (EKF), interacting multiple-model (IMM) estimator and the proposed Gaussian process regression (GPR)-based method.

Figure 14. Flowchart of the proposed LOS angular rate corrector.
In the end, the terminal miss distance distributions of PNG with LOS angular rate correction are presented in Figure 18a–d, in which the value of the true radome slope varies from −0.015 to 0.045. The simulation results are obtained from 500 Monte-Carlo simulation runs for each case and the miss distance is calculated as follows

\[
\Delta X \triangleq \left| R(t_f) \cos \left( \lambda(t_f) \right) \right| \\
\Delta Y \triangleq \left| R(t_f) \sin \left( \lambda(t_f) \right) \right|
\]  

(65)

in which \(t_f = 20 \text{ s}\) represents the terminal time. The corresponding statistical results of the terminal miss distance for PNG with LOS angular rate correction are summarized in Table 1, in which the mean values are used for comparison with the miss distance of PNG without correction. From this table, it can be observed that by using LOS angular rate...
correction, it provides smaller terminal miss distance in different cases; thus, the radome slope estimation and compensation method proposed in this paper provides a promising way to handle the issue of radome refraction for homing guidance.

![Terminal miss distance distribution](image)

**Figure 18.** Terminal miss distance distribution for PNG with LOS angular rate correction. (a) $\rho_{\theta} = 0.025$, (b) $\rho_{\theta} = 0.035$, (c) $\rho_{\theta} = 0.045$, (d) $\rho_{\theta} = -0.015$.

### Table 1. Comparison of terminal miss distance for PNG with/without LOS angular rate correction.

<table>
<thead>
<tr>
<th>Miss Distance (m)</th>
<th>$\rho_{\theta} = -0.015$</th>
<th>$\rho_{\theta} = 0.025$</th>
<th>$\rho_{\theta} = 0.035$</th>
<th>$\rho_{\theta} = 0.045$</th>
</tr>
</thead>
<tbody>
<tr>
<td>PNG with correction</td>
<td>3.7803</td>
<td>3.1675</td>
<td>3.3914</td>
<td>3.5661</td>
</tr>
<tr>
<td>PNG without correction</td>
<td>6.8718</td>
<td>6.1265</td>
<td>6.4267</td>
<td>6.7251</td>
</tr>
</tbody>
</table>

5. Conclusions

This paper shows that the radome slope can be estimated by using statistical learning techniques along with adaptive filtering methods. The poorly observable issue of estimating the unknown radome slope is overcome by reconstructing the mapping relationship between the look angle and radome error based on the estimated guidance information; thus, the radome slope is estimated by calculating the derivative of the mapping function represented with Gaussian process models. An LOS angular rate corrector is designed by using the estimated radome slope to calibrate the contaminated measurement information due to radome refraction. Simulation results verify that the proposed estimation method can reconstruct the radome slope accurately and improve the guidance performance effectively. Future works include extension of the proposed radome slope estimation method to
three-dimensional scenarios, in which collaborative multi-output Gaussian processes will be discussed.
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