Integrated Guidance and Control for Collision Course Stabilization of Dual-Controlled Interceptors
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Abstract: We propose an integrated guidance and control law for dual-controlled interceptor dynamics controlled via tail-fin deflection and reaction jets. Because dual-controlled interceptors have two input channels in each axis, we define two error variables as the first step to derive an integrated controller. One variable is configured as a line-of-sight rate for nullifying heading errors to a target, and the other is established to allocate the control strategy for the fast response of an integrated loop. Consequently, interceptor dynamics are controlled to produce a required maneuver by the net force of the two control inputs when a large heading error occurs, thereby accelerating the control response compared with conventional control methods. After the heading error is sufficiently reduced, it is switched to a general control strategy that performs a maneuver through the lift generated by the fuselage angle of attack to prevent excessive use of the control inputs. Based on such a control strategy, the proposed integrated law is expected to exhibit enhanced homing performance compared with existing control methods that perform guidance and control in separate loops. Moreover, numerical simulations considering engagement scenarios with highly maneuverable targets are conducted to evaluate the performance of the proposed integrated guidance and control law.
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1. Introduction

General aerodynamic-driven interceptors are operated to produce a required maneuver based on attitude control by tail or canard wings [1]. Compared with the control method of canard deflection, the control method of tail-fin deflection is more effective in generating aerodynamic lift for a maneuver because tail wings can commonly be located far from the center of mass of an interceptor body. However, owing to the inherent characteristics of tail-controlled interceptors, where their aerodynamic lift generated by a tail-wing and fuselage is in opposite directions, a non-minimum phase that makes the controller design difficult arises [2–5]. In addition, at high altitudes, it is difficult for tail-wings to produce sufficient control inputs because of low dynamic pressure, which deteriorates the performance of interceptors.

To overcome such limitations of the aerodynamic-driven interceptors, propulsive actuator systems that induce jet propulsion in a direction of a required maneuver, called reaction jets, can be used together with tail-fin actuators for agile interceptors. Interceptors that perform required maneuver using aerodynamic tail-fins and reaction jets are called dual-controlled interceptors. Because reaction jets are commonly located between the center of mass and warhead in interceptor bodies, the generated propulsive force is in the same direction as the required maneuver; thus, the difficulty in designing an autopilot due to a non-minimum phase is significantly alleviated. Compared with aerodynamic-only-controlled interceptors, dual-controlled interceptors can realize a relatively fast response speed regardless of altitude.
Various studies have been conducted on dual-controlled interceptors to improve the control performance of autopilots [6–10]. The methodology presented in [6] uses a variable control structure technique based on the combination of aerodynamics and propulsive controls to achieve a high angle-of-attack (AOA) maneuver. In [7], a multiple-input multiple-output (MIMO) control system was designed to employ the blended control of aerodynamic fins and reaction jets. Using the coefficient diagram method, an autopilot was designed as the composition of feedback control via aerodynamic control and feedforward control via reaction jet control. In [8], a solution that minimizes the rate of change in control inputs was obtained by applying the standard linear quadratic regulator (LQR) to the linearized dynamics of a dual-controlled interceptor. An allocation algorithm that minimizes the use of reaction jets at the steady state was also proposed for allocation optimization. In [9], a nonlinear blending principle of reaction jets and tail-fins was established. Stable internal dynamics were ensured by controlling the pitch rate so that maneuvering acceleration is produced by the fuselage AOA. By further developing a strategy to control the pitch rate, a blending principle of tail-fins and reaction jets was established to maximize the response speed [10]. The aforementioned control methods for dual-controlled interceptors, presented in [6–10], use two control channels of inputs per axis to track the guidance command and perform additional tasks, such as attitude stabilization, optimal input allocation, and response speed maximization. In a previous study [10], a control technique that can significantly enhance the tracking performance for maneuver acceleration by actively using changes in dynamic characteristics according to the control allocation of aerodynamic fins and reaction jets was proposed. This technique, which improves the control performance based on the dynamic characteristics of dual-controlled interceptors, could be more useful when a guidance loop is integrated. Therefore, in this study, we enhance the interception accuracy by expanding such a technique to an integrated guidance and control loop.

Conventional autopilot algorithms for interceptor operation are generally configured with separate loops for guidance and flight control; the latter tracks the desired acceleration command produced by the former. This approach of separated design has the obvious advantages of facilitating the design of each loop and easy practical implementation. However, because there is a time delay between the separated loops, rapid changes in system states could cause instability in the entire loop. Although several studies have considered incorporating the flight control loop into the guidance loop by considering autopilot dynamics as a simple time delay system [11,12], this solution is inadequate because of unexpected changes in state variables that are not considered.

To address such issues completely, it is necessary to integrate guidance and control loops considering all state variables. An integrated design for the guidance and flight control loops using all variables can have various benefits, such as improving the stability of the entire loop. The integrated controllers presented in [13,14] are designed to regulate the zero-effort miss, which denotes the expected miss distance if two players no longer perform normal maneuvers, using the sliding mode control technique. In particular, the integrated method reported in a previous study [14] was developed to be applicable to dual-controlled interceptors controlled by two aerodynamic surfaces: canard and tail controls. Numerical computation approaches such as the state-dependent Riccati equation methodology and strength Pareto evolutionary algorithm have also been employed to develop integrated control loops [15,16]. These approaches involve obtaining optimal solutions using numerical algorithms. In [17], an adaptive nonsingular terminal sliding mode control method was developed for a class of nonlinear systems that consider disturbances and uncertainties. By guaranteeing finite-time convergence, the proposed method was incorporated into the design of an integrated guidance and control loop. In [18], output tracking continuous-time predictive control was employed to design an integrated autopilot guidance loop. In [19], an integrated guidance and control loop structure was developed for tail-controlled interceptors. The structure is similar to the conventional three-loop configuration used for various tail-controlled flight systems.
Notably, the integrated controller presented in [14] was designed for dual-controlled interceptor dynamics. Using an additional degree of freedom in control inputs, the AOA and tail-fin contributions to pitch moment were reduced by properly defining a sliding manifold. However, the integrated controller was designed for only aerodynamic-driven interceptors controlled by tail-fins and canards, so it may not apply to dual-controlled interceptors involving reaction jets. Further, it was not designed so that the degree of freedom, which is added to the control loop, directly contributes to the guidance performance; thus, a definite performance improvement by loop integration may not be guaranteed.

In this study, we propose an integrated guidance and control law for dual-controlled interceptor dynamics controlled by aerodynamic tail-fins and reaction jets. As the first step to designing an integrated controller, two error variables are established: one variable is defined as the line-of-sight (LOS) rate for homing, and the other is configured to allocate the fast response control strategy of the integrated loop. A sliding mode control is adopted to regulate the error variables to build a controller robust to disturbances and uncertainties. As a result, the integrated autopilot makes interceptors generate a required maneuver by the net force of two control inputs when the heading error is large, which increases the response speed compared with conventional controllers. After the heading error is sufficiently reduced, it transitions to a general strategy that maneuvers through aerodynamic lifts to avoid excessive use of the control inputs. Using such a control strategy, the proposed integrated controller should exhibit enhanced homing performance compared with conventional separated loop-based methods. This transition strategy is motivated by previous studies: [10,20]. In particular, this study is based on the transition control concept introduced in [10] and includes demonstrative results compared with investigations in [20].

The remainder of this article is organized as follows. In Section 2, the engagement kinematics and interceptor dynamics are formulated as the groundwork for developing an integrated controller. In Section 3, an integrated controller for guidance and autopilot loops is proposed based on a control structure that shifts strategies according to heading errors. The performance of the proposed controller is assessed via numerical simulations in Section 4, and concluding remarks are presented in Section 5.

2. Problem Statement

In this section, engagement kinematics and an interceptor configuration are formulated as the groundwork to develop an integrated controller. The engagement is assumed to be conducted in a two-dimensional plane, and the interceptor configuration is treated as the longitudinal dynamics of an interceptor that uses a tail-fin deflection and reaction jet. Then, both dynamics are combined without linearization to derive an integrated guidance and control.

2.1. Engagement Kinematics

Consider a planar engagement geometry in which the interceptor, I, pursues a maneuvering target, T (Figure 1). Each player moves at a speed of \( V_I \) and performs maneuvers with a normal acceleration of \( a_I \). The relative range and LOS angle between both players are represented by \( r \) and \( \lambda \), respectively. Thus, the engagement kinematics are expressed as the following system of nonlinear differential equations:

\[
\dot{r} = V_T \cos(\gamma_T - \lambda) - V_I \cos(\gamma_I - \lambda) \\
\dot{r}\lambda = V_T \sin(\gamma_T - \lambda) - V_I \sin(\gamma_I - \lambda)
\]

where \( \gamma_I \) and \( \gamma_T \) denote the flight path angles of the interceptor and target, respectively. They are governed by the normal acceleration of each one as follows:

\[
\dot{\gamma}_I = \frac{a_I}{V_I}, \quad \dot{\gamma}_T = \frac{a_T}{V_T}
\]
Subscripts $I$ and $T$ denote the interceptor and target, respectively. In the end game, the engagement is terminated when the closing velocity $\dot{r}$ is greater than or equal to zero; that is, $\dot{r}$ is assumed to be negative during the end game.

![Figure 1. Two-dimensional engagement geometry for a maneuvering target.](image)

### 2.2. Interceptor Dynamics

An interceptor model in the longitudinal plane is assumed to be controlled by two inputs: the tail-fin and reaction jet. The short-period equations of the longitudinal interceptor dynamics are given by

\[
\dot{\alpha} = q + \frac{a_z \cos \alpha + g \cos \gamma_I}{V_I} \\
\dot{q} = \frac{M_y}{I_{yy}} \\
\dot{\gamma}_I = -\frac{1}{mV_I} \left\{ QS(C_{z_a} \alpha + C_{z_\delta} \delta_z) + \frac{1}{mV_I} T_z \right\} \cos \alpha - \frac{g}{V_I} \cos \gamma_I
\]

where $\alpha$, $q$, $a_z$, $M_y$, $\delta_z$, and $T_z$ denote the AOA, pitch rate, $z$-axis acceleration, net moment with respect to the $y$ axis, tail-fin deflection, and reaction jet thrust, respectively. $V_I$, $Q$, $m$, $S$, $d$, $I_{yy}$, and $l_I$ denote the speed, dynamic pressure, mass, reference area, reference length, moment of inertia with respect to the pitch axis, and length between the reaction jet and interceptor center of mass, respectively. $C_{z_a}$ and $C_{z_\delta}$ denote the aerodynamic derivatives of the $z$-axis force with respect to the AOA and tail-fin deflection, respectively, and $C_{m_\alpha}$, $C_{m_q}$, and $C_{m_\delta}$ denote the pitch moment derivatives with respect to the AOA, pitch rate, and tail-fin deflection, respectively. The aerodynamic coefficients are assumed to be variables determined according to various flight conditions, such as altitude and Mach number.

### 2.3. Integrated Dynamics

The engagement kinematics and interceptor dynamics, defined as (1)–(5), can be integrated by the angular relation $\theta = \alpha + \gamma_I$, where $\theta$ denotes the Euler angle for the pitch axis. Because $\theta$ has the dynamics of $\dot{\theta} = q$ in the longitudinal plane, we can rewrite the equations for $\gamma_I$ in (3) as follows:

\[
\dot{\gamma}_I = -\frac{1}{mV_I} \left\{ QS(C_{z_a} \alpha + C_{z_\delta} \delta_z) + T_z \right\} \cos \alpha - \frac{g}{V_I} \cos \gamma_I.
\]
Additionally, most target-pursuing guidance laws adopt a strategy of making $\dot{\lambda}$ converge to zero to achieve a collision course for the designated target. As such, we combine (2) and (6) to derive the equations for $\dot{\lambda}$ as follows:

$$r\ddot{\lambda} = -2r\dot{\lambda} + \left\{ \frac{QS(C_{z_a}\alpha + C_{z_2}\delta_2) + T_z}{m} \cos \alpha + g \cos \gamma_l \right\} \cos(\gamma_l - \lambda) + a_T \cos(\gamma_T - \lambda)$$

Combining (2)–(7), we have the integrated equations for the engagement kinematics and interceptor dynamics as follows:

$$\dot{x} = f + Gu + \Delta f$$

The state and input vectors, $x$ and $u$, respectively, are defined as follows:

$$x = [\lambda \quad \dot{\lambda} \quad \alpha \quad q]^T, \quad u = [\delta_2 \quad T_z]^T$$

and the system vector $f$, matrix $G$, and disturbance term $\Delta f$ are given by

$$f = \begin{bmatrix} -2r\dot{\lambda}/r + QSC_{z_a}\alpha \cos \alpha \cos(\gamma_l - \lambda)/mr + g \cos \gamma_l \cos(\gamma_l - \lambda)/r \\ q + QSC_{z_a}\alpha/mV_l + g \cos \gamma_l/V_l \\ QSd \left\{ C_{m_\alpha} + C_{m_q}(d/2V_l)q \right\} / I_{yy} \end{bmatrix}, \quad G = \begin{bmatrix} 0 & 0 \\ QSC_{z_2}/mV_l & \cos \alpha \cos(\gamma_l - \lambda)/mr \\ QSdC_{m_i}/I_{yy} & 1/mV_l \\ 0 & -l_t/l_{yy} \end{bmatrix}, \quad \Delta f = \begin{bmatrix} 0 \\ a_T \cos(\gamma_T - \lambda)/r \\ \Delta \alpha \\ \Delta q \end{bmatrix}$$

where $\Delta \alpha$ and $\Delta q$ denote the modeling errors arising from aerodynamic uncertainties, unexpected disturbances, etc.

### 3. Integration of Guidance and Autopilot Loops

In this section, we propose an integrated controller based on the combined dynamics presented in (8)–(10). Sliding manifolds for satisfying realistic requirements are defined in Section 3.1, and the integrated controller is established so that the sliding manifolds are achieved in Section 3.2.

#### 3.1. Sliding Manifolds

Dual-controlled interceptor dynamics have two degrees of freedom for control in each axis, indicating that two sliding manifolds can be achieved by applying the sliding mode control method. The first sliding manifold is defined so that the target interception is satisfied. During the general one-on-one engagement scenario, the interceptor can satisfy the requirement of the collision course against a target if the relative velocity component perpendicular to the LOS becomes zero. Because the component perpendicular to the LOS is defined as $V_{\lambda} \triangleq r\dot{\lambda}$, we set the first sliding manifold as follows:

$$s_1 = \dot{\lambda}$$

In general pursuit-evasion problems for simple mass points, it is sufficient to achieve target interception if an interceptor is controlled to achieve the manifold of $s_1 = 0$. However, in realistic applications, the accomplishment of $s_1 = 0$ is insufficient for ensuring stable target interception because the interceptor attitude is not guaranteed to be stabilized.

To address this issue, we establish the second sliding manifold as follows:

$$s_2 = q + K_P \alpha + K_i \int e_q \, d\tau$$
where the pitch rate error $e_q$ is given by

$$e_q = q - q_c$$  \hspace{1cm} (13)$$

and $K_p$ and $K_i$ denote the control gains selected as constant values. $q_c$ denotes the expected pitch rate for the interceptor on a collision course, which is given by

$$q_c = -\frac{mV_l}{QSC_{z\alpha}}\dot{\gamma}_k + \dot{\gamma}_k$$  \hspace{1cm} (14)$$

where $\gamma_{Mc}$ denotes the expected flight path angle for the interceptor on a collision course. It is given by

$$\gamma_{Mc} = \sin^{-1}\left\{\rho \sin(\gamma_T - \lambda)\right\} + \lambda$$  \hspace{1cm} (15)$$

for a speed ratio of $\rho = V_T / V_l$.

The second manifold, defined as (12), is designed based on the force and moment blending control scheme, called transition control, presented in a previous study [10]. However, unlike the previous study that sets up manifolds only for the control loop, we revise the second manifold considering the entire guidance and control loops. The expected performance of the sliding manifold of (12) can be identified as follows.

**Lemma 1.** If an interceptor on a collision course produces a required maneuver only by the aerodynamic lift of the fuselage, the pitch attitude is expected to be governed by the rate of $q_c$ in (14).

**Proof.** The satisfaction of a collision course of an interceptor for a designated target makes the LOS rate $\dot{\lambda}$ converge to zero and, from (2), it is derived that the flight path angle satisfies (15). Additionally, using (4) and (6), it can be derived that an interceptor driven only by the lift of the fuselage has a flight path angle and an AOA governed by

$$\dot{\gamma}_l = -\frac{1}{mV_l}\left\{QS(C_{z\alpha} + C_{z\delta}) + T_z\right\}\cos \alpha - \frac{g \cos \gamma_l}{V_l}$$

$$= -\frac{QS}{mV_l}C_{z\alpha}\cos \alpha - \frac{g \cos \gamma_l}{V_l}$$  \hspace{1cm} (16)$$

and

$$\dot{\alpha} = q + \left\{\frac{QS}{mV_l}(C_{z\alpha} + C_{z\delta}) + \frac{1}{mV_l}T_z\right\}\cos \alpha + \frac{g \cos \gamma_l}{V_l}$$

$$= q + \frac{QS}{mV_l}C_{z\alpha}\cos \alpha + \frac{g \cos \gamma_l}{V_l}$$  \hspace{1cm} (17)$$

respectively, since the net force of the control inputs, $QSC_{z\delta} + T_z$, is assumed to be zero in this maneuvering situation. Combining (15)–(17), we obtain the expression for the expected pitch rate on a collision course as (14). \hfill \Box

**Proposition 1.** Immediately after $s_2 = 0$ is satisfied, the interceptor generates the required maneuver by the net force of the tail-fin deflection and reaction jet. Thereafter, as the integral term in (12) increases, the interceptor generates the maneuver by the fuselage lift.

**Proof.** Because the integral term $\int e_q \, d\tau$ in (12) is negligible in the early stage of homing, the satisfaction of $s_2 = 0$ leads to $q + K_p\alpha \approx 0$, which can be rewritten as

$$\dot{\alpha} + K_p\alpha = \frac{a_z}{V_l}$$  \hspace{1cm} (18)$$
using (4). From (18), it can be inferred that \( K_p \) with a large value makes \( \alpha \) converge close to zero; that is, the interceptor produces the required maneuver by the net force of the control inputs rather than aerodynamic lift by the AOA during the early stage of homing.

However, the integral term \( R e q d \tau \) becomes dominant in \( s^2 \) as homing continues, which forces \( q \) to converge to \( q_c \), defined as (14), on the sliding manifold \( s^2 \). This makes the interceptor attitude be governed by \( q_c \), which is the expected pitch rate when the interceptor on a collision course produces the required maneuver only by the aerodynamic lift of the fuselage. Therefore, Proposition 1 follows from Lemma 1.

Proposition 1 implies that the second sliding manifold \( s^2 \) makes the interceptor attempt to form a collision course by the net force of the control inputs during the early stage of homing. This method allows the net force by the tail-fin deflection and reaction jet to immediately produce the required normal acceleration without any operation of the attitude control, which can significantly enhance the response speed compared with conventional methods that generate aerodynamic lift through attitude control. However, such a net-force-based control method is practically difficult to apply for a long time because it results in excessive use of control inputs, especially reaction jets. To overcome this shortcoming, the proposed integrated controller includes the integral term of \( R e q d \tau \) in \( s^2 \), which makes the interceptor produce the required maneuver by the fuselage lift at the steady state, as verified by Proposition 1. Because a fast response is not significantly required during the steady state in which the collision course is achieved, the proposed sliding manifolds can achieve a fast response and prevent excessive use of control inputs.

3.2. Design of the Integrated Controller

In this section, an equivalent controller is designed for the integrated system on the sliding manifolds. The integrated controller is then derived based on the Lyapunov stability criterion. Taking the time derivative to the manifold variables, described in (11) and (12), we obtain

\[
\dot{s} = f_s + G_s u + \Delta f_s
\]

where \( s \) represent the sliding manifold vector defined as \( s = [s_1 \ s_2]^T \), and the other terms are given by

\[
f_s = \begin{bmatrix}
    f(2, 1) \\
    f(4, 1) + K_p f(3, 1) + K_e q
\end{bmatrix}, \quad
G_s = \begin{bmatrix}
    G(2, 1) & G(2, 2) \\
    G(4, 1) + K_p G(3, 1) & G(4, 2) + K_p G(3, 2)
\end{bmatrix},
\]

\[
\Delta f_s = \begin{bmatrix}
    \Delta f(2, 1) \\
    \Delta f(4, 1) + K_p \Delta f(3, 1)
\end{bmatrix}
\]

From the sliding mode dynamics given by (19), we design the sliding mode controller as follows:

\[
u = u_{eq} + u_{con}
\]

where the equivalent term \( u_{eq} \) and control command \( u_{con} \) are given by

\[
u_{eq} = -G_s^{-1} f_s,
\]

\[
u_{con} = -G_s^{-1}(Ks + \Lambda \text{sgn}(s))
\]

Gain matrices \( K \) and \( \Lambda \) are chosen to satisfy

\[
K > 0, \quad \Lambda > \max \| f_s \|_1 I
\]

where \( \| \cdot \|_p \) means the \( p \)-norm of a given vector and \( I \) denotes the identity matrix. Then, the closed-loop behavior under the control input of (22) is evaluated as follows.
Proposition 2. The sliding mode control input, presented in (22), allows the sliding mode dynamics in (19) to converge to zero in a finite time.

Proof. Let $V$ be the Lyapunov candidate function defined as $V = (s^Ts)/2$. Under the closed loop with the input of (22), the candidate function is governed by

$$
\dot{V} = -s^Tks - s^T\Lambda \text{sgn}(s) + s^T\Delta f_s
$$

Using the properties of $p$-norm, we have

$$
\dot{V} \leq -s^Tks - s^T\Lambda \text{sgn}(s) + \|s\|_1 \cdot \|\Delta f_s\|_1
$$

$$
= -s^Tks - s^T\Lambda \text{sgn}(s) + s^T(\|\Delta f_s\|_1I)\text{sgn}(s)
$$

$$
= -s^Tks - s^T(\Lambda - \|\Delta f_s\|_1I)\text{sgn}(s)
$$

Subject to the condition for gain matrices given by (24), it is inferred that there exist positive constants $\epsilon_1$ and $\epsilon_2$ such that

$$
\dot{V} \leq -s^Tks - s^T\epsilon_2 \text{sgn}(s)
$$

$$
\leq -2\epsilon_1V - \epsilon_2\sqrt{2V}
$$

The result in (27) implies that the candidate function $V$ will converge to zero in a finite time $t_s$ bounded as

$$
t_s \leq \frac{\sqrt{2}}{\epsilon_2}V^{1/2}(0)
$$

which completes the proof.

As a result, it is theoretically verified that the proposed integrated controller in (22) achieves a collision course against the target while satisfying the dynamic characteristics stated in Proposition 1.

4. Numerical Simulation

In this section, we demonstrate the performance of the proposed integrated guidance and control law through numerical simulations. In Section 4.1, we evaluate the practical validity of the proposed control method by applying the engagement scenario for maneuvering targets. In particular, we confirm whether the mechanism of generating the maneuver, theoretically proved in Proposition 1, is implemented. In Section 4.2, the proposed method is compared with a conventional separated loop-based method to assess its performance. For numerical simulations in both subsections, we use the 6DoF model similar to the study in [9]. However, unlike the model in [9], where the magnitude of the velocity vector is assumed as constant, the model used in this section considers the variation in the missile speed.

4.1. Performance Analysis

To evaluate the performance of the proposed method, we implement the integrated controller, presented in (22), into the engagement scenario against a maneuvering target. The specific settings for the initial conditions and parameters are listed in Table 1. In all simulations, the engagement is terminated as the relative range becomes less than the acceptable miss distance of $r_f = 0.1 \text{ m}$.

Figure 2a–c depict the results of the proposed law at gain settings of $K_i \in \{0, 500, 1000\}$. From Proposition 1, it is inferred that the proportion of aerodynamic lift by the fuselage AOA rather than the net force of control inputs increases when generating the required maneuver as the value of $K_i$ increases. The results illustrated in Figure 2a–c are consistent with the theoretical analysis. Although maneuvering target interception is achieved in
all cases as shown in Figure 2a, each case shows different results for the state variables and control inputs. Specifically, Figure 2b shows that the case of $K_i = 0$ achieves the convergence of $\dot{\lambda}$ faster with a smaller AOA than the other cases. This is because setting $K_i = 0$ makes the interceptor generate the required maneuver by the net force of the control inputs while minimizing the process of generating the AOA. From Figure 2c, it can also be observed that the case of $K_i = 0$ requires larger control inputs during homing than the other cases.

Table 1. Simulation parameters.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Interceptor</th>
<th>Target</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial position (km)</td>
<td>(0,0)</td>
<td>(5,0)</td>
</tr>
<tr>
<td>Initial speed (Mach)</td>
<td>2</td>
<td>1.5</td>
</tr>
<tr>
<td>Initial flight path angle (°)</td>
<td>0</td>
<td>30</td>
</tr>
<tr>
<td>Manoeuvering acceleration (g)</td>
<td>$-a_T \in {0, 10, 20} g \cdot \sin(2\pi t/10)$</td>
<td></td>
</tr>
<tr>
<td>Parameters for dynamics</td>
<td>[9]</td>
<td></td>
</tr>
</tbody>
</table>

Figure 2. Simulation results of the proposed law under various gain settings.

Meanwhile, the case of $K_i = 2000$ achieves relatively slow convergence while requiring a larger AOA during homing compared with the other cases, as shown in Figure 2b. As explained by Proposition 1, this is because the term $K_i \int e_q \, dt$ in (12) makes the interceptor produce the required maneuver by aerodynamic lift at the steady state. Moreover, Figure 2c shows that the case of $K_i = 2000$ requires fewer control inputs than the other cases.

4.2. Performance Comparison

For a more reliable evaluation, we compare the proposed integrated law with a conventional separated control method wherein the proportional navigation guidance law is combined with the feedback-linearization-based nonlinear control method, presented in [9].

Figures 3–5 illustrate the results of the separated method and the proposed integrated method against targets with various maneuvers. In all scenarios, gain $K_i$ is set to 2000. First, Figure 3a–c, where an interceptor is aimed at a non-maneuvering target, show that the LOS rate $\dot{\lambda}$ converges to zero without any oscillation for both methods because it has no disturbances in the engagement kinematics. Likewise, the other state variables and control inputs also converge to constant values before homing is terminated for both methods.

Figures 4a–c and 5a–c, where a target performs a maneuver with normal accelerations of $a_T = 10g \cdot \sin(2\pi t/10)$ and $a_T = 20g \cdot \sin(2\pi t/10)$, respectively, also show that both methods achieve target interception despite the target maneuver. However, Figures 4b and 5b show that, for the conventional method, $\dot{\lambda}$ has some oscillation during homing due to the periodical target maneuver, whereas the proposed method achieves an LOS rate convergence close to zero. As can be verified by Proposition 1, it can be inferred that the proposed method attempts to form a collision course with little time delay by
directly using the net force of control inputs, whereas the conventional method requires attitude control in which time delay is consumed to generate the required maneuver. As shown in Figures 4b and 5b, the proposed method produces less AOA than the conventional method, whereas both methods achieve maneuvering target interception, which also implies that the proposed method is less dependent on attitude control. In summary, the proposed method requires more control inputs than the conventional method, but it can more reliably form a collision course with little time delay, ensuring stable interception.

Figure 3. Simulation results for a non-maneuvering target.

Figure 4. Simulation results for a maneuvering target with $a_{max}^T = 10$ g.

Figure 5. Simulation results for a maneuvering target with $a_{max}^T = 20$ g.

5. Conclusions

In this study, we propose an integrated guidance and control law for dual-controlled interceptor dynamics controlled by aerodynamic tail-fins and reaction jets. As the first step to designing an integrated controller, two error variables are established: one variable...
is defined as the LOS rate for homing and the other is configured to allocate the control strategy for the fast response of the integrated loop. The sliding mode control is used to regulate the error variables in order to build a robust controller for disturbances and uncertainties. As a result, the integrated autopilot makes an interceptor generate a required maneuver by the net force of two control inputs when the heading error is large, which increases the response speed compared with conventional controllers. After the heading error is sufficiently reduced, it transitions to a general strategy that produces maneuver by aerodynamic lift to avoid excessive use of the control input. To verify the effectiveness of such a control strategy, we conduct numerical simulations in which highly maneuverable targets are considered, and the results demonstrate that the proposed integrated controller exhibits enhanced homing performance compared with a conventional separated loop-based method.
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