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Abstract: Accurate prediction of taxiing time is important in ensuring efficient and safe operations on the airport surface. It helps improve ground operation efficiency, reduce fuel waste, and improve carbon emissions at the airport. In actual operations, taxiing time is influenced by various factors, including a large number of categorical features. However, few previous studies have focused on selecting such features. Additionally, traditional taxiing time prediction methods are often black-box models that only provide a single prediction result; they fail to provide effective practical references for controllers. Therefore, this paper analyses the features that affect taxiing time from different data types and forms a taxi feature set consisting of nine key features. We also propose a taxiing time prediction method based on adaptive scenario matching rules. This process classifies the scenarios into multiple typical historical scenario sets and adaptively matches the current target scenario to a typical scenario set based on quantified rules. Then, based on the matching results, a pre-trained model obtained from the corresponding scenario set is used to predict the taxiing time of an aircraft in the target scenario, aiming to mitigate the impact of data heterogeneity on prediction results. Experimental results show that compared to baseline methods, the mean absolute error and root mean square error of the proposed method decreased by 4.8% and 12.6%, respectively. This method significantly reduces the fluctuations in results caused by sample heterogeneity and enhances controllers’ acceptance of prediction results from the model. It can be used to further improve auxiliary decision making systems and enhance the precise control capabilities of airport surface operations.
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1. Introduction

With the continuous increase in the volume of flights, it is necessary that we improve the operational efficiency of aviation transport airports through fine-grained allocation of resources. In large airports, the surface structure is interdependent and exhibits characteristics such as complexity, high traffic density, and environmental variability. Controllers encounter difficulties as a result of these factors, especially when dealing with high traffic flow during peak hours at airports. Currently, the Airport Collaborative Decision Making (A-CDM) system is widely used in the management of surface operations. This system encourages collaborative cooperation among multiple parties to allocate airport resources, ultimately improving the operational efficiency of airport surface. As of 2023, the A-CDM system has been implemented and used in 33 airports in Europe [1]. Variable taxi time (VTT) is of significant importance, being one of the primary indicators in surface scheduling when using the A-CDM system.
According to previous research findings [2,3], inaccurate estimation of taxi time can lead to issues of inefficient resource allocation and scheduling. Therefore, numerous scholars have conducted research on reducing aircraft taxiing delays and their resulting inefficiencies and environmental impacts [4–7]. As a result, achieving accurate prediction of taxiing time has become an important focus in airport surface research.

In recent years, machine learning methods have been widely incorporated into the field of taxi time prediction. This has improved the accuracy of taxi time prediction in current research via the increasing complexity of prediction model designs. However, traditional taxi time prediction processes are often black-box models and only provide a unique prediction result, lacking relevant historical decision making references. Their opacity hinders controllers from fully understanding the workings of the models in practical air traffic control. This opacity leads controllers to rely more on their own experience to ensure safety, thus impeding the wider adoption of related technologies. A feasible solution is the adoption of prediction models based on similar scenarios to enhance controllers’ acceptance of prediction results and reduce the impact of data heterogeneity. Such approaches have been widely used in short-term power load forecasting in the electricity domain [8–10]. These methods compare the differences between historical and sample scenarios to provide referenceable historical results for the prediction process in the sample scenario and predict the taxi time for the given sample accordingly. In this paper, a sample scenario refers to a situation faced by a departure flight before it pushes back. When applied to this taxi time prediction process, the core idea is that taxi time is closely related to the traffic and aircraft conditions of the scenario. The accuracy of taxi time prediction can be improved [11] for departure flights in sample scenarios by using multiple historical taxi data that are most similar to the current scenario to reduce the impact of data heterogeneity. Furthermore, the predicted results are more likely to be accepted by air traffic controllers because they are generated from actual similar historical scenario data, and the controllers can refer to historical experiences in similar scenario sets according to their actual needs.

Therefore, this paper proposes a taxi time prediction method based on adaptive scenario matching rules to enhance the trust of air traffic controllers in taxi time prediction results and reduce the interference in prediction results caused by data type and heterogeneity. Firstly, we use data from Pudong Airport to analyze the key features that affect taxi time from three aspects: flights, traffic, and weather. Then, clustering methods are then used to classify similar scenarios, and the results of obtained typical scenario sets are used within the adaptive matching process and taxi time prediction process. In this prediction model, the anti-interference capability of the prediction model can be improved through the classification and matching process of historical scenarios. At the same time, controllers can better understand the mechanism of taxi time generation through this prediction process and refer to historical decision making experience in similar scenarios. Finally, we compare the taxi time prediction results based on adaptive scenario matching rules with the baseline taxiing time prediction results. The experimental results demonstrate the superiority of the prediction method proposed in this paper.

The main contributions of this paper are as follows:

1. A set of features that are highly relevant to the taxi time prediction process are selected. This process fills the gap in traditional methods, which lack effective analysis methods for correlating categorical and numerical features with taxi time and each other.

2. A taxi time prediction method based on adaptive scenario matching rules is proposed, and the entity embedding method is introduced to improve the encoding form of categorical features.

3. The accuracy of the prediction method is evaluated using the dataset of Pudong Airport, and the effectiveness of the prediction method is verified.
2. Literature Review

Current research on taxi time mainly focuses on two aspects: feature selection and taxi time prediction method. Feature selection is used to select the primary factors that influence the taxiing process, while the methods for taxiing time prediction primarily focus on selecting algorithms that can achieve high-precision predictions of taxiing time.

2.1. Feature Selection

As for feature selection, taxi time is often influenced by various factors, making it challenging to estimate directly. Based on previous research findings [12–14], the main influencing factors are as follows:

(1) Aircraft condition: these features involve factors that directly impact the taxiing speed or distance of the aircraft, such as aircraft type, stand/gate, and departure runway.

(2) Traffic condition on the surface: these features involve factors that describe the level of congestion on the current airport surface, such as the number of flights being pushed back simultaneously and the estimated number of flights taxiing on the apron.

(3) Weather condition: these features involve weather conditions that directly impact the taxiing speed of the aircraft, such as thunderstorms, wind direction, and wind speed.

In previous studies, Clewlow R. et al. [12] conducted an analysis using arrival and departure data from two hub airports in the United States to select the primary factors influencing taxiing time. They found that the number of departing and landing aircraft during taxiing had a certain impact on ground taxiing time. Additionally, they introduced the influence of arriving aircraft, unlike earlier studies. Yin J. et al. [13] utilized data from Pudong Airport and proposed four indicators based on surface traffic conditions to analyze their correlation with taxiing time. They successfully achieve a taxiing time prediction process based on these indicators and obtained superior performance compared to other models. Wang X. et al. [14] ranked the importance of existing features affecting taxiing time prediction and introduced relevant features related to aircraft movement and meteorological conditions. Their results revealed that factors such as departure/arrival, distance, total turns, average speed, and the number of recent aircraft played significant roles in taxiing time prediction.

While the aforementioned studies have proposed several features and indicators for predicting taxiing time, it is apparent that the selection of key indicators has not been conducted with comprehensive consideration of aircraft features, traffic features, and meteorological features. Therefore, an effective feature selection method is urgently needed.

2.2. Taxiing Time Prediction Method

As for taxiing time prediction, various methods have been used in current research to predict taxi time. These methods can be categorized into statistical and mathematical models [15–18], fuzzy rule-based methods [19,20], and machine learning methods [21–25]. In earlier studies, statistical and mathematical models were commonly used to predict taxi time by incorporating the various influencing factors mentioned earlier. For instance, Ravizza et al. [15] introduced a multiple linear regression prediction model that considered airport structure layout and historical taxiing information, incorporating additional factors related to surface structure compared to previous research. They applied this taxi time prediction method to hub airports in Europe and the United States and compared the results, revealing that the impact of runway queue length varied among different airports, indicating that it did not play a decisive role in some airports and needed to be selected based on specific operational contexts. Lordan et al. [16] proposed a logarithmic linear regression model to predict taxi time, incorporating aircraft taxi route selection as an additional factor. Their results showed that taxi route selection was also an important factor influencing taxi time. The proposed method consistently achieved a coefficient of determination (R-squared) above 0.9. Idris et al. [17] established a queuing model based
on the length of the departure flight queue to estimate taxi time. They considered features such as runway configuration, airline/terminal, flow constraints, and departure queue length in taxi time prediction. Their results showed that the departure queue length played a decisive role in taxi time prediction. The model reduced the mean absolute error by 1 min and improved the accuracy within 5 min by 10%. Jordan et al. [18] proposed a linear regression model for taxi time prediction and derived a calculation formula for taxi time under different runway configuration conditions. In summary, all the mentioned models are essentially linear models. Although they are simple and efficient in implementation, they have limited capability to deeply explore data and overall fitting capability, so they have certain limitations. To handle uncertainty during the taxiing process, fuzzy rules have been introduced in the prediction of taxi time. Ravizza et al. [19] compared the predictive performance of fuzzy rule-based systems with other regression methods in the field of soft computing, and the results indicated that the fuzzy rule-based approach achieved superior accuracy in taxi time prediction. Chen et al. [20] proposed a multi-objective fuzzy rule-based system to quantify the uncertainty in historical aircraft taxiing data, reducing the propagation of taxi delay caused by the lack of flexibility in taxi time and path. The model controlled 81% of the data errors within three minutes. As machine learning technology continues to evolve and iterate, an increasing number of taxi time prediction models have been proposed. Balakrishna et al. [21] introduced a reinforcement learning model within the framework of stochastic dynamic programming and achieved promising prediction results after experimenting with data from Tampa International Airport (TPA). In this study, 93.7% of the average taxiing time data errors were controlled within 1.5 min. Murça et al. [22] used regression trees to predict taxi time and combined it with an optimization model to reduce delays caused by the uncertainty of departure time. This approach has been proven to effectively achieve precise control over pushback time. It reduced the total cost consumption by 4.2% compared to a deterministic model and improved the robustness of the model. Lian et al. [23] proposed a particle swarm optimization-based support vector regression algorithm to predict taxi time and achieved an accuracy rate of up to 95.52% within 5 min. The study elucidates the influence of parameter optimization methods on the performance of prediction models. Lee et al. [24] selected key features and compared the prediction accuracy for taxi time by using various machine learning methods such as linear regression, support vector machines, k-nearest neighbours, random forests, and neural network models. Diana et al. [25] compared the performance of ensemble learning algorithms, the least squares algorithm, and the regularization algorithm in the task of taxi time prediction. Their conclusion was that ensemble learning exhibited significant advantages in the prediction of taxi time, particularly the gradient boosting learning model. This finding provides valuable guidance for model selection in subsequent taxi time prediction processes.

In summary, the existing methods for taxiing time prediction primarily focus on using a black-box model for prediction. While there has been significant progress in terms of accuracy, a prediction method that can provide more historical reference information is considered to be a more effective approach in surface management.

2.3. Research Gap

We have summarized the research achievements mentioned above, and there have been considerable achievements in the research on taxi time, but there are still some deficiencies in the relevant research, including the following:

1. Current taxi time prediction features mainly focus on airport traffic characteristics and airport weather environmental features, analysing the impact of these factors on the research objective during flight taxiing. However, due to limitations on types of features, there is less consideration of the relationship between flight attributes and other features, as well as taxiing time. Therefore, a comprehensive system needs to be formed through an effective feature selection method.
Traditional taxiing time prediction heavily relies on numerical features, but there are numerous categorical features in the airport surface operations. Moreover, each categorical feature has multiple sub-features. Significant storage space and computational resources are taken up by using traditional one-hot encoding methods, the potential relationships among features are not reflected. Therefore, introducing a specific encoding method is considered an effective solution to capturing the underlying relationships between features and reducing consumption.

Current research on taxi time prediction for individual flights mostly relies on black-box models, and numerous categorical variables have impacted the stability of traditional prediction models. Therefore, a taxiing time prediction method that can provide valuable historical decision making references while enhancing the stability of prediction results is urgently needed in the current airport surface operation control process.

To address these issues, this paper constructs a comprehensive set of taxiing scenario features by summarizing and selecting multidimensional scenario features, including flight attributes, traffic and environmental features. A taxiing time prediction method based on adaptive scenario matching rules is proposed to predict the taxi time for departure flights. Moreover, because of the abundance of categorical features, the paper optimizes the processing of all categorical features with the entity embedding method. This prediction method aims to provide theoretical support and reference for accurate perception of taxiing scenarios and refinement of surface operations and control.

3. Data
3.1. Data Description

This study adapts actual operational scenario data from Shanghai Pudong Airport (ZSPD), one of China’s three major hub composite airports, for scenario classification matching and prediction. As shown in Figure 1, Pudong Airport currently has four runways: 16L/34R, 16R/34L, 17L/35R, and 17R/35L. Among them, runways 16R/34L and 17L/35R are typically used for departures. The data sources include surface activity data and airport meteorological information obtained from the Civil Aviation Administration of China and the Meteorological Aerodrome Report (METAR), respectively. This study selected all flight operation data (42,079 departures and 42,039 arrivals, totalling 84,118 records) and corresponding weather conditions at Shanghai Pudong Airport from 1 May to 30 June 2019.

![Figure 1. Runway and taxiway structure at Pudong Airport.](image)
3.2. Data Preprocessing

The flight data in this paper mainly come from the Airport Collaborative Decision Making (A-CDM) system of Pudong airport, where there are some outliers and missing values. Therefore, an upward filling method is used for flights with missing data such as runway numbers. All data with taxiing time less than 0 and exceeding three times the standard deviation are removed, and all numerical features are standardized. As a result, there are 35,037 remaining departure flights.

4. Methodology

In this paper, the K-prototype clustering method is adopted to classify and form typical scenario sets. Subsequently, two adaptive matching methods for scenarios are proposed based on the result of scenario classification. Additionally, the matched target scenario data will then be combined with the pre-trained taxiing time prediction models corresponding to their respective scenario sets. The above processes constitute a taxiing time prediction method based on adaptive scenario matching rules. The process is illustrated in Figure 2.

4.1. Taxiing Scenario Feature Set Construction

Before determining the scenario classification method and constructing the adaptive matching and prediction process, it is necessary to comprehensively analyze and extract the key factors that affect the taxaing time of departure flights. In order to quantitatively analyze the potential influencing factors, this paper establishes a taxiing scenario feature set based on existing research and the actual operational patterns during the taxiing process for departures. This feature set is based on three aspects: inherent aircraft condition (IAC) features, surface operation environmental (SOE) features, and weather environmental (WET) features.

4.1.1. Inherent Aircraft Condition (IAC) Features

Inherent aircraft condition features refer to the characteristics determined by the flight’s aircraft type and its location. These features include flight number, airline, aircraft
type, stand/gate and others. In this study, a total of 15 common features are introduced, namely flight number \((C_1)\), flight mission \((C_2)\), aircraft type \((C_3)\), airline \((C_4)\), departure runway \((C_5)\), destination airport \((C_6)\), runway gate group \((C_7)\), stand/gate \((C_8)\), stand/gate type \((C_9)\), apron \((C_{10})\), engine type \((C_{11})\), flow control status \((C_{12})\), day \((C_{13})\), hour \((C_{14})\), and minute \((C_{15})\). It should be noted that all 15 features are categorical and require additional processing before model training. Due to the lack of taxiing trajectory data, it is considered that aircraft usually select one of several fixed taxiing routes, so this study uses the pairing of runway and parking position to reflect the taxiing distance.

4.1.2. Surface Operation Environmental (SOE) Features

SOE features refer to the estimated traffic situation characteristics during the taxiing process of departure aircraft. These features primarily reflect the potential interactions between the target departure aircraft and other departure or arrival aircraft. Based on the author’s previous research on airport surface movement [13], eight traffic features based on spatiotemporal network topology structures were used. These features comprehensively consider the relationships between departure or arrival flights, as shown in Figure 3. In the figure, the behaviour of flights between the runway and stand/gate and the relationships between aircraft are visualized. \(D_{of}\) represents the target departure aircraft, \(A_{o}\) represents an arrival aircraft, and \(D_{d}\) represents other departure aircraft. In the subsequent description, we will use this image to provide examples of the calculation methods for each indicator to facilitate understanding. It should be noted that the figure is for illustrative purposes only, representing the possible relationships between flights, and the actual taxiing pattern is not unique.

(1) The Scenario Instantaneous Flow Index (SIFI) represents the number of arriving or departure aircraft taxiing on the field when the target aircraft is going to push back. Specifically, \(SIFI_1 (T_i^d)\) indicates the number of departure aircraft taxiing, while \(SIFI_2 (T_i^a)\) indicates the number of arrival aircraft taxiing. The calculation method is as follows:

\[
SIFI_1 = \sum_{i \in D} X_{di},
\]

\[
SIFI_2 = \sum_{j \in A} X_{aj},
\]

\[
X_{di} = \begin{cases} 1 & t_{sa}(i) < t_{st}(D_{of}) < t_{so}(i) \\ 0 & \text{others} \end{cases},
\]

\[
X_{aj} = \begin{cases} 1 & t_{ma}(j) < t_{mt}(D_{of}) < t_{mo}(j) \\ 0 & \text{others} \end{cases}.
\]

In the equations, \(X_{di}\) denotes whether the \(i\)-th departure aircraft is in the target interval, \(X_{aj}\) denotes whether the \(j\)-th arrival aircraft is in the target interval, \(t_{sa}\) represents the taxiing start time of the arrival aircraft, \(t_{st}\) represents the landing time of the arrival aircraft, \(t_{ma}\) represents the taxiing start time of the departure aircraft, and \(t_{mt}\) represents the take-off time of the departure aircraft. In the figure, both the SIFI1 and SIFI2 for departure aircraft are 2, including \(D_1\), \(D_2\), \(A_1\), and \(A_2\).
Figure 3. Ground movement distribution diagram of target flight and arriving flight.

(2) The Scenario Cumulative Flow Index (SCFI)
When the target aircraft $D_{ref}$ is taxiing, the scenario cumulative flow index (SCFI) represents the number of departing and arrival aircraft that are also in the taxiing state. Specifically, $SCFI_1 (T_{d}^i)$ indicates the number of departing flights, while $SCFI_2 (T_{a}^+)$ indicates the number of arriving flights. The calculation method is as follows:

$$SCFI_1 = \sum_{d \in D} X_{d}$$

$$SCFI_2 = \sum_{a \in A} X_{a}$$

$$X_{d} = \begin{cases} 1 & t_{on} (i) > t_{out} (D_{ref}) \text{ and } t_{in} (i) < t_{off} (D_{ref}) \\ 0 & \text{others} \end{cases}$$

$$X_{a} = \begin{cases} 1 & t_{on} (j) > t_{out} (D_{ref}) \text{ and } t_{in} (j) < t_{off} (D_{ref}) \\ 0 & \text{others} \end{cases}$$

All flights in the figure meet the required condition, so the values of $SCFI_1$ and $SCFI_2$ are both 4.

(3) The aircraft queue length index (AQLI) represents the total number of take-off and landing aircraft during the taxiing process of the target aircraft $D_{ref}$. It is divided into two components: the total number of take-off aircraft, $AQLI_1 (T_{d}^i)$, and the total number of landing aircraft, $AQLI_2 (T_{a}^+)$. The calculation method is as follows:

$$AQLI_1 = \sum_{d \in D} X_{d}$$

$$AQLI_2 = \sum_{a \in A} X_{a}$$
\[ AQLI_2 = \sum_{a_j \in A} X_{a_j}, \]  
\[ X_{a_j} = \begin{cases} 
1 & t_{ae}(D_{ref}) < t_{off}(D_{ref}) - \delta < t_{out}(D_{ref}) + \delta, \\
0 & \text{others}
\end{cases} \]  
\[ X_{a_j} = \begin{cases} 
1 & t_{ae}(D_{ref}) < t_{off}(D_{ref}) - \delta < t_{out}(D_{ref}) + \delta, \\
0 & \text{others}
\end{cases} \]

In the figure, the values of \( AQLI_1 \) and \( AQLI_2 \) are both 2, including \( D_2, D_3 \) for \( AQLI_1 \) and \( A_3, A_4 \) for \( AQLI_2 \).

(4) The Slot Resource Demand Index (SRDI) represents the total number of aircraft that depart from or land on within a time window of \( \delta \) before and after the push back time \( t_{out} \) of the target aircraft \( D_{ref} \). It consists of two components: the number of departure aircraft, \( SRDI_1 (T^+_i) \), and the number of landing aircraft, \( SRDI_2 (T^-_i) \). The calculation method is as follows:

\[ SRDI_1 = \sum_{d_i \in D} X_{d_i}, \]  
\[ SRDI_2 = \sum_{a_j \in A} X_{a_j}, \]  
\[ X_{d_i} = \begin{cases} 
1 & t_{out}(D_{ref}) - \delta < t_{off}(i) < t_{out}(D_{ref}) + \delta, \\
0 & \text{others}
\end{cases} \]  
\[ X_{a_j} = \begin{cases} 
1 & t_{out}(D_{ref}) - \delta < t_{off}(j) < t_{out}(D_{ref}) + \delta, \\
0 & \text{others}
\end{cases} \]

In the figure, \( SRDI_1 \) is 2 and \( SRDI_2 \) is 1, including \( D_2, D_3 \) for \( SRDI_1 \) and \( A_2 \) for \( SRDI_2 \). Based on relevant research and empirical judgment [11,13], the value of \( \delta \) is set to 15 min.

All 8 features mentioned above are numerical features. It is important to note that, considering subsequent operational and tactical actions, the estimated departure time and planned take-off time are used when calculating these features. Research [10,11] and subsequent experimental results have shown that this approach can achieve the desired prediction accuracy.

### 4.1.3. Weather Environmental (WET) Features

During the taxiing process of flights at an airport, they are influenced by numerous environmental factors. However, due to data limitations, this study primarily focuses on using weather conditions as the weather environmental features that impact the taxiing process. This study adopts the Air Traffic Management Performance (ATMAP) weather algorithm [26] proposed by Eurocontrol to simplify the representation of the environmental conditions. This algorithm provides a comprehensive reflection of the meteorological conditions at the airport. A higher value of ATMAP (\( E_1 \)) indicates poorer meteorological conditions at the airport. In addition to ATMAP, the study also includes temperature (\( E_2 \)), dew point (\( E_3 \)), visibility (\( E_4 \)), cloud base height (\( E_5 \)), wind speed (\( E_6 \)), cloud density (\( E_7 \)), thunderstorm conditions (\( E_8 \)), wind direction (\( E_9 \)), and gust (\( E_{10} \)) as environmental features. These features were not involved in the calculation of ATMAP and were considered separately. Therefore, there are a total of 10 features in the environmental feature set. \( E_1, E_2, E_3, E_4, E_5 \) and \( E_7 \) are numerical features. \( E_6, E_7, E_8, E_9 \) and \( E_{10} \) are categorical features.
4.2. Taxiing Scenario Feature Selection

In this study, correlation analysis is applied to select the most critical features that affect taxiing time. However, there are two types of features involved in this study, namely categorical features and numerical features. Considering the different types of features, a single correlation evaluation metric is considered insufficient. Therefore, this study adopts Cramer’s V coefficient, Pearson’s correlation coefficient, and the sample correlation ratio to analyze the correlations between categorical features, numerical features, and the correlation between categorical and numerical features. In addition, partial correlation analysis is used to differentiate whether the correlation between two variables is influenced by a third variable.

• Cramer’s V Coefficient

The Cramer’s V coefficient is used to describe the correlation between two categorical variables. It ranges from 0 (no association between variables) to 1 (complete association). A value of 1 is only achieved when one variable is completely determined by the other. The calculation method is as follows:

\[
\chi^2 = \sum_{i,j} \left( \frac{p_{ij} - \frac{n_{i} n_{j}}{n}}{n_{i} n_{j}} \right)^2,
\]

(17)

In the expression, \( n_{i} \) represents the number of \( i \) categories for variable \( X \), and \( n_{j} \) represents the number of categories \( j \) for variable \( Y \). The calculation method for Cramer’s V can be expressed as follows:

\[
\varphi = \frac{\chi^2}{n},
\]

(18)

In the expression, \( \varphi \) represents the Phi coefficient, which is formed by dividing the chi-square statistic by the total number of samples.

• Pearson’s Correlation Coefficient

Pearson’s correlation coefficient is a commonly used measure to quantify the linear correlation between two sets of numerical variables. It ranges from -1 to 1, where negative values indicate a negative correlation trend between the variables, and positive values indicate a positive correlation trend.

\[
r_{xy} = \frac{\sum_{i=1}^{n} (x_i - \bar{x})(y_i - \bar{y})}{\sqrt{\sum_{i=1}^{n} (x_i - \bar{x})^2 \sum_{i=1}^{n} (y_i - \bar{y})^2}},
\]

(19)

• Sample Correlation Ratio

The sample correlation ratio is a measure used to quantify the non-linear relationship between variables based on their statistical deviations. It is defined as the ratio of the statistical deviations representing different categories of a categorical variable. \( x \) represents the set of categories, and \( x \) is one of the category elements. \( n_{x} \) represents the
number of samples belonging to the category \( x \). \( y_x \) represents the numerical value corresponding to the category \( x \). \( \bar{y} \) represents the mean value of the numerical variable for category \( x \), and \( \bar{y} \) is the weighted average of the mean values of the numerical variable for different categories. The calculation is as follows:

\[
\bar{y} = \frac{\sum_{x} n_x \bar{y}_x}{\sum_{x} n_x},
\]

The calculation method for the sample correlation ratio \( \eta^2 \) is as follows:

\[
\eta^2 = \frac{\sum_{x} n_x (\bar{y}_x - \bar{y})^2}{\sum_{x} (y_x - \bar{y})^2},
\]

The sample correlation ratio takes values between 0 and 1, where \( \eta^2 = 0 \) indicates no significant correlation between a categorical variable and a numerical variable, while \( \eta^2 = 1 \) indicates a significant correlation between them.

- Partial Correlation Analysis

Partial correlation analysis is used to examine the correlation between two variables while controlling for the influence of a third variable. The calculation process for partial correlation analysis is as follows:

1. The calculation of partial correlation coefficient

   There are three variables \( x_1, x_2, x_3 \), with the target variable for correlation analysis being \( x_1, x_2 \). The partial correlation coefficient is calculated by controlling variable \( x_3 \):

   \[
   \eta_{1(23)} = \frac{\eta_{12} - \eta_{13} \eta_{23}}{\sqrt{1 - \eta_{12}^2} \sqrt{1 - \eta_{23}^2}},
   \]

   where \( \eta_{12} \) is the correlation coefficient between variable \( x_1, x_2 \), \( \eta_{23} \) is the correlation coefficient between variable \( x_2, x_3 \), and \( \eta_{13} \) is the correlation coefficient between variable \( x_1, x_3 \).

2. Hypothesis testing

   To determine whether there is a significant partial correlation between two samples, the calculation method is as follows:

   \( H_0 \): The partial correlation coefficient between \( x_1 \) and \( x_2 \) is 0.

   \( H_1 \): The partial correlation coefficient between \( x_1 \) and \( x_2 \) is not 0.

   The calculation method for the test statistic \( t \) is as follows:

   \[
   t = \frac{\eta_{12(3)} - \eta_{12} \eta_{12(3)} - \eta_{12}^2}{1 - \eta_{12}^2},
   \]

   where \( \eta_{12(3)} \) is the partial correlation coefficient, \( n \) is the sample size, and \( q \) is the order of partial correlation. The test statistic \( t \) follows a distribution with degrees of freedom \( n - q - 2 \), allowing us to determine whether there is a significant correlation between \( x_1 \) and \( x_2 \) at a significance level of \( \alpha \).

In summary, the mentioned correlation evaluation indicators will be used for feature selection to construct a taxiing feature set.

4.3. Scenario Classification Based on K-Prototype

The classification of typical scenario sets is an important step in taxi time prediction based on the theory of similar scenarios. This process is important for reducing data heterogeneity and providing effective historical scenario experience references. Therefore, the K-prototype algorithm was adopted in this study with the consideration of mixed-type features.
K-prototype is a clustering method used to address the problem of mixed-type features. It is an improvement on the combination of the K-means and K-mode algorithms [27]. The main process of the K-prototype method is as follows:

The K-prototype algorithm is applied to cluster a dataset $S = \{s_1, s_2, s_3, \ldots, s_n\}$, where the $i$-th sample is represented as $s_i = (\alpha_{i1}, \alpha_{i2}, \ldots, \alpha_{im}, \beta_{i(m+1)}, \ldots, \beta_{in})$. The dataset has $n$ features, with the first $m$ features being numerical features, $\alpha_{ij}$, and the $m+1$-th to the $n$-th features being categorical features, $\beta_{ij}$. When calculating the dissimilarity between samples, the K-prototype algorithm uses Euclidean distance $d_{\text{Euc}}$ for the numerical part and Hamming distance $d_{\text{Ham}}$ for the categorical part. The dissimilarity formula is as follows:

$$d(s, s') = d_{\text{Euc}}(\alpha, \alpha') + \gamma d_{\text{Ham}}(\beta, \beta') = \sum_{j=1}^{m} \sqrt{(\alpha_{ij} - \alpha'_{ij})^2} + \gamma \sum_{j=m+1}^{n} \delta(\beta_{ij}, \beta'_{ij})$$

(24)

where

$$\delta(\beta_{ij}, \beta'_{ij}) = \begin{cases} 1 & \beta_{ij} = \beta'_{ij} \\ 0 & \beta_{ij} \neq \beta'_{ij} \end{cases}$$

$d_{\text{Euc}}(\alpha, \alpha')$ is used to calculate the Euclidean distance between $\alpha_i$ and $\alpha_j$ (the numerical features), $d_{\text{Ham}}(\beta, \beta')$ is used to calculate the Hamming distance between $\beta_i$ and $\beta_j$ (the categorical features), and $\gamma$ is the weight for the categorical features. Its value is used to control the balance between categorical and numerical features, preventing a bias towards a specific type of feature. According to the related research [27], the value of $\gamma$ depends on the standard deviation ($\sigma$) of the numerical features. In this paper, we select $0.5\sigma$ as the corresponding value for $\gamma$. The algorithm steps are as follows:

Step 1: Initialize the data by selecting $k$ initial cluster centres.

Step 2: Calculate the distances between each sample and the cluster centres using the dissimilarity formula, and assign each sample to the cluster whose centre is closest in distance.

Step 3: Re-evaluate the cluster centres. For the clusters formed in Step 2, calculate the mean for numerical feature clusters and the most frequent value for categorical attribute clusters. These values are then used as the new cluster centres $\theta_{mn}$.

Step 4: Calculate the sum of squared errors (SSE). $C_i$ represents cluster $i$, and $\theta$ represents the centroid of cluster $i$. The SSE is defined as follows:

$$SSE = \sum_{i=1}^{k} \sum_{j=1}^{l} d(s, \theta_j)$$

(25)

After calculating the SSE for $t$ rounds of clustering, the calculation stops when $|SSE - SSE_{t-1}| < \varepsilon$ is reached. $\varepsilon$ represents the stopping threshold. Otherwise, return to Step 2.

The scenario classification results obtained through the K-prototype process will be applied as typical scenario sets for adaptive matching rules and taxiing time prediction.

4.4. Taxiing Time Prediction Based on Adaptive Matching Rules

According to the taxiing time prediction process, the scenario in which the target flight is located should be matched to a certain typical scenario set. This process needs to follow a quantitative matching rule, so the adaptive matching method is considered for scenario matching in this paper.

The adaptive matching method used in this paper primarily relies on a decision tree (DT) classifier with scenario labels obtained from clustering as the supervised condition. The parameters from the trained DT classifier model are used for adaptive matching rules. There are two adaptive matching methods adopted in this paper, named ‘scenario
matching rules based on decision tree pruning strategy’ and ‘scenario matching rules based on complexity’:

(1) Scenario matching rules based on decision tree pruning strategy: According to the training results of the decision tree, all branch conditions with high feature importance are extracted and pruned [28,29] to make quantitative matching rules for different similar scenario sets. This strategy allows for a relatively straightforward acquisition of matching rules for different scenario sets. However, it is important to note that due to the limitation of feature types, this rule only uses numerical features as branch conditions. In the implementation process, firstly, categorical features require additional entity embedding processing to achieve a reduction in the dimensionality of high-dimensional vectors and reduce consumption of computational resources. Afterwards, for each branching node, the most important feature based on the importance of numerical features within the node is selected as the branching condition. It should be noted that due to the multitude of branching results, additional pruning and consolidation [28,29] are required to generate threshold values that are easy to use. Ultimately, a comprehensive set of scenario matching rules is formed. The process is shown in Algorithm 1.

Algorithm 1: Scenario matching rules based on decision tree pruning strategy

| Input: Scenario training data (including set labels) $\mathcal{S}, = \{(c,s,l)\}_{n=1}^{n}$, where $c$ represents categorical features, $s$ represents numerical features, $l$ represents scenario labels and $n$ represents the total number of scenarios in the training set.

| Output: Scenario matching rules $\mathcal{S}($

1: Entity embedding and normalized categorical features. The processed features are $c$.

2: Training of a DT classifier model $f(s)$

3: Extraction of the branch conditions of the most critical features for each node.

4: Pruning of the branch conditions and integration with the smallest loss of precision to obtain the scenario matching rules $\mathcal{S}($

5: Return Scenario matching rules $\mathcal{S}$

(2) Scenario matching rules based on complexity: Due to the high number of categorical features involved in this paper, it is difficult to directly design adaptive matching rules based on scenario sets. Therefore, this paper proposes two evaluation metrics, namely “scenario complexity” $\psi(s)$ and “departure–arrival scenario complexity deviation”, $\zeta(s)$ for the process of adaptive scenario matching. These metrics are calculated based on the scenario classification data obtained from clustering. The importance weights of various features obtained from the DT classification model are used in the process of calculating complexity. The calculation process is as follows:

$$\psi(s) = \sum_{i \in F(s)} \omega_i \gamma_i(s)$$

(26)

$$\zeta(s) = \sum_{j \in D(s)} \omega_j \gamma_j(s) - \sum_{k \in L(s)} \omega_k \gamma_k(s)$$

(27)

where $\omega_i$ represents the importance of the $i$-th feature in the decision tree, derived from Gini importance and mean impurity reduction. $\gamma_i(s)$ represents the value of the $i$ feature in the scenario $s$. $F(s)$ represents the traffic feature set, composed of $D(s)$ and $L(s)$. $D(s)$ represents the departure traffic feature set, including SCFI and AQLI. $L(s)$ represents the arrival traffic feature set, including SCFI and AQLI.

The calculation process is as follows: Firstly, similar to the first method, the categorical features require additional entity embedding processing. Secondly, based on the
decision tree training results, the importance of all features is calculated with metrics such as Gini importance and mean impurity reduction. The thresholds for distinguishing between scenarios are computed for each feature with the importance calculation results. Finally, the complexity values with the highest scenario division accuracy are used as the threshold for branching scenario sets. The threshold is calculated by taking a step size of 0.01 and the complexity values with the highest accuracy in scenario division between each pair of scenario sets are selected as the boundary threshold for sets. Finally, the threshold results between each pair of scenarios are merged and pruned to form the adaptive matching rules. The process is shown in Algorithm 2.

Algorithm 2: Scenario matching rules based on complexity

**Input:** Scenario training data (including set labels) \( S = \{ (x_i, y_i, l_i) \}_{i=1}^{n} \), where \( x_i \) represents categorical features, \( y_i \) represents numerical features, \( l \) represents scenario labels and \( n \) represents the total number of scenarios in the training set.

**Output:** Scenario matching rules \( \rho(s) \)

1: Entity embedding and normalized categorical features. The processed features are \( x_i' \).
2: Training of a DT classifier model \( f(s) \).
3: Calculation of the importance of all features based on Gini importance and mean impurity reduction.
4: Calculation of the scenario complexity \( \psi(s) \) for each scenario in \( S \).
5: Calculation of the departure–arrival scenario complexity deviation \( \zeta(s) \) for each scenario in \( S \).
6: Calculation of the threshold boundary between each pair of scenario sets.
7: Integration of the boundary results to form scenario matching rules \( \rho(s) \).
8: Return Scenario matching rules \( \rho(s) \).

In summary, the taxiing time prediction process will be based on the results of the two adaptive matching rules. The prediction model with the smallest error for each typical scenario set will be combined with the adaptive matching process to form the taxiing time prediction method based on similar scenarios.

4.5. Entity Embeddings

To reduce the computational cost of the adaptive matching process and subsequent predictions, entity embedding is used to process categorical features [30]. Entity embedding has been widely used in Natural Language Processing (NLP) research. Compared to traditional one-hot encoding, entity embedding not only improves storage space utilization and computational efficiency but also captures the underlying relationships between categorical features through the mapped values.

Entity embedding is implemented using supervised learning. There is a categorical feature \( X \) with \( l \) kinds of feature categories. The category of the feature \( i \), denoted as \( x_i \), can be mapped to a one-hot encoded vector \( \delta_{x_i} \), which is a vector of length \( l \).

\[
O_\delta: x_i \rightarrow \delta_{x_i} \tag{28}
\]

In the one-hot vector \( \delta_{x_i} \), the element at the position \( y_j \) representing a certain category can be denoted as \( \delta_{x_i, y_j} \). The element \( \delta_{x_i, y_j} \) is non-zero only when the represented types of \( x_i \) and \( y_j \) are the same in the vector \( \delta_{x_i} \), while the rest of the elements are zeros. After feeding the encoded one-hot vector into a neural network under supervised learning, the output given the input \( \delta_{x_i} \) is defined as follows:
$$x_i = \sum_{j=1}^{f} \alpha_{y_{ij}} \delta_{x_i} = \delta_{z_i}$$

(29)

where $\alpha_{y_{ij}}$ represents the weights connecting the one-hot encoding layer and the embedding layer, $\delta_{x_i}$ represents the input to the embedding layer, and $z_i$ represents the dimension of the embedding layer. Similarly, a neural network under the corresponding supervised condition can be formed by adding a set of fully connected layers after the embedding layer. This allows for obtaining the weights of all categorical features in the embedding layer and using them as the values for each category. After extraction, the categorical features are merged with numerical features to form the dataset for the matching and prediction.

5. Experiments

The computer configuration used in this study includes a CPU: Core i9-13900HX, 64 GB RAM, and an NVIDIA 4060 graphics card (Santa Clara, CA, USA). The entire computational process was carried out using the Python programming language (version 3.10).

5.1. Adaptive Scenario Matching Results

5.1.1. Taxiing Scenario Feature Selection Results

Correlation analysis was conducted using a total of 33 features mentioned in Section 4.2 and the correlation evaluation indicators from Section 4.1. The results of the relationship between features are shown in Figure 4, which indicates significant correlations among certain features in IAC, SOE, and WET.

Additionally, as shown in Table 1 and Figure 5, the correlation analysis was used between each feature and the taxiing time. Key features were selected based on the Pearson correlation coefficient or sample correlation ratio between the features and taxiing time. Furthermore, partial correlation analysis was used to examine the relationship between numerical features and taxiing time, with a confidence level set at 0.05. It is important to note that in Table 1, when the p-value is shown as 0, it does not indicate an actual value of 0. The reason for this is that the computed result is extremely small, so it is approximated as 0.

According to the analysis results, the feature selection process is as follows. All features with correlation coefficients less than 0.2 with taxiing time are removed. If there is a high correlation (more than 0.7) between categorical features, the features with higher correlation with taxiing time are retained. The processed features are presented in Table 2; there are a total of nine, including five categorical features and four numerical features. It can be observed that the correlation between weather features and taxiing time is relatively weak, with almost no correlation between taxiing time and other weather features except for wind direction.

The key feature set mentioned above is used for subsequent scenario classification, adaptive matching rules, and the taxiing time prediction process.

Table 1. Results of the correlation analysis of numerical features and taxiing time.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Correlation Coefficient</th>
<th>Partial Correlation Analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Partial Correlation Coefficient</td>
</tr>
<tr>
<td>ATMAP</td>
<td>0.04</td>
<td>0.067</td>
</tr>
<tr>
<td>SIFI1</td>
<td>0.08</td>
<td>−0.098</td>
</tr>
<tr>
<td>SCFI1</td>
<td>0.66</td>
<td>0.331</td>
</tr>
<tr>
<td>AQLI1</td>
<td>0.80</td>
<td>0.433</td>
</tr>
<tr>
<td>SRDI1</td>
<td>0.14</td>
<td>−0.048</td>
</tr>
<tr>
<td>SIFI2</td>
<td>0.08</td>
<td>−0.044</td>
</tr>
<tr>
<td>SCFI2</td>
<td>0.57</td>
<td>0.419</td>
</tr>
<tr>
<td>Flight Number</td>
<td>Flight Mission</td>
<td>Aircraft Type</td>
</tr>
<tr>
<td>---------------</td>
<td>----------------</td>
<td>---------------</td>
</tr>
<tr>
<td>AQLI₁</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SRDI₁</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Temperature</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dew point</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Visibility</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cloud base height</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wind speed</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Figure 4.** Heatmap of feature correlation analysis.

**Table 2.** Processed key feature set.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Feature Category</th>
<th>Feature Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flight number</td>
<td>IAC</td>
<td>Categorical feature</td>
</tr>
<tr>
<td>Airline</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Runway-gate group</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stand/Gate</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stand/Gate Type</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Apron</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Engine Type</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Day</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hour</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Minute</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Flow Control Status</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cloud Density</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thunderstorm Condition</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wind Direct</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gust</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ATMAP</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SIFI-1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SCFI-1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AQLI-1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SRDI-1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SIFI-2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SCFI-2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AQLI-2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SRDI-2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Temperature</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dew Point</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Visibility</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cloud Base Height</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wind Speed</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
5.1.2. Scenario Classification and Scenario Adaptive Matching Results

As shown in Figure 6, this paper adopts a combination of the elbow method and silhouette coefficient to analyze the optimal number of clusters. The optimal number of clusters is determined to be four with the K-prototype algorithm.

The number of flights in the four generated scenario sets is as follows: 6834 flights, 11,165 flights, 6008 flights, and 11,030 flights. In Figures 7 and 8, partial clustering results are presented, and significant differences can be observed among different sets. In Scenario set 1, flights are primarily departures with a higher occurrence during the morning and noon peaks. In Scenario set 2, flights are mainly arrivals and are primarily distributed throughout the afternoon and evening. Scenario set 3 has the longest average taxiing time and is concentrated during the morning and noon peaks. Scenario set 4 has the lowest...
number of flights and is distributed throughout the day. The flights in this scenario set are concentrated on the third apron (freight apron), with a predominance of medium to large aircraft types. The number of flights on the surface involved in each scenario in this set is significantly smaller than the other three sets. Additionally, the flights in the scenarios mainly consist of cargo flights. The probability density distribution of taxiing time for each scenario set is shown in Figure 9. The taxiing time distributions in Scenario sets 1 and 2 are similar, while Scenario set 3 exhibits a wider range of values, and the taxiing times in Scenario set 4 are concentrated at lower values.

Figure 7. Boxplot of features in different scenario sets.

Figure 8. Hour distribution of different scenario sets.
Therefore, this paper defines various scenario sets as follows: Scenario set 1 represents departure peak scenarios, Scenario set 2 represents arrival peak scenarios, Scenario set 3 represents arrival–departure peak scenarios, and Scenario set 4 represents other scenarios.

In the actual prediction process, it is necessary to match the current scenario of the flight with the typical scenario sets in order to select the corresponding pre-trained model for taxi time prediction. This matching process refers to the results of scenario classification and combines the matching methods in Section 4.4 for analysis.

First, a DT classifier will be built to reflect the matching process for the similar scenarios. The labels of the scenario sets are used as the supervised condition, with 80% of the data used for training and 20% for testing. Ten-fold cross-validation is used for parameter optimization. Furthermore, entity embedding is used for categorical features in this process. It can compress the 16,842-dimensional vectors to 250 dimensions, which significantly reduces the training cost.

The recall, precision, F1 score, and specificity metrics are calculated for the matching results, as shown in Table 3. Across the four scenario sets, all evaluation indicators maintain a level above 90%. Meanwhile, branches and feature importance are provided by constructing this decision tree for rule formulation.

<table>
<thead>
<tr>
<th>Scenario set</th>
<th>Recall</th>
<th>Precision</th>
<th>F1</th>
<th>Specificity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scenario set 1</td>
<td>0.93</td>
<td>0.94</td>
<td>0.93</td>
<td>0.98</td>
</tr>
<tr>
<td>Scenario set 2</td>
<td>0.93</td>
<td>0.92</td>
<td>0.93</td>
<td>0.96</td>
</tr>
<tr>
<td>Scenario set 3</td>
<td>0.94</td>
<td>0.94</td>
<td>0.94</td>
<td>0.99</td>
</tr>
<tr>
<td>Scenario set 4</td>
<td>0.96</td>
<td>0.96</td>
<td>0.96</td>
<td>0.98</td>
</tr>
</tbody>
</table>

Finally, the scenario matching rules of the two method mentioned in Section 4.4 are shown in Table 4. On one hand, the result of scenario matching rules based on the decision tree pruning strategy is shown in Figure 10. This paper only prunes and summarizes 5727 nodes in the decision tree using numerical features [28,29] for practical application in operational control processes. The partition rules are sampled for verification, and the results show an accuracy of 82.2% for these rules.
Table 4. Matching rules for different scenario sets.

<table>
<thead>
<tr>
<th>Set Size</th>
<th>Scenario Name</th>
<th>Scenario Matching Rules Based on Decision Tree Pruning Strategy</th>
<th>Scenario Matching Rules Based on Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scenario set 1</td>
<td>6834 Departure peak scenarios</td>
<td>$SCFI_i &gt; 17.5,\ AQLI_i &gt; 7.5,\ SCFI_i \leq 14.5$ and $SCFI_i &gt; 21.5,\ AQLI_i &gt; 11.5,\ SCFI_i &gt; 14.5,\ AQLI_i \leq 11.5$; flights are mainly concentrated within two periods: 6:00–9:00 and 11:00–13:00, with the majority of flights being C-type aircraft.</td>
<td>$6.6 &lt; \psi(s) \leq 11.54$ and $\zeta(s) &gt; 1.06$</td>
</tr>
<tr>
<td>Scenario set 2</td>
<td>11,165 Arrival peak scenarios</td>
<td>$SCFI_i \leq 21.5,\ SCFI_i &gt; 14.5,\ AQLI_i &lt; 11.5$; flight times are mainly concentrated between 9:00 and 23:00, reaching a peak during 15:00–18:00, with the majority of flights being C-type aircraft.</td>
<td>$6.6 &lt; \psi(s) \leq 11.54$ and $\zeta(s) \leq 1.06$</td>
</tr>
<tr>
<td>Scenario set 3</td>
<td>6008 Arrival–departure peak scenarios</td>
<td>$AQLI_i &gt; 11.5,\ SCFI_i &gt; 14.5,\ AQLI_i &gt; 11.5$; flights are mainly concentrated between 8:00 and 23:00, with runway 16R being used more often for departures. The majority of flights are C-type and D-type aircraft.</td>
<td>$\psi(s) &gt; 11.54$</td>
</tr>
<tr>
<td>Scenario set 4</td>
<td>11,030 Other scenarios scenario sets. The majority of flights are C-type and D-type aircraft, and compared to other modes, cargo aircraft are used more frequently in this set.</td>
<td>$\psi(s) \leq 6.6$</td>
<td></td>
</tr>
</tbody>
</table>

Figure 10. The result of scenario matching rules based on the decision tree pruning strategy.
On the other hand, the results of scenario matching rules based on complexity are shown in Figure 11. The results demonstrate that this matching method with complexity $\psi(s)$ can effectively differentiate different scenario sets. However, it is evident that scenario set 1 and set 2 cannot be matched well. Therefore, $\zeta(s)$ is considered to distinguish the differences between scenario set 1 and scenario set 2, which are difficult to distinguish, and the result is shown in the right-hand graph of Figure 11. The results indicate that $\zeta(s)$ can effectively differentiate between the two scenario sets.

The complexity thresholds in this method are provided in Figure 12, where the two red lines correspond to the significant boundaries observed in the left-hand graph of Figure 11. The calculation method of $\psi(s)$ involves the peak value of the highest division accuracy between adjacent different scenario sets and taking the average of the two boundaries on the same side. As for $\zeta(s)$, the value of the highest accuracy is directly extracted. According to the results obtained from the test set, the overall accuracy of this method is 85.3%. It can ensure a relatively high level of accuracy in scenario matching.

![Figure 11. Results of complexity for different scenario sets.](image1)

![Figure 12. Distribution of matching accuracy and boundary threshold for different scenario sets.](image2)
In summary, the accuracy results of the above two scenario adaptive matching methods indicate that both can achieve satisfactory outcomes. The actual airport operational control units can choose the appropriate matching rules according to their needs. In the subsequent sections of this paper, scenario matching rules based on complexity will be used to predict taxiing times.

5.2. Prediction Results and Discussion

5.2.1. Taxiing Time Prediction Results

This paper compares the pre-trained performance of taxi time prediction models for various scenario sets. This study adopted six different prediction models for predicting taxiing time and made a comparison among these models: multivariable linear regression (MLR), decision tree (DT), support vector regression (SVR), random forest regression (RF), gradient boosting regression trees (GBRT), and multilayer perceptron (MLP). The optimal prediction model was selected based on obtained results.

During the taxiing time prediction process, the prediction accuracy of six different models was compared for the four scenario sets in Section 5.1.2. Six indicators were used to evaluate the accuracy of taxiing time predictions: MAE (mean absolute error), RMSE (root mean square error), R-squared ($R^2$), accuracy within one minute, accuracy within three minutes, and accuracy within five minutes.

The results, as shown in Figure 13, illustrate the cumulative error distribution of taxiing time prediction for each scenario set. Among all the methods, it can be observed that the accuracy of prediction is highest for the departure peak scenario. However, there is a larger deviation in the prediction results for the arrival–departure peak scenario. This is because the departure peak scenarios occur in a more concentrated manner, with a relatively homogeneous mix of flight types. Higher accuracy can be achieved due to the simpler scenarios. On the other hand, the arrival–departure peak scenarios involve a diverse range of flight types and complex coupling between arrivals and departures. This makes taxiing time prediction challenging within these scenarios.

In terms of method, the overall prediction performance of different models across all scenarios is considered, as shown in Table 5. The GBRT model performed exceptionally well in all scenario sets. The MLP model achieved prediction results second only to GBRT, further highlighting the superiority of nonlinear models. Additionally, random forest and GBRT produced better results compared to DT and other methods, demonstrating the advantages of ensemble learning paradigms. This conclusion aligns with previous research [11,31] and demonstrates the validity of the test results.
Table 5. Performance of different models in all scenarios.

<table>
<thead>
<tr>
<th>Model</th>
<th>R2</th>
<th>MAE</th>
<th>RMSE</th>
<th>&lt;1 min (%)</th>
<th>&lt;3 min (%)</th>
<th>&lt;5 min (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LR</td>
<td>0.76</td>
<td>2.88</td>
<td>3.91</td>
<td>29.41</td>
<td>65.74</td>
<td>85.12</td>
</tr>
<tr>
<td>DT</td>
<td>0.81</td>
<td>2.55</td>
<td>3.46</td>
<td>30.04</td>
<td>69.02</td>
<td>88.30</td>
</tr>
<tr>
<td>SVR</td>
<td>0.83</td>
<td>2.34</td>
<td>3.24</td>
<td>29.09</td>
<td>72.89</td>
<td>90.78</td>
</tr>
<tr>
<td>RF</td>
<td>0.84</td>
<td>2.33</td>
<td>3.15</td>
<td>28.69</td>
<td>71.54</td>
<td>90.58</td>
</tr>
<tr>
<td>MLP</td>
<td>0.85</td>
<td>2.32</td>
<td>3.11</td>
<td>29.18</td>
<td>72.65</td>
<td>90.84</td>
</tr>
<tr>
<td>GBRT</td>
<td>0.86</td>
<td>2.22</td>
<td>2.99</td>
<td>30.12</td>
<td>74.53</td>
<td>92.04</td>
</tr>
</tbody>
</table>

5.2.2. Overall Performance Evaluation

In this section, a comparison is made between the proposed hybrid machine learning model and six other baseline methods. It is important to note that these baseline methods do not involve scenario classification and adaptive matching rules for the overall prediction process. The results are shown in Table 6. Compared to the baseline model using one-hot encoding, the GBRT model based on adaptive matching rules achieved a 4.8% decrease in MAE and a 12.6% decrease in RMSE for the optimal prediction results.

This process significantly reduces the fluctuations caused by data heterogeneity. However, it is important to note that the interpretability of entity embedding methods is currently limited, and they cannot effectively explain the reasons for the relationships between variables. This issue needs to be addressed in future research.

Table 6. Comprehensive performance of different prediction models.

<table>
<thead>
<tr>
<th>Model</th>
<th>MAE</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>LR</td>
<td>2.91</td>
<td>4.01</td>
</tr>
<tr>
<td>DT</td>
<td>2.59</td>
<td>3.70</td>
</tr>
<tr>
<td>SVR</td>
<td>2.55</td>
<td>3.63</td>
</tr>
<tr>
<td>RF</td>
<td>2.45</td>
<td>3.50</td>
</tr>
<tr>
<td>MLP</td>
<td>2.42</td>
<td>3.54</td>
</tr>
<tr>
<td>GBRT</td>
<td>2.38</td>
<td>3.55</td>
</tr>
<tr>
<td>Methodology in this paper</td>
<td>2.22</td>
<td>2.99</td>
</tr>
</tbody>
</table>
5.2.3. Feature Importance Analysis for Different Scenario Sets

Feature importance is calculated through the taxiing time prediction process for each scenario set. Further analysis can be conducted to identify the key factors influencing taxiing time by ranking them in different scenario sets. As shown in Figure 14, it can be concluded that among the features of various scenarios, the variables hour, AQLI₁, and AQLI₂ generally have higher importance than other features. However, the ranking of feature importance also varies depending on the scenario sets. For example, in the departure peak scenario set, AQLI₁ is the most critical feature, while in the arrival peak scenario set, the most critical feature is AQLI₂. This is the same as the actual operational experience.

Figure 14. Feature importance in different scenario sets.

The above analysis indicates that the method proposed in this paper can not only enhance the attention of the predictive model to key features in different scenarios, reducing the impact caused by data heterogeneity, but can also verify the effectiveness of the selected taxiing scenario feature set in describing taxiing scenarios. Therefore, this method is a valid method of improving fine-grained control on the airport surface.

6. Conclusions

In research on airport surface operational control, accurate taxi time prediction and the effective guidance of surface operations through decisions made by air traffic controllers in historical scenarios have always been important research topics. In this article, we propose a taxi time prediction method that incorporates scenario classification and adaptive matching rules. This method generates multiple typical taxiing scenario sets and reduces prediction errors for taxiing time in each of these scenario sets. The main conclusions of this paper are as follows:

(1) In this paper, a heterogeneous feature set for taxiing scenarios is proposed, and the key feature selection process incorporates various correlation analysis indicators. According to the correlation analysis results, nine features that are most relevant to taxiing time have been identified. In addition, when combined with the prediction outcomes of the model, AQLI₁, AQLI₂, and hour of the day make significant contributions to taxiing time prediction across various scenario sets, while environmental features such as weather conditions have a relatively low correlation with taxiing time. These results confirm the effectiveness of the selected feature set.

(2) Furthermore, two adaptive matching methods are proposed for flight operation scenarios based on K-prototype, which generates four sets of scenarios: departure peak scenarios, arrival peak scenarios, arrival–departure peak scenarios, and other scenarios. The recognition accuracies of the two adaptive matching methods for similar scenarios are 82.2% and 85.3%. Both of these methods maintain high accuracy, and this
result has strong operability. Airport operations departments can select the appropriate adaptive matching method based on their actual needs.

(3) This paper proposes a taxiing time prediction method based on adaptive scenario matching rules. The method demonstrates a reduction of 4.8% and 12.6% in MAE and RMSE with the data from Pudong Airport when compared to baseline methods. The results indicate that this method significantly reduces the volatility of prediction results caused by data heterogeneity. It can provide support for the formulation of surface traffic control strategies during actual operations and act as a feasible decision making aid.

In future work, firstly, we aim to integrate this method with the aircraft surface operations control process to develop a more reasonable aircraft departure plan and analyze its contribution to reducing carbon emissions and mitigating environmental pollution. Secondly, to achieve more accurate predictions, we will further test the relationship between additional influencing factors and the model’s predictive performance and incorporate more advanced evaluation indicators. Lastly, current research lacks analysis of model performance and results under extreme weather conditions or when critical airport facilities are unavailable (for example, during runway closures, pavement maintenance, etc.). We will conduct comprehensive analyses of airports that meet the aforementioned conditions to assess the model’s capacity for generalization.
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