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Abstract: Insect pest management is one of the main ways to improve the crop yield and quality in agriculture and it can accurately and timely detect insect pests, which is of great significance to agricultural production. In the past, most insect pest detection tasks relied on the experience of agricultural experts, which is time-consuming, laborious and subjective. In recent years, various intelligent methods have emerged for detection. This paper employs three frontier Deep Convolutional Neural Network (DCNN) models—Faster-RCNN, Mask-RCNN and Yolov5, for efficient insect pest detection. In addition, we made two coco datasets by ourselves on the basis of Baidu AI insect detection dataset and IP102 dataset, and compared these three frontier deep learning models on the two coco datasets. In terms of Baidu AI insect detection dataset whose background is simple, the experimental results strongly recommend Yolov5 for the insect pest detection, because its accuracy reaches above 99% while Faster-RCNN’s and Mask-RCNN’s reach above 98%. Meanwhile, Yolov5 has the faster computational speed than Faster-RCNN and Mask-RCNN. Comparatively speaking, with regard to the IP102 dataset whose background is complex and categories are abundant, Faster-RCNN and Mask-RCNN have the higher accuracy, reaching 99%, than Yolov5 whose accuracy is about 97%.
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1. Introduction

In agricultural production management, the detection of insect pests has always been a critical problem [1]. Insect pests are responsible for 20% of annual crop losses worldwide [2]. Therefore, the control of insect pests plays a crucial role in agricultural production, which has an important impact on agricultural development, grain production and farmers’ income increase [3]. Insect pest detection is a very challenging task in agricultural image processing [4]. Traditional insect pest detection methods have the drawback of requiring well-trained taxonomists to detect insect pests based on morphological features accurately [5]. With the development of computer science, intelligent technology has won growing attention in agricultural applications [6]. The scientific and effective management through intelligent algorithms can not only become a technical way to replace the traditional manual detection to improve the efficiency [7], but also avoid the spread of insect pests in a large area [8], thus improving the quality of crop products. In particular, deep learning technology is pushing forward the agriculture from the traditional style to the intelligent one.

The insect pest detection in agriculture is an important prerequisite for the prediction, prevention and control of them, so as to improve the yield in prediction and control actions [9]. Image detection methods have the advantages of high efficiency, low cost and easy operation for detecting the insect pests. These methods can timely and accurately detect the types of insect pests and provide necessary information for farmers to take
measures to prevent and control the spread of insect pests [10]. Hence, image-based detection methods have become research hotspots of insect pest control in the past few years [11]. Generally speaking, there are a lot of traditional image detection methods suitable for insect pest detection, such as the detection methods based on the threshold [12], edge [13], region test [14] and graph theory [15]. However, these traditional detection methods are appropriate for a small number of samples or small scope of detection, and the detection accuracies are not very stable [16]. When the number of samples to be detected is large and the types of samples are complex, the accuracy rate will decrease sharply.

Deep learning can overcome the disadvantages of traditional image detection methods and thus it has drawn growing attention in the field of detecting the agricultural insect pests [17]. Deep learning can alleviate the problems of low detection and recognition accuracy in the case of detecting multiple complex types of samples due to its advantages of high precision and strong adaptability [18]. Broadly speaking, one-stage algorithms can directly extract features from images in an end-to-end framework to predict object location and classification [19]. The accuracies of the earlier one-stage algorithms are not as high as the two-stage algorithms [20]. However, the one-stage algorithms have a faster computational speed than the two-stage algorithms [21]. The two-stage algorithms usually generate candidate areas containing the objects to be inspected in the first stage and then implement further fine-grained object detection in the second stage [22]. Therefore, the two-stage algorithms have relatively slower speed than the one-stage algorithms, but have higher accuracy. However, with the development of one-stage algorithms, some one-stage algorithms have surpassed the two-stage algorithms in terms of accuracy [23].

The one-stage algorithms can directly generate the category probability and coordinates of objects for detection. Comparing with the two-stage algorithms, the one-stage algorithms do not need the region proposal stage, and therefore the overall process is relatively simple [24]. As shown in Figure 1, during training process, output can be generated through CNN, and the corresponding detected images can be generated after decoding process. In addition, during test process, Ground Truth (GT) needs to be encoded to put into the output to calculate the corresponding losses.

![Flow chart of one-stage algorithms.](image)

For the two-stage algorithms, CNN has the functions of feature extraction, feature selection and feature classification [25]. The typical two-stage algorithms for detection include Faster-RCNN and Mask-RCNN, whose components include window sliding, region generation, image classification of candidate regions, and post-processing. In the two-stage algorithms, the first stage takes charge of detecting the position of the object, and the second stage is responsible for further refining the results of the first stage for each candidate region.
As shown in Figure 2, during training process, output-1 can be generated through CNN in the first phase, and then the decoding and selecting process generates candidate areas, and obtains appropriate Region of Interests (ROIs) based on the output-1. Then the output-2 is generated in the second phase for further elaboration. At last, the corresponding detected images are generated after decoding process. In addition, during test process, GT needs to be encoded to put into the output to calculate the corresponding losses.

![Figure 2. Flow chart of two-stage algorithms.](image)

In this paper, we investigate the advanced deep learning approaches to uncover their potentials for the issue of insect pest detection. The experiments mainly include detecting insect pests based on the two coco datasets: the one is to judge whether insect pests are small or normal according to the size of the individual based on Baidu AI insect detection dataset [26]; the other is to judge the categories of insect pests based on IP102 dataset [27]. The experimental results are then compared to determine which algorithm is the most suitable for insect pest detection on the different datasets.

The goal of this paper is to recommend the most suitable advanced deep learning models for accurate and fast insect pest detection in different image data situations. To this end, we probe into their efficiency on different datasets. On the basis of Baidu AI insect detection dataset and IP102 dataset, we made the two coco datasets by ourselves [28]. We evaluate and compare the advanced algorithms—Faster-RCNN ResNet50 [29], Mask-RCNN ResNet50 [30] and Yolov5 Darknet53 [31] for the two coco datasets. In simple terms, the three algorithms on the basis of Baidu AI insect detection dataset have been fine-tuned to adapt to our dataset and finally achieve the accuracy of 98.1%, 98.4% and 99.5%, respectively. In addition, the computational speed of Yolov5 is the fastest. Hence, it has huge potential in the application of real-time insect pest detection. While for the IP102 dataset, Yolov5 has the fastest speed among the three algorithms [32]. Meanwhile, the accuracies of Faster-RCNN and Mask-RCNN are higher, both reaching 99% while Yolov5’s is lower, reaching 97%. This research can contribute to achieving the United Nations’ 2030 Agenda for Sustainable Development.

2. Materials and Methods

2.1. Collection of Insect Pests

It is common for the sample collection to capture the images of insect pests under remote type of photographed lamp on automation equipment in agriculture, such as Baidu AI insect detection dataset [33]. In addition, using camera directly to photograph insect pests in the field is also a common way, such as IP102 dataset. Figure 3 illustrates the images of insect pests obtained by the two methods mentioned above.
2.2. Datasets

2.2.1. Insect Pest Detection

High-precision detection of the pest size and category lays a foundation for higher pesticide use efficiency, which is of great significance to the realization of precision agriculture. We choose two datasets for the detection of sizes and categories of insect pests. In Baidu AI insect detection dataset, the pest size is significantly different. According to the distribution of pest size, pesticide can be used more accurately in insect pest control. In IP102 dataset, we focus on ten specific categories: army worm, asiatic rice borer, brown plant hopper, corn borer, English grain aphid, rice gall midge, rice leaf roller, rice leafhopper, wheat blossom midge and white backed plant hopper. The reason why we choose these categories is that they are mainly in rice, wheat and corn fields and can represent typical insect pests in common crops.

Figure 4 shows the pest sample images with different sizes selected from Baidu AI insect detection dataset. Figure 5 shows sample images including ten categories selected from IP102 dataset.
Figure 5. Images including ten categories selected from IP102 dataset. The first gives include the examples of army worm, asiatic rice borer, brown plant hopper, corn borer and English grain aphid; the second row gives the examples of rice gall midge, rice leaf roller, rice leafhopper, wheat blossom midge and white backed plant hopper.

2.2.2. Insect Pest Samples Acquisition

In Baidu AI insect detection dataset whose background is simple, each image contains different sizes of insect pests. We randomly selected 1000 images from this dataset for method evaluation and comparison. Among these 1000 images, we randomly chose 800 images to create the coco dataset for training and validation and utilized remaining images for testing.

Besides, in IP102 dataset whose background is complex and categories are abundant, we chose 10 categories of insect pests, mainly in the rice, wheat and corn fields. We selected 2000 images from this dataset. In these 2000 images, 1600 images were used for training and validation and the remaining images were used for model testing.

2.2.3. Data Labeling

In order to train Faster-RCNN, Mask-RCNN and Yolov5, we manually labeled the images in the datasets by Labelme. Labelme is an image tagging tool developed by MIT’s Computer Science and Artificial Intelligence Laboratory that creates image tagging tasks. Through Labelme, a boundary box is drawn around each insect pest in the image.

As shown in Figure 6, the boundary box can effectively mark the insect pests. According to the way of marking selection, a file is generated after we mark each image, and the file stores the coordinate and category information of the insect pests. Figure 6 is an example of making a coco dataset by Labelme.

Figure 6. We adopt Labelme to annotate each insect pest in an image by marking a rectangle.
2.3. Model Evaluation

In order to verify the experimental efficacy of the coco datasets of insect pests made by ourselves on the basis of Baidu AI insect detection dataset and IP102 dataset in different DCNN models, we use three DCNN models to verify the coco datasets. This paper mainly studies two kinds of algorithms—one-stage algorithm and two-stage algorithm. The one-stage algorithm used in this paper is Yolov5, the two-stage algorithms used in this paper are Faster-RCNN and Mask-RCNN.

2.3.1. Model 1: Yolov5 Darknet53

Yolov5 is a one-stage algorithm. Our study employed the Yolov5 Darknet53 model. Because there are 53 convolutional layers in the network, it is called Darknet53. As shown in Figure 7, the network structure diagram of Yolov5 is mainly divided into four parts: Input, Backbone, Neck and Prediction [34]. The general process is briefly described in the following. The images flow into the input layer for preprocessing, and then flow into the backbone layer for feature extraction. After that, the features flow into the neck layer for feature integration. Finally, the bounding boxes (bbox) are generated by the prediction layer.

![Figure 7. Yolov5 Darknet53 model.](image)

Generally speaking, the detection accuracy of one-stage algorithms is lower than two-stage algorithms. However, with the development of one-stage algorithms, such as Yolov5, its detection accuracy has greatly improved [35]. The advantages of the methods used in each part of Yolov5 are also described.

1. Input: mosaic data enhancement.
   Mosaic data enhancement method is to cut four images randomly and then splice them onto an image as training data. Thus, the background will be enriched and small targets will be easier to detect [36].

2. Backbone: CSP structure.
   The main process of Cross Stage Partial (CSP) is that before entering a block, the input is divided into two parts: the one is evaluated through the block and the other is concatenated directly through a shortcut. This process can reduce the calculation amount and ensure the accuracy rate. There are two kinds of CSP structures in Yolov5. In terms of Yolov5s, the CSP1_X structure is applied to the Backbone network. In CSP1_X, the inputs are divided into two parts to enter two branches: the one goes through CBL, Res Unit and convolution layer step by step in one branch and the other directly goes through the convolution layer in the other branch; the two inputs will go into Concat block for merge operation, and then go through Batch Normalization (BN), Leaky Rectified Linear Units (ReLU), and CBL blocks. The CSP2_X structure is applied to the Neck network. The difference between CSP2_X and CSP1_X is that CSP2_X replaces the Res Unit block with the CBL block. CBL is a combination of Convolution, BN and Leaky ReLU. Res Unit, which is designed based on the inspiration from the residual learning [37], consists of two CBL modules and one skip connection [38]. The flow charts of CSP1_X and CSP2_X have been illustrated in Figure 8.
Figure 8. Flow charts of CSP1_X and CSP2_X.

(3) Neck: CSP2_X structure.

In the Yolov5's Neck structure, CSP2_X is used for reference. CSP2_X can strengthen the ability of feature fusion and solve the problem of gradient information repetition to ensure the inference speed and accuracy. Figure 9 shows the neck of Yolov5.

Figure 9. Neck of Yolov5.

(4) Prediction: GIOU Loss.

In Yolov5, Generalized Intersection Over Union (GIOU) is used for the computation of the bbox regression loss to solve the problem that the boundary boxes do not coincide because GIOU introduces the minimum external box for optimization to solve the problem that loss is 0 when there is no overlap between the detection box and the real box.

According to different depth of network, there are 4 versions of the networks for Yolov5, including Yolov5s, Yolov5m, Yolov5l and Yolov5x models. We use the most basic version, Yolov5s on behalf of the others, for evaluation and comparison, because the other versions are just modelled by widening or deepening it. In our opinion, the effectiveness of Yolov5s also represents the feasibility of the other three models.

2.3.2. Model 2: Faster-RCNN ResNet50

Faster-RCNN is a two-stage algorithm. Our study employed the Faster-RCNN ResNet50 model. ResNet50 is a variant of ResNet which has 53 convolutional layers. The process of Faster-RCNN has been illustrated in Figure 10. The general process is that it scales the input images and puts them into the convolution layers to extract the feature maps. Further, the feature maps are sent to Feature Pyramid Network (FPN) and Region Proposal Network (RPN) step by step to generate the candidate boxes [39]. Then the original feature maps and all the candidate boxes go into the ROI pooling layer [40]. Finally, feature maps will be calculated, and sent to the fully-connected layer for target classification and coordinate regression.
The main advantages of Faster-RCNN are as follows.

RPN generates region proposals by using the feature maps after CNN operation. It replaces Selective Search (SS) and thus improves the speed significantly.

From Fast-RCNN to Faster-RCNN, the four basic steps of candidate region generation, feature extraction, classification, and position refinement are finally unified into one deep framework [41]. The end-to-end framework is beneficial for learning the features effective for classification.

2.3.3. Model 3: Mask-RCNN ResNet50

The main process of Mask-RCNN is shown in Figure 11. Firstly, the images are fed into the convolutional layers to obtain the feature maps. Further, the feature maps are sent to FPN and RPN step by step to generate the candidate boxes. Then the original feature maps and all the candidate ROIs flow into the ROI Align layer. Finally, classification, bbox regression and mask generation will be accomplished.

![Diagram of Faster-RCNN ResNet50 model](Figure 10)

-Figure 10. Faster-RCNN ResNet50 model.

The main advantages of Mask-RCNN are as follows.

Mask-RCNN is an algorithm based on the Faster-RCNN and its detection tasks include not only classification and bbox regression but also mask generation. For each ROI prediction, the binary mask is used to determine whether the pixel belongs to the target [42].

The quantization operation of ROI pooling in Faster-RCNN leads to misalignment when ROIs of different sizes are converted into ROI of fixed sizes via ROI Pooling. In Mask-RCNN, the ROI Align layer uses bilinear interpolation instead of the quantization operation to obtain pixels of the image in order to solve this problem. Thus, the pixels in the original image and the feature map are completely aligned without deviation, which will improve the detection accuracy. As shown in Figure 12, the area surrounded by the dotted lines represents the feature map, and the area surrounded by the solid lines represents an ROI. The ROI is divided into $2 \times 2$ cells. If the sampling points are 4, we divide each cell into four small squares, and the center of each small square is regarded as the sampling point. As indicated by the four arrows, the value of the pixel is obtained via bilinear interpolation of the sample point pixels. Then the max pooling is performed on the four sampling points in each cell to obtain the final result [43].

![Diagram of Mask-RCNN ResNet50 model](Figure 11)

-Figure 11. Mask-RCNN ResNet50 model.
3. Results and Discussion

3.1. Experimental Setting

We conducted the experiments on a workstation equipped with a CPU named AMD Ryzen 5 5600X 6-Core Processor, a GPU named NVIDIA GeForce RTX 3070, and a RAM of 32 GB. To implement the DCNN models, we utilized Python 3.7.9 and Pytorch 1.6.0.

3.2. Performance Metrics

Accuracy and speed are the most common performance indicators for insect pest detection. In addition, precision and recall are also very important. To fully evaluate the model performance, we take advantage of the four metrics, Accuracy (Acc), Speed, Precision (Pre) and Recall (Rec), for method evaluation. Acc, Pre and Rec can be calculated based on True Positives (TP), False Positives (FP), True Negatives (TN) and False Negatives (FN). Acc measures the ratio of correct predictions over the total number of predictions (see Equation (1)), speed means the computational time for method implementation, Pre is the fraction of TP among the detected positives (see Equation (2)), and Rec is the fraction of TP among the correct predictions (see Equation (3)).

\[
Acc = \frac{TP + FN}{TP + FP + TN + FN} \tag{1}
\]

\[
Pre = \frac{TP}{TP + FP} \tag{2}
\]

\[
Rec = \frac{TP}{TP + FN} \tag{3}
\]

3.3. Implementation Details

The details of method implementations are provided below.

(1) Yolov5 Darknet53. The losses for Yolov5 include the classification loss, the bbox regression loss and the objectness loss. We adopted the learning rate as 0.00125, the momentum as 0.9, the weight attenuation as 0.0001 and the batch size as 1.

(2) Faster-RCNN ResNet50. The losses for Faster-RCNN involve the classification loss and the regression loss, i.e., the ROI classification loss, the ROI position regression loss and the GT position regression loss. We adopted the learning rate as 0.00125, the momentum as 0.9, the weight attenuation as 0.0001 and the batch size as 1.
(3) Mask-RCNN ResNet50. The losses for Mask-RCNN contain the classification and regression boxes. In addition, Mask-RCNN also outputs a binary mask for each ROI and defines a multi-task loss function for each ROI during training. They are respectively the classification loss, the regression frame loss and the mask loss. We adopted the learning rate as 0.00125, the momentum as 0.9, the weight attenuation as 0.0001 and the batch size as 1.

3.4. Model Evaluation Based on Baidu AI Insect Detection Dataset

On Baidu AI insect detection dataset, we evaluate the insect pest detection performance by utilizing three deep learning models, including Yolov5, Faster-RCNN and Mask-RCNN. In the training process of insect pest detection, the variation tendency of losses for these three models has been shown in Figure 13. Obviously, the three models all show fast convergence with low losses, which indicates that the models have good ability for learning representative features to distinguish insect pests.

![Figure 13. The loss tendency of Yolov5, Faster-RCNN and Mask-RCNN models for insect pest detection in training.](image)

In addition, Some examples of testing results have been shown in Figure 14, which demonstrates that insect pests can be correctly detected and the sizes can be well identified by the three algorithms.

![Figure 14. Some examples of the testing results of Yolov5, Faster-RCNN and Mask-RCNN models for insect pest detection.](image)

According to the results in Table 1, the three algorithms show a good ability to detect different sizes of insect pests, and their accuracy can reach above 98%, among which the accuracy of Yolov5 is the highest and reach 99.54%.

![Table 1. Performances of Yolov5, Faster-RCNN and Mask-RCNN based on Baidu AI insect detection dataset.](image)
Figure 15 illustrates another performance indicator in insect pest detection, namely the average inference speed of the three models. From the figure, we can find that not only the accuracy but also the detection speed of Yolov5 is the fastest, reaching 53.2 Frames Per Second (FPS). Meanwhile, the speed of Faster-RCNN is 21.3 FPS and Mask-RCNN’s is 19.6 FPS. Hence, Yolov5 is about 2.5 times as fast as Faster-RCNN and Mask-RCNN.

![Figure 15](image1.png)

**Figure 15.** The speed of Yolov5, Faster-RCNN and Mask-RCNN models for insect pest detection.

### 3.5. Model Evaluation Based on IP102 Dataset

Similarly, we adopt three deep learning models, Yolov5, Faster-RCNN and Mask-RCNN to conduct insect pest detection experiments on IP102 dataset.

In the training process of insect pest detection, the variation tendency of losses for these three models has been shown in Figure 16.

![Figure 16](image2.png)

**Figure 16.** The loss tendency of Yolov5, Faster-RCNN and Mask-RCNN models for insect pest detection.

In addition, some examples of testing results have been shown in Figure 17. Insect pests in the image can be correctly detected and the categories can be well identified via the three algorithms.

![Figure 17](image3.png)

**Figure 17.** Some examples of testing results of Yolov5, Faster-RCNN and Mask-RCNN models for insect pest detection.
As with Baidu AI insect detection dataset, these models show fast convergence with low losses, contributing to learning representative features well for insect pest detection. In addition, we find that the losses of Faster-RCNN and Mask-RCNN are slightly lower than those of Yolov5. In terms of accuracy, the performance of Faster-RCNN and Mask-RCNN on IP102 dataset is clearly better than that of Yolov5, which is contrary to our results on Baidu AI insect detection dataset. Specifically, the accuracy of Yolov5, Faster-RCNN and Mask-RCNN models for insect pest detection is 97.62%, 99.43% and 99.68%, respectively.

Beyond that, because there are some small and overlapping targets in the selected images, the precision and recall of Faster-RCNN are the lowest among the three algorithms, 89.04% and 90.21%, respectively. Therefore, we conduct some additional experimental settings on the Faster-RCNN model to improve the precision and recall of this model. The experimental steps are as follows. Firstly, we add the mosaic data enhancement into Faster-RCNN for image preprocessing because the mosaic data enhancement method is utilized to cut four images randomly to splice onto an image, so that the background can be enriched and small insect pests can be more easily detected. Secondly, we employ the Complete IOU (CIOU) loss instead of the L1 loss for the calculation of bbox regression and classification losses. CIOU considers the intersection ratio of the two frames, the distance between the center point and the width and height ratio of the two frames, which can facilitate the detection of the target. Thirdly, we adopt soft Non Maximum Suppression (NMS) instead of NMS. Soft NMS attenuates the scores of boxes that overlap with the box with the highest score instead of setting them to 0 and thus the overlapping objects can be well detected. Finally, we use ResNet101 which is a variant of ResNet and has 101 layers, instead of ResNet50. The deeper network has bigger capacity to capture the image characteristics on these datasets. Attributing to these improvements, the precision and recall of Faster-RCNN increase by nearly 2.5 percentage points, 91.42% and 92.84%. All the results have been provided in Table 2.

In terms of computational velocity, Yolov5 has the fastest speed among the three algorithms, which is consistent with our conclusion on Baidu AI insect detection dataset.

Table 2. Performances of Yolov5, Faster-RCNN and Mask-RCNN for the detection of insect pests based on IP102 dataset.

<table>
<thead>
<tr>
<th>Models</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yolov5 Darknet53</td>
<td>97.62%</td>
<td>92.54%</td>
<td>93.43%</td>
</tr>
<tr>
<td>Faster-RCNN ResNet101</td>
<td>99.43%</td>
<td>91.42%</td>
<td>92.84%</td>
</tr>
<tr>
<td>Mask-RCNN ResNet50</td>
<td>99.68%</td>
<td>90.36%</td>
<td>92.15%</td>
</tr>
</tbody>
</table>

In view of the above results, we can decide which algorithm can be recommended for the efficient detection of insect pests according to different data situations. We recommend Yolov5 for the relatively simple images with few classes (like Baidu AI insect detection dataset), while Faster-RCNN and Mask-RCNN for the more complex images with abundant classes (like IP102 dataset).

Furthermore, we compare the recommended deep models with the related advanced approaches to demonstrate the superiorities of the recommended models in insect pest detection. The compared approaches include SqueezeNet [44], Single Shot MultiBox Detector (SSD) [45], Capsule Network (CapsNet) [46], Combination of DCNN and Transfer Learning (DCNNT) [47], Yolov2 [48], Multi-Scale Capsule Network (MS-CapsNet) [49], ResNet50 [50], GoogleNet [51], Bio-inspired Model [52], Faster-RCNN ResNet50 [53], CNN [54], Faster-RCNN VGG16 [55], AlexNet [56] and Multi-Scale Convolution-Capsule (MSCC) [57]. It is not difficult to find that all of these approaches belong to the methodological family of deep learning. In the investigation, there is a majority of relevant research which takes advantage of IP102 dataset for method validation, but hardly any work resorts to Baidu AI insect detection dataset. Therefore, we follow this research and utilize IP102 dataset for method comparison. According to the results in Table 3, we can easily find that our recommended deep models, Mask-RCNN and Faster-RCNN, inspiringly outperform the latest competitive
approaches in terms of accuracy, although they both face a heavier classification burden from not less insect pest classes than these approaches in classification.

Table 3. Method comparison on IP102 dataset.

<table>
<thead>
<tr>
<th>Research</th>
<th>Methods</th>
<th>Accuracy</th>
<th>Classes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Iandola et al. (2016) [44]</td>
<td>SqueezeNet</td>
<td>67.51%</td>
<td>8</td>
</tr>
<tr>
<td>Ning et al. (2017) [45]</td>
<td>SSD MobileNet</td>
<td>92.12%</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>SSD Inception</td>
<td>93.47%</td>
<td>8</td>
</tr>
<tr>
<td>Li et al. (2018) [46]</td>
<td>CapsNet</td>
<td>82.4%</td>
<td>9</td>
</tr>
<tr>
<td>Thenmozhi and Reddy (2019) [47]</td>
<td>DCNNT</td>
<td>84.7%</td>
<td>9</td>
</tr>
<tr>
<td>Cui et al. (2019) [48]</td>
<td>Yolov2</td>
<td>87.66%</td>
<td>8</td>
</tr>
<tr>
<td>Wang et al. (2019) [49]</td>
<td>MS-CapsNet</td>
<td>89.6%</td>
<td>9</td>
</tr>
<tr>
<td>Yan et al. (2020) [50]</td>
<td>ResNet50</td>
<td>85.5%</td>
<td>9</td>
</tr>
<tr>
<td>Khalifa et al. (2020) [51]</td>
<td>GoogleNet</td>
<td>88.80%</td>
<td>8</td>
</tr>
<tr>
<td>Nanni et al. (2020) [52]</td>
<td>Bio-inspired Model</td>
<td>92.4%</td>
<td>10</td>
</tr>
<tr>
<td>Ramalingam et al. (2020) [53]</td>
<td>Faster-RCNN ResNet50</td>
<td>96.06%</td>
<td>8</td>
</tr>
<tr>
<td>Kasinathan et al. (2021) [54]</td>
<td>CNN</td>
<td>91.5%</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>93.9%</td>
<td>5</td>
</tr>
<tr>
<td>Karar et al. (2021) [55]</td>
<td>Faster-RCNN VGG16</td>
<td>98.9%</td>
<td>5</td>
</tr>
<tr>
<td>Chen et al. (2022) [56]</td>
<td>AlexNet</td>
<td>80.3%</td>
<td>9</td>
</tr>
<tr>
<td>Xu et al. (2022) [57]</td>
<td>MSCC</td>
<td>92.4%</td>
<td>9</td>
</tr>
<tr>
<td>Ours</td>
<td>Mask-RCNN ResNet50</td>
<td>99.6%</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>Faster-RCNN ResNet101</td>
<td>99.4%</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>Yolov5 Darknet53</td>
<td>97.6%</td>
<td>10</td>
</tr>
</tbody>
</table>

Deep learning has sparked a boom in the development of artificial intelligence. In the post era of deep learning, various network models burgeon, mushroom and flourish. These deep models sweep across diverse application areas, overwhelm various conventional machine learning techniques, and lead the technological trend of many topics in these areas. However, in the method pool of deep learning, which model can efficiently detect the insect pests remains a controversial topic nowadays. In this work, the evaluation results in Tables 1 and 2 support the data-driven point of view to resolve this dispute: different models can be recommended for different data situations. Moreover, although any small change of the deep model structure may result in a big difference in the final performance, the comparison results in Table 3 confirm the advantage of the recommended models over existing deep networks for this issue. At the same time, these results can also enlighten us to further explore new and more powerful technology on the basis of the mechanism of recommended models for insect pest detection in agriculture.

In the end, the proposal in this paper displays the overall flow chart of our work in Figure 18.
4. Conclusions

In our work, we have studied three DCNN models—Yolov5, Faster-RCNN and Mask-RCNN in order to recommend relatively the most suitable one for efficient insect pest detection with respect to the image data situation. By experimental demonstration, we find that when the background of insect pest images is simple, such as Baidu AI insect detection dataset, Yolov5 can more efficiently detect the insect pests, with an accuracy above 99% and a speed about 2.5 times as fast as Faster-RCNN and Mask-RCNN; when the background of images is more complex and the insect categories are more abundant, such as IP102 dataset, Faster-RCNN and Mask-RCNN are more suitable for insect pest detection, with an accuracy above 99% and a normally fast speed. Furthermore, by method comparison, we have also demonstrated the advantage of the recommended deep learning models over the related recent approaches for insect pest detection.

Although we are able to recommend the most suitable deep network according to the image data situation, there still exists weakness for our proposal. The weakness of the recommended deep learning models for insect pest detection lies in the lack of high adaptability to different image data situations, which results in the sensitive performances case by case. Because the suitable deep network needs to be selected manually to suit the actual condition of the sample data, the method applicability will be more or less limited for the sample data with dynamic complexity and changeable scale. To cope with it, in future, our ongoing work will include but is not limited to designing an improved deep learning scheme based on the transfer learning strategy. This scheme will integrate the merits of the three deep learning methods into one framework and can hopefully adapt to different image data complexities and scales for accurate and fast insect pest detection in agriculture.
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