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Abstract: In this study, two types of data-driven models were proposed to predict biogas produc-
tion from anaerobic digestion of spent mushroom compost supplemented with wheat straw as a 
nutrient source. First, a k-nearest neighbours (k-NN) model (k = 1–10) was constructed. The optimal 
k value was determined using the cross-validation (CV) method. Second, a support vector machine 
(SVM) model was developed. The linear, quadratic, cubic, and Gaussian models were examined as 
kernel functions. The kernel scale was set to 6.93, while the box constraint (C) was optimized using 
the CV method. Results demonstrated that R2 for the k-NN model (k = 2) was 0.9830 at 35 °C and 
0.9957 at 55 °C. The Gaussian-based SVM model (C = 1200) provided an R2 of 0.9973 at 35 °C and 
0.9989 at 55 °C, which are slightly better than those achieved by k-NN. The Gaussian-based SVM 
model produced RMSE of 0.598 at 35 °C and 0.4183 at 55 °C, which are 58.4% and 49.5% smaller, 
respectively, than those produced by the k-NN. These findings imply that SVM modeling can be 
considered a robust technique in predicting biogas production from AD processes as they can be 
implemented without requiring prior knowledge of biogas production kinetics. 

Keywords: anaerobic digestion; biogas production; k-nearest neighbours; support vector machine 
 

1. Introduction 
The electrical and thermal energy production processes that use non-renewable re-

sources (i.e., fossil fuels; oil, and coal) are becoming less attractive globally. Even though 
such resources are rich in energy and relatively inexpensive to process, they are limited 
in supply and will soon be depleted. In addition, the utilization of fossil fuels emits addi-
tional greenhouse gases into the atmosphere, which has instigated climate change [1]. 
Hence, a large number of research bodies have aligned to overcome such an increasing 
universal concern. One of the most promising and attractive alternative solutions is the 
use of biogas derived from wastes or renewable feedstock [2,3]. 

Biogas, a mixture consisting chiefly of methane (CH4) and carbon dioxide (CO2), is 
the end-product of anaerobic digestion of organic matters (e.g., agricultural residues, live-
stock manure, food waste, sewage sludge, etc.) [4–8]. Anaerobic digestion is a complex 
multi-step process that is carried out by a consortium of different microbial species known 
as anaerobes. Uniquely, they do not need molecular oxygen for their metabolism and 
growth [9]. The key steps of the anaerobic digestion process, together with the possible 
applications of biogas, and its adverse environmental impacts are outlined in Figure 1. 
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Figure 1. A schematic flowchart showing the simple representation of biogas generation during 
anaerobic digestion process, along with its applications and environmental impacts [10–14]. Notes: 
a A non-biological process in which the cell walls are physically or chemically broken down to re-
lease intracellular substrate. b Biogas release to the atmosphere should be avoided because CO2 and 
CH4, the main constituents of biogas, are contributors to global warming. c Biogas combustion 
should be avoided because it is associated with the release of pollutants (e.g., CO, SO2, and NOX) to 
the atmosphere; SO2, and NOX can react with moisture in the atmosphere to form sulfuric/nitric acid 
resulting in acid rain. d Solar energy and shale gas, due to being plentiful and cheap, can drive out 
the biogas application in electricity generation in the near future. e bio-methane can be used as a 
vehicular fuel or can be injected into the natural gas network. f bio-methanol, and syngas (a mixture 
of CO and H2) that can be generated via reforming technology. g Biogas can be converted to SCP by 
the action of methanotrophic bacteria alone, or in combination with autotrophic hydrogen oxidizing 
bacteria or algae; SCP has excellent potential as an animal feed supplement. Abbreviations: AAs: 
amino acids; Ac: acetate; Bu: butyrate; LCFAs: long chain fatty acids; MSW: municipal solid waste; 
Pr: propionate; SCP: single-cell protein; Va: valerate. 

The increasing global interest in biogas power plant establishment via anaerobic di-
gestion of various organic matters has resulted in attempts to develop numerous mathe-
matical models to predict and suggest optimal operations. Hill [15] developed a model to 
describe the digestion of animal wastes, assuming that the main five bacterial groups in-
volved in the overall digestion process (acidogenic bacteria, hydrogenotrophic bacteria, 
homoacetogenic bacteria, acetoclastic bacteria, and H2 utilizing methane bacteria) are in-
hibited by a high concentration of fatty acids (FAs). Mosey [16] proposed a model consist-
ing of four reactions (one acidogenic reaction, one acetogenic reaction, and two methano-
genic reactions), which also takes into account the role of H2. According to this model, in 
case of a sudden rise in the organic loading rate, an accumulation of volatile fatty acids 
(VFAs) is likely to occur; this results in a decrease in pH that inhibits H2 utilizing meth-
anogenic bacteria. In other words, H2 partial pressure is increased, which leads to further 
accumulation of propionic/butyric acid (CH4 generation is stopped when pH drops below 
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5.5). Based on Mosey’s model, Pullammanappallil et al. [17] introduced a model taking 
into account the gas phase, and acetoclastic inhibition by undissociated FAs. Angelidaki 
et al. [18] presented a model considering hydrolysis, acidogenesis, acetogenesis, and 
methanogenesis, which is suitable to describe the behavior of anaerobic digesters fed with 
manures. This model was developed by incorporating some assumptions as follows: (i) 
methanogenesis is inhibited by free NH3, (ii) acetogenesis is inhibited by acetic acid, (iii) 
acidogenesis is inhibited by total VFAs, and (iv) the degree of NH3 ionization, the maxi-
mum specific growth rate of bacteria are pH and temperature dependent. 

In all the above-mentioned models, organic material was taken into account as a 
whole; in other words, they are incapable of dealing with complex feed composition. In 
this regard, the International Water Association (IWA) task group for mathematical mod-
eling of the anaerobic digestion process developed a model known as Anaerobic Digester 
Model No 1 (more often abbreviated as ADM1), that takes the complex organic substrates 
into account [19]. 

Although the kinetic-based mathematical models for describing the anaerobic diges-
tion process can help engineers and asset managers to better plan the management of 
the biogas plants, it is often criticized that most of them are inherently too complex due 
to a large number of stoichiometric coefficients and parameters reflecting the kinetic prop-
erties of the enzymes and microorganisms that govern the physicochemical and biochem-
ical reactions through anaerobic digestion processes [20]. In addition, these models typi-
cally involve physicochemical equilibrium expressions and differential mass balance 
equations for components in the liquid phase (substrates for acidogenic/acetogenic/meth-
anogenic organisms and their corresponding microbial masses) and in the gas phase (e.g., 
CH4 and CO2). Hence, these models are often complicated to solve, and many simplifying 
assumptions must be made to reduce their complexity. However, incorporating simplify-
ing assumptions into the models may not hold in practice. Fedailaine et al. [21] modeled 
the biokinetics of the anaerobic digestion process involving eight simplifying assump-
tions, which inevitably limited the application of this model to full-scale anaerobic digest-
ers. In addition, applying assumptions to the models lowers the precision of the models; 
in other words, an under- or over-estimation of the response of the models will likely 
occur. For these reasons, developing a simple yet highly predictive model to estimate bi-
ogas production from the anaerobic digestion process is highly desired. As such, a differ-
ent branch of models, called artificial intelligence (AI)-based models (more often known 
as easy-to-use black-box models) may be recruited. These models have advantages over 
complex mathematical models because they are constructed on a measured dataset (i.e., 
input–output data pairs for a given system) without requiring complicated kinetic rela-
tionships between the input variables and the corresponding outputs [22,23]. In addition, 
the AI modeling approach is proven as a robust tool with high generalization power. Ho-
lubar et al. [24] used an artificial neural network (ANN) to model an anaerobic digester 
fed with a mixture of primary (raw) sludge and surplus activated sludge originating from 
a local municipal wastewater treatment plant. The results showed that ANN is a suitable 
tool for modeling such a process. Cakmakci [25] applied an adaptive neuro-fuzzy infer-
ence system (ANFIS) to predict methane yield in an anaerobic digester fed with pre-thick-
ened raw sludge. According to the findings, there was good agreement between the meas-
ured and predicted values. Kusiak and Wei [26] developed several predictive models 
through data mining algorithms to predict methane production from the anaerobic di-
gesters in the Des Moines Wastewater Reclamation Facility. The results showed that the 
model built by the ANFIS algorithm offered excellent predictive accuracy with a coeffi-
cient of determination (R2) of 0.99, and a percentage error of 0.08. Nair et al. [27] used 
ANN to evaluate the effects of the types of substrates (such as food/vegetable waste and 
yard trimming), and organic loading rate on CH4 production. The training and validation 
R2 values were greater than 0.88, indicating that the model’s learning and generalization 
power were satisfactory. Dach et al. [28] reported that ANN can be considered an appro-
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priate tool to estimate CH4 from anaerobic digestion of slurry from animal waste and ag-
ricultural residues. Tan et al. [29] compared the performance of ANFIS and the ADM1 to 
predict biogas production from the anaerobic digestion of palm oil mill effluent under 
thermophilic conditions. The authors reported that ANFIS yielded higher predictive ac-
curacy compared with the results obtained using the ADM1. In another study conducted 
by Beltramo et al. [30], an ANN model was constructed to predict the biogas production 
rate from a mesophilic anaerobic digester fed with a mixture of maize, grass silages, and 
pig/cattle manure. The authors conclude that the ANN modeling approach can be consid-
ered a promising alternative to ADM1. 

This study aimed to develop, validate, and test two different predictive models based 
on the AI modeling approach, including k-nearest neighbors and support vector machine 
(referred to hereafter as k-NN and SVM, respectively) to predict biogas production from 
anaerobic digestion of spent mushroom compost (SMC). The independent variables in-
volved include temperature, carbon-to-nitrogen ratio (C/N), and retention time (RT). SMC 
is a bulky residue from mushroom farms, and the waste generated by the mushroom pro-
cessing industry. It is an ideal source of general nutrients (e.g., nitrogen and phosphorus) 
and is rich in organic matter that can be used for producing biogas. It is worth mentioning 
that the nutritional value and the content of organic matter of SMC depend on the types 
of cultivated mushroom species. 

The predictive performance of these models was separately investigated and even-
tually compared with each other and with the ANN, ANFIS, and logistic models devel-
oped by Najafi and Faizollahzadeh Ardabili [31] by means of two statistical indices, in-
cluding R2, and root mean squared error (RMSE). To the best of the authors’ knowledge, 
the application of k-NN and SVM modeling approaches to predict biogas production from 
SMC has never been exploited. 

2. Materials and Methods 
A schematic portrait depicting the workflow of this study is shown in Figure 2; see 

text for further details. 

 
Figure 2. A schematic illustration of the workflow of this study (a the one that provides the least 
validation error); see text for further details. 



Agriculture 2022, 12, 1090 5 of 21 
 

 

2.1. Dataset 
The experimental data were taken from the study of Najafi and Faizollahzadeh Ar-

dabili [31]. Briefly, four 2.5 L batch mode anaerobic digesters, each with an effective vol-
ume of 1.5 L, were fed with a mixture of SMC and wheat straw (WS) to induce different 
C/N ratios of 12.2, 20, 30, and 40. The characteristics of SMC and WS are provided in Table 
1. 

Table 1. Characteristics of SMC and WS [31]. 

Variable SMC WS Unit 
TS 19.1 86.7 % g TS/g SMC (or g WS) 

VS/TS 64.2 81.7 % g VS/g TS 
Nitrogen 2.4 0.78 % g N/g SMC (or g WS) 

Organic carbon 29 63 % g C/g SMC (or g WS) 
SMC: spent mushroom compost; WS: wheat straw; TS: total solids; VS: volatile solids. 

The authors considered the initial TS content of the substrate in the anaerobic digest-
ers as a constant value (8%), and referring to the values of nitrogen and organic carbon for 
the SMC and WS (Table 1), the contents of SMC and WS in terms of g TS and g VS as a 
function of C/N ratio were computed as shown in Table 2. 

Table 2. The content of substrate (SMC and WS) fed to the anaerobic digesters as a function of the 
C/N ratio examined. 

C/N 
SMC WS 

Total Mass of SMC (g) TS (g) VS (g) Total Mass of WS (g) TS (g) VS (g) 
12.2 613.11 117.10 75.18 3.21 2.78 2.27 
20 222.90 42.57 27.33 89.35 77.47 63.29 
30 105.95 20.24 12.99 115.05 99.75 81.50 
40 59.45 11.35 7.29 125.26 108.60 88.73 

SMC: spent mushroom compost; WS: wheat straw; TS: total solids; VS: volatile solids; C/N: carbon-
to-nitrogen. 

Each anaerobic digester was inoculated with a 10 g bovine rumen solution with a 
concentration of 1000 g bovine rumen per liter; the bovine rumen solution was kept at a 
temperature of 37 °C for five days to assist bacteria in growing more rapidly. The anaero-
bic digesters then were placed in hot water baths at mesophilic temperature (35 °C) and 
thermophilic temperature (55 °C). The biogas produced from the reactors was measured 
by a water displacement method for two weeks. All the tests were conducted with three 
replications. The produced biogas from the reactors was measured by a water displace-
ment method for two weeks. Table 3 shows the experimental data used in this study. 

Data Pre-Processing 
The dataset shown in Table 3 was used to develop different predictive models com-

pared with those presented by Najafi and Faizollahzadeh Ardabili [31]. As seen in Table 
3, the dataset consists of a total number of 112 input–output data pairs (referred to here-
after as observations); the j-th observation contains a collection of 4 data points as {𝑥ଵ௝, 𝑥ଶ௝, 𝑥ଷ௝, 𝑦௝} for j = 1 to 112, where x1, x2, and x3 stand for temperature, C/N ratio, and RT, re-
spectively, while y stands for the cumulative biogas production. 

Prior to utilizing the dataset to develop a predictive model, it was randomized using 
Excel (version 2016, Microsoft Corp., Redmond, WA, USA), and then split into two dis-
joint subsets, including training and testing ones. Ninety observations corresponding to 
80% of the dataset were assigned to the training subset, while the remaining 20% of the 
dataset (i.e., 22 observations) were used as the testing subset. The training subset allowed 
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to adjust the model parameters in order to minimize the error between the experimental 
data and the model predictions. Meanwhile, the testing subset was employed to evaluate 
the accuracy of the trained (developed) model for predicting the output. The training and 
testing subsets were stored in the workspace of MATLAB® (trial version, R2020a) (Math-
Works Inc., Natick, MA, USA) in the form of arrays. 

Table 3. Biogas production in the experimental-anaerobic digester runs [31]. 

T = 35 °C T = 55 °C 
Exp. 
Code 

C/N RT CBP 
Exp. 
Code 

C/N RT  CBP 
Exp. 
Code 

C/N RT  CBP 
Exp. 
Code 

C/N RT  CBP 

E1 12 1 3.77 E3 30 1 3.20 E5 12 1 3.42 E7 30 1 2.50 
  2 6.87   2 5.87   2 5.51   2 4.58 
  3 9.69   3 8.98   3 7.99   3 6.56 
  4 12.27   4 12.45   4 11.10   4 8.83 
  5 15.11   5 15.59   5 16.08   5 13.18 
  6 18.92   6 20.66   6 19.52   6 18.02 
  7 22.36   7 25.96   7 21.95   7 24.08 
  8 25.11   8 30.07   8 24.42   8 29.52 
  9 26.88   9 32.53   9 27.03   9 33.37 
  10 28.15   10 34.16   10 28.56   10 36.19 
  11 29.13   11 34.74   11 29.20   11 38.04 
  12 29.78   12 35.24   12 29.97   12 39.99 
  13 30.27   13 35.60   13 31.04   13 42.00 
  14 30.52   14 36.11   14 32.26   14 43.75 

E2 20 1 3.60 E4 40 1 2.75 E6 20 1 3 E8 40 1 2.14 
  2 6.64   2 5.15   2 4.82   2 4.06 
  3 9.30   3 7.44   3 6.98   3 5.74 
  4 12.02   4 9.88   4 9.70   4 7.23 
  5 16.35   5 13.52   5 13.90   5 9.87 
  6 21.66   6 17.86   6 19.54   6 13.07 
  7 27.45   7 22.91   7 23.89   7 17.06 
  8 32.06   8 26.49   8 26.72   8 22.07 
  9 35.07   9 28.05   9 30.01   9 26.84 
  10 37.15   10 28.84   10 33.60   10 30.41 
  11 38.51   11 29.18   11 35.99   11 32.49 
  12 39.53   12 29.58   12 37.10   12 34.10 
  13 40.15   13 30.20   13 38.31   13 35.90 
  14 40.62   14 30.92   14 39.83   14 37.77 

C/N: carbon-to-nitrogen ratio; RT: retention time (d); CBP: cumulative biogas production (mL 
gVS−1); VS: volatile solids; anaerobic digester’s volume = 2.5 L; operation mode: batch; feedstock: a 
mixture of spent mushroom and wheat straw. 

2.2. Modeling Approaches 
2.2.1. k-NN 

The k-NN approach was initially proposed by Fix and Hodges [32] and was later 
expanded by Cover and Hart [33]. It is recognized as one of the top 10 influential data 
mining algorithms in machine learning research due to its simplicity in implementation 
and efficacy in terms of prediction performance [34]. The k-NN algorithm was initially 
developed with successful application in solving problems with pattern classification, and 
it was later utilized as a valuable tool for regression purposes. In other words, the k-NN 
algorithm can be used to predict either class labels or continuous variables. Over the past 
few decades, k-NN algorithm has attracted impressive attention and is applied in the 
fields of engineering, science, business, medicine, etc. When using the k-NN algorithm, 
the main challenges are associated with the determination of the number of neighbors (k), 
the distance function, and the weighting function [35]. A brief description of the determi-
nation of these hyperparameters is provided in the Supplementary Materials (Section A) 
[36–38]. 
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In order to demonstrate how k-NN algorithm is used in developing regression mod-
els, let us suppose that Figure 3 shows a number of observations (input–output data pairs) 
indicated as black square points for a particular system (X stands for the number of ob-
servations, and Y stands for its corresponding output). Let the blue square be the query 
observation whose output is unknown, and suppose that the k-NN algorithm uses five 
nearest neighbors. The black/red solid lines connecting the query data point with other 
data points represent the distances, which can be computed based on a distance function 
specified by the user (e.g., Equation (S1)). The output of the query data point can be esti-
mated by applying a weighting function (e.g., Equation (S4)) considering the distances 
between the query data point and the five nearest neighbors. The computational proce-
dure of the k-NN algorithm is depicted in Figure 4. It consists of three steps as follows: 
Step 1 computes the distances between each observation in the testing subset (called query 
observations) and every observation in the training subset. Step 2 sorts the distances meas-
ured from the smallest to the largest, while in Step 3, an appropriate value is assigned to 
k. Once a weighting function is used, the target output is determined. 

 
Figure 3. A basic illustration of how k-NN algorithm is used in developing regression models. Notes: 
The solid lines connecting the query data point with other data points represent the distances, which 
are computed using a distance function specified by the user. The distances from the five nearest 
neighbors (k assumed to be 5), shown as red solid lines, are considered herein to calculate the output 
of the query data point using a weighting function specified by the user (see Figure 4 for the detailed 
computational procedure). 
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Figure 4. A graphical representation of the computational steps of k-NN algorithm for solving re-
gression problems. Notes: The inputs to the algorithm are Xtr, Ytr, Xts, Yts (a column vector with n* 
elements where all the elements are initially set to zero), and k; Yts is the target output. The reader is 
referred to Table 4 for the description of the symbols used in this figure. 

Table 4. Description of the symbols used in Figure 4. 

Symbol Description 

X 
Input matrix, in which each row represents an observation that consists 

of the values of the input variables 
Xts* Repmat (Xts (i,:), n, 1) a  
n Size (Xtr,1) b 
n* Size (Xts,1) c  
m Size (Xtr, 2) d 
Y A column vector whose i-th element is the output of the i-th observation 
D Distance measure (see Equation (S1)) 
W Weight measure (see Equation (S3)) 
k Number of the nearest neighbors (specified by the user) 

i, j, r, s, p, and c Loop control variables 
D1, l Accumulator variable 

a A function found in MATLAB® (trial version, R2020a) (MathWorks Inc., Natick, MA, USA) that 
produces a matrix consisting of n rows, each is a copy of the i-th row of matrix Xts; b A function that 
returns the number of rows in matrix Xtr; c A function that returns the number of rows in matrix Xts; 
d A function that returns the number of columns in matrix Xtr; Subscripts “tr”, and “ts” stand for 
“training” and “testing”, respectively. 
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In this study, a k-NN model was developed based on the experimental data (shown 
in Table 3) using a script written in a MATLAB environment. The Euclidean distance func-
tion (Equation (S1)) was used to determine the distances between each query observation 
(output from the testing subset) and all observations in the training subset. Once all the 
distances were computed, the k neighbors (k varied from 1 to 10) with the minimum dis-
tances from the query observation were assigned a weight (Equations (S2) and (S3)). 
Thereafter, the output of the query observation was computed in accordance with Equa-
tion (S4). 

A five-fold cross-validation (CV) approach was performed in order to obtain an op-
timal value for k. A brief description of an example of a q-fold CV is provided in the Sup-
plementary Materials (Section B) [39]. 

After determining the optimal k value, the trained model was used to make predic-
tions using the testing dataset, which was unseen throughout the training process. 

The k-NN model performance was assessed by two commonly used statistical indi-
ces: R2 and RMSE. R2 represents the goodness-of-fit between the measured (actual) values 
and their corresponding predicted values, which is defined by Equation (1). 𝑅ଶ = 1 − ∑ 𝑌௜ − 𝑌௣௥௘ௗ.,௜௡௜ୀଵ∑ 𝑌௜ − 𝑌௔௩௚.௡௜ୀଵ  (1)

RMSE, a measure of the average magnitude of the error, is calculated in accordance 
with Equation (2): 

𝑅𝑀𝑆𝐸 =  ඩ1𝑛 ෍(𝑌௜ − 𝑌௣௥௘ௗ.,௜)ଶ௡
௜ୀଵ  (2)

where Yi is the actual value of the output, and Ypred.,I is the corresponding model prediction 
for the i-th observation; Yavg. is the average value of Yi (i = 1, 2, …, n); and n is the total 
number of observations (in the training or testing subset), on which the R2 and RMSE are 
estimated. 

It is evident from Equations (1) and (2), that the values of R2 closer to one and RMSE 
closer to zero demonstrate a smaller value of (Yi -Ypred.,i). In other words, the model per-
fectly fits the data when R2 = 1 and RMSE = 0. 

2.2.2. SVM 
SVM, a supervised learning technique within the field of computational intelligence, 

was originally developed at AT&T Bell Laboratories (Holmdel, NJ, USA) by Vapnik [40]. 
It can be used to solve data classification tasks, which is beyond the scope of this paper 
and can be extended to solve regression problems, which is the focus of this paper. 

Suppose a certain problem is represented by a dataset ሼ(𝑥௜, 𝑦௜)}௜ୀଵ௡ where 𝑥௜ ∈ 𝑅ௗ is 
a vector of d input features, 𝑦௜ ∈ 𝑅 is the corresponding scalar output value, and n is the 
total number of data patterns. The goal of SVM is to find a regression function 𝑓(𝑥) that 
estimates the output value whose deviation from the target (actual) value 𝑦௜, for all 𝑥௜, is 
at most epsilon (ε). In other words, an error larger than ε is not tolerated. In addition, 𝑓(𝑥) 
should be as flat as possible. 

For simplicity, let us first consider the case of a linear SVM regression, which can be 
expressed in the following form: 𝑓(𝑥) =  ⟨𝑤, 𝑥⟩ + 𝑏 (3)

where 𝑤 ∈ 𝑅ௗ is the weight vector, 𝑏 ∈ 𝑅 is the so-called bias term, and ⟨𝑤 , 𝑥⟩ denotes 
the dot product between the weight vector w and vector x that is defined as: 
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⟨𝑤, 𝑥⟩ =  ෍ 𝑤௝𝑥௝ௗ
௝ୀଵ  (4)

In order to ensure that 𝑓(𝑥) is as flat as possible, the Euclidean norm of 𝑤, i.e., ‖𝑤‖, 
should be minimized. This can be represented as a convex optimization problem to mini-
mize:  𝐽 (𝑤) =  12 ‖𝑤‖ଶ (5)

subject to  ൜   ∀𝑖 ∶  𝑦௜ − ⟨𝑤, 𝑥௜⟩ + 𝑏 ≤ 𝜀   ∀𝑖 ∶  ⟨𝑤, 𝑥௜⟩ + 𝑏 − 𝑦௜ ≤ 𝜀 

However, it is necessary to point out that such a function 𝑓(𝑥) that satisfies these 
constraints may not exist. Therefore, the slack variables 𝜉௜ and 𝜉௜∗ ∈ 𝑅 are required to be 
introduced. Including the slack variables, Equation (5) can be written as follows (also 
called the primal objective function): 

𝐽 (𝑤) =  12 ‖𝑤‖ଶ + 𝐶 ෍(𝜉௜ + 𝜉௜∗)௡
௜ୀଵ  (6)

subject to  ൞   ∀𝑖 ∶  𝑦௜ − ⟨𝑤, 𝑥௜⟩ − 𝑏 ≤ 𝜀 + 𝜉௜   ∀𝑖 ∶  ⟨𝑤, 𝑥௜⟩ + 𝑏 − 𝑦௜ ≤ 𝜀 + 𝜉௜∗𝜉௜, 𝜉௜∗ ≥ 0 𝐶 > 0  

where parameter C is a user-defined constant, known as box constraint, which determines 
the trade-off between the flatness of 𝑓(𝑥) and the amount up to which deviations greater 
than 𝜀 are acceptable. 

To solve Equation (3), it is possible to use the Lagrangian function and optimal con-
straints, to obtain a linear SVM regression [41] (see Section C in Supplementary Materials 
for the detailed computational procedure). In the case of a non-linear relationship between 
the input variables and the output, the SVM model can be simply constructed by mapping 
the inputs into a high-dimensional feature space, F: 𝜑 ∶  𝑅ௗ → 𝐹 (7)

Thus, Equation (S12) can be formulated in the following form (so-called non-linear 
SVM regression): 

𝑓(𝑥) = ෍(𝛼௜ − 𝛼௜∗)𝐾(𝑥௜, 𝑥)௡
௜ୀଵ + 𝑏 (8)

where the term 𝐾(𝑥௜, 𝑥) is defined as the kernel function: 𝐾(𝑥௜, 𝑥) =  〈𝜑(𝑥௜), 𝜑(𝑥)〉 (9)

where 〈𝜑(𝑥௜), 𝜑(𝑥)〉 is the dot product of the input vectors in the high-dimensional fea-
ture space, 𝜑(𝑥௜) and 𝜑(𝑥). 

In order to develop the SVM model, the Regression Learner App in the framework 
of MATLAB® (trial version, R2020a) (MathWorks Inc., Natick, MA, USA) was used. On 
the Apps tab, in the Machine Learning and Deep Learning group, the Regression Learner 
was selected. The training and testing datasets were loaded from the MATLAB work-
space, and then a 5-fold CV was chosen as a validation scheme to protect against overfit-
ting. 

The key to the establishment of an SVM model is to specify an appropriate kernel 
function. In addition, the hyperparameters, i.e., kernel scale (𝛾), C, and ε greatly affect the 
performance of the model, which are typically determined by trial-and-error method. For 
the system under consideration in this study, four types of kernel functions, including 
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linear, quadratic, cubic, and fine/medium/coarse Gaussian were tested (see Table 5 for the 
mathematical definition of these kernel functions). 

Table 5. Mathematical definition of the SVM kernel functions and their kernel scales used in this 
study. 

Type of SVM Regression Kernel Function Kernel Scale (𝜸) 
Linear 𝑘(𝑥, 𝑥௜) =  𝛾 × 〈𝑥, 𝑥௜〉 1 

Quadratic 𝑘(𝑥, 𝑥௜) = (𝛾 × 〈𝑥, 𝑥௜〉 + 1)ଶ 1 
Cubic 𝑘(𝑥, 𝑥௜) = (𝛾 × 〈𝑥, 𝑥௜〉  + 1)ଷ 1 

Fine Gaussian 𝑘(𝑥, 𝑥௜) = 𝑒𝑥𝑝(−‖𝑥 − 𝑥௜‖ଶ/(𝛾)ଶ) 0.25𝑁଴.ହ 
Medium Gaussian  𝑁଴.ହ 
Coarse Gaussian  4𝑁଴.ହ 〈𝑥, 𝑥௜〉 denotes the dot product between the vectors x and xi; ‖𝑥 − 𝑥௜‖ denotes the Euclidean dis-

tance between the two feature vectors x and xi; the values assigned to 𝛾 are the MATLAB default 
values; N is the number of predictor variables (N = 3 for the system under consideration). 

The value of ε was set to 0.001 (the smallest acceptable value in MATLAB R2020a), 
while the value of parameter C was varied in the range of 0.1 to 10,000 (total number of 
data points = 23) in order to pick the best model with the least validation error (the smaller 
the validation error, the better the model generalization ability). Each SVM model was 
trained with the training subset using the SMO algorithm, considering that the model val-
idation error was estimated by means of a 5-fold CV method (the default validation 
scheme in MATLAB R2020a). The SMO algorithm stopped iterating when the feasibility 
gap (see Equation (10)) was less than the pre-specified gap tolerance (the gap tolerance 
was set to 0.001). Feasibility gap (Δ) =  𝐽(𝑤) +  𝐿(𝛼, 𝛼∗)𝐽(𝑤) + 1  (10)

where 𝐽(𝑤) and 𝐿(𝛼, 𝛼∗) denote the primal objective (Equation (6)) and the dual objec-
tive (Equation (S10)), respectively. 

Once the algorithm met the convergence criterion, in other words, the model training 
process was complete, the trained model was fed as input to make a prediction using the 
testing dataset. The SVM model performance was assessed by means of the two afore-
mentioned statistical indices (R2 and RMSE; see Equations (1) and (2)). 

3. Results and Discussion 
3.1. Evaluation of k-NN Model 

The optimal k value of the k-NN model was obtained with the aid of a 5-fold CV 
approach. The optimal k value was defined as the value that allows the k-NN model to 
produce the smallest RMSE (and the highest R2) on the validation folds in runs 1–5. Figure 
5 displays R2 and RMSE values of the validation fold, as a function of the k value varying 
from 1 to 10, for the k-NN models 1 and 2; k-NN model 1 uses Equation (S2) as the 
weighting function, whereas k-NN model 2 uses Equation (S3) as the weighting function. 
It can be seen from Figure 5 that the optimal k value for both k-NN models 1 and 2 was 
found to be 2; however, model 2 performed better with validation R2 and RMSE of 0.964 
and 1.957, respectively, compared with the R2 value of 0.925 and RMSE value 2.969 ob-
tained using model 1. Figure 6 shows the prediction accuracy of k-NN model 2 (k = 2) 
against the whole dataset under mesophilic condition (35 °C) and thermophilic condition 
(55 °C) as a scatter plot of the measured and the model-predicted values. As seen in Figure 
6, the data points on the plot are well-dispersed around the 45° line (called 100% correla-
tion line or line 1:1) with R2 and RMSE values equal to 0.983 and 1.487, respectively, in the 
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case of mesophilic temperature, and 0.996 and 0.829 in the case of thermophilic tempera-
ture, respectively. This implies that only 0.4–1.7% of the total variability in the response 
cannot be explained by the developed k-NN model 2. 

 
(A) 

 
(B) 

Figure 5. Validation curves for (A) k-NN model 1, and (B) k-NN model 2. k-NN models 1 and 2 use 
Equations (S2) and (S3), respectively, as a weighting function (R2: coefficient of determination; 
RMSE: root mean squared error). 
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Figure 6. The measured and predicted CBP using k-NN model 2 at 35 °C and 55 °C. R2: coefficient 
of determination; RMSE: root mean squared error; VS: volatile solids; CBP: cumulative biogas pro-
duction; k = 2; weighting function: Equation (S3). 

3.2. Evaluation of SVM Model 
A 5-fold CV approach was applied to find an appropriate kernel function for the SVM 

model, and to optimize the parameters C and ε by means of SMO algorithm. Figure 7 
illustrates the variation in validation RMSE as a function of the type of kernel function 
(linear, quadratic, cubic, fine Gaussian, medium Gaussian, and coarse Gaussian), and C 
value. Parameter C varied from 0.1 to 10,000, whereas ε was set to 0.001. The MATLAB 
default value was assigned to 𝛾 (1.0 for all the linear, quadratic, and cubic functions; 0.43 
for the fine Gaussian, 1.73 for the medium Gaussian, and 6.93 for the coarse Gaussian 
function). As seen in Figure 7, among the different kernel functions that were fitted to the 
training subset, the coarse Gaussian kernel function yielded the least validation error 
(RMSE equals 0.932), which was obtained at a C value equal to 1200. The detailed specifi-
cations of the trained course Gaussian-based SVM model are tabulated in Table 6. 
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Figure 7. Validation curve for the SVM model as a function of C and type of kernel function. C: box constraint; R2: coefficient of determination; RMSE: root mean 
squared error; ε was set to 0.001, which is the smallest acceptable value in MATLAB R2020a. 
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Table 6. Detailed specifications of the best trained SVM model a. 

Number of data patterns 90 
Training algorithm SMO 

Convergence criterion Feasibility gap b 
Gap calculated 9.8398 × 10−4  
Gap tolerance 1 × 10−3 

Number of iterations  27,537 
b 20.4169 
w 0.01111 
C  1200 
ε  1 × 10−3 𝛾  6.93 

nsv 90 c 
α See Supplementary Materials (Table S1)  

Training runtime d 1.175 s 
Symbols: b: bias; w: weight; C: box constraint; ε: deviation from the target output value; 𝛾: kernel 
scale; nsv: number of support vectors, 𝛼 =  𝛼௜ − 𝛼௜∗ where 𝛼௜, and 𝛼௜∗ are the Lagrange multipliers 
associated with the vector xi whose elements are x1 (temperature), x2 (C/N), and x3 (RT). Abbrevia-
tions: SVM: support vector machine; SMO: sequential minimal optimization; C/N: carbon-to-nitro-
gen; RT: retention time. Notes: a The SVM model constructed based on coarse Gaussian as a kernel 
function (for a solved example, refer to Section D in the Supplementary Materials). b See Equation 
(10); the SMO algorithm is converged at an iteration at which the feasibility gap is smaller than the 
gap tolerance (MATLAB R2020a). c All 90 data patterns are considered as support vectors (𝛼 ≠ 0); 
see Supplementary Materials (Table S1) for 𝛼 values corresponding to the support vectors. d The 
model was implemented in MATLAB R2020a on a Dell laptop with Intel® Core™ i3-2330M CPU @ 
2.20 GHz, and 4.00 GB RAM. 

The prediction accuracy of the coarse Gaussian-based SVM model against the whole 
dataset under mesophilic condition (35 °C) and thermophilic condition (55 °C) is visual-
ized in Figure 8. This figure indicates an excellent agreement between the measured and 
the model predicted values with R2 and RMSE values equal to 0.997 and 0.598 in the case 
of the mesophilic condition, respectively, and 0.999 and 0.418 in the case of the thermo-
philic condition, respectively. This indicates that only 0.1–0.3% of the total variability in 
the response cannot be explained by the developed coarse Gaussian-based SVM model.  
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Figure 8. The measured and predicted CBP using the coarse Gaussian-based SVM model. ε = 0.001, 
C = 1200, and 𝛾 = 6.93 under mesophilic condition (35 °C) and thermophilic condition (55 °C); R2: 
coefficient of determination; RMSE: root mean squared error; VS: volatile solids; CBP: cumulative 
biogas production. 

De Clercq et al. [42] proposed k-NN-, SVM-, and random forest-based models to pre-
dict biogas production from “Hainan BioCNG”, an industrial-scale biogas facility located 
in the south of China, which is capable of treating daily 750 tons of a wide range of agri-
cultural, municipal and industrial bio-wastes, with a daily maximum production of 30,000 
m3 bio-methane vehicular fuel. Results indicated that the best performance was achieved 
by the k-NN model, offering a prediction accuracy of 0.86 and 0.85 on the training dataset 
and testing dataset, respectively. The SVM and random forest models had accuracy in the 
range of 0.95–0.97 on the training dataset; however, both of these models produced a test-
ing accuracy far lower (about 0.50) than that of the training accuracy, which shows that 
the SVM and random forest models were noticeably overfitting the training dataset. The 
authors claimed that one of the possible reasons for the low testing accuracy of the SVM 
and random forest models was that the dataset used to tune the hyperparameters was too 
small. Dong and Chen [43] proposed a novel modeling method, which integrated orthog-
onal experimental design (OED) with SVM, to establish a relationship between the biogas 
produced from anaerobic digestion of corn stalk (CS) and the pretreatment process pa-
rameters, including mass of CS, ultrasonic duration time, alkali pretreatment time, and 
single-/dual-frequency ultrasound. The anaerobic digester, composed of a 1.0 L bottle 
with an effective volume of 0.8 L, operated at pH 7–8, a constant temperature of 35 °C, 
and at an initial TS and C/N ratio of 15 g/L and 20:1, respectively. The results of the vali-
dation experiment demonstrated that OED-SVM was an efficient method for optimizing 
the pretreatment process parameters and predicting biogas production from anaerobic 
digestion of CS. In the study performed by Yang et al. [44], two different models, includ-
ing SVM and ANFIS were developed to estimate biogas production for anaerobic diges-
tion of fruits, vegetables, and food wastes as a function of temperature, pH, VS, biomass 
type, reactor volume, HRT, organic loading rate, and reactor/feeding type. Findings 
showed that the proposed SVM model demonstrated a superior capability of predicting 
biogas with RMSE and R2 of 0.0111 and 0.998 against 0.0683 and 0.946 for ANFIS model. 
Gao et al. [45] performed a multiple linear regression (MLR) analysis to estimate methane 
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production from anaerobic co-digestion of yellow back fungus spent mushroom and dif-
ferent types of livestock manures (e.g., chicken, dairy, and pig manures) at a constant tem-
perature of 35 °C. The feedstock ratio (spent mushroom-to-manure: 10–90 w/w and TS 
content (5–15 %w)) were considered as the independent variables. From the results, a 
quadratic polynomial model was found to be a suitable regression model fitting the ex-
perimental data, with R2 value greater than 0.95. The author also showed that the Modi-
fied Gompertz model could fit the cumulative methane production data with high accu-
racy (R2 > 0.98). In another study carried out by Kumar et al. [46], two different computa-
tional tools, including a feed-forward-backpropagation neural network (FFBPNN) with 
logistic function, and response surface methodology (RSM) were used to optimize the 
performance of an electrochemical-assisted anaerobic digester of 1 L capacity fed with the 
spent mushroom substrate (i.e., wheat straw-based mushroom left over after cultivation 
of Agaricus bisporus mushroom). Sugar mill wastewater (SMWW), and cow dung were 
utilized as a supplementary nutrient source and as an inoculum, respectively. The digester 
temperature (30, 35, and 40 °C), direct electrical current (0, 1.5, and 3 V), and SMWW load-
ing (0, 50, and 100% conc.) were taken as the models’ input variables, whereas the biogas 
production was the output of the models. The modeling results demonstrated that the 
FFBPNN models showed an excellent ability to estimate biogas production with a predic-
tion accuracy of 99.91%, which was slightly better than that obtained by the quadratic 
model of RSM (99.79%). However, from the perspective of error generated, the FFBPNN 
model produced a smaller RMSE (97.3) compared with that produced by the RSM (117.6). 

3.3. Comparison of the Models 
Figure 9 illustrates the measured and predicted values for the cumulative biogas pro-

duction as a function of RT (1 to 14 days) while different levels of temperature (35 °C and 
55 °C) and C/N ratios (12, 20, 30, and 40) were investigated. It is evident from Figure 9 that 
the predicted lines (generated using the developed k-NN and SVM models) follow the 
trend of experimental data points most closely. 

  
(A) (B) 
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(C) (D) 

Figure 9. Comparison of measured-predicted CBP using k-NN model 2 at (A) 35 °C and (B) 55 °C 
and using the best-trained SVM model at (C) 35 °C and (D) 55 °C. CBP: cumulative biogas produc-
tion. 

Performance comparison of the k-NN and SVM models is tabulated in Table 7. The 
results of ANN, ANFIS, and logistic models developed by Najafi and Faizollahzadeh Ar-
dabili [31] are also included in Table 7; two statistical indices (R2 and RMSE between the 
measured and predicted values) were used in order to make the comparison. It can be 
observed from Table 7 that the total values of R2 for the developed k-NN model under 
mesophilic digestion (35 °C) and thermophilic digestion (55 °C) were 0.9830 and 0.9957, 
respectively. These findings indicate that the k-NN model performs well in predicting bi-
ogas production. In addition to its high predictive performance, the k-NN model was 
straightforward to implement for the problem under consideration because the dataset 
(composed of 112 observations) and the number of features (i.e., three features) were 
small. However, it should be noted that in the case of problems that involve several fea-
tures and a huge dataset, k-NN modeling is not a feasible technique because it is compu-
tationally expensive in terms of runtime and memory requirement. Furthermore, the k-
NN algorithm calculates and stores the distance of each observation in the testing dataset 
from all the observations in the training dataset. The total values of R2 for the SVM model 
under mesophilic digestion (35 °C) and thermophilic digestion (55 °C) were 0.9973 and 
0.9989, respectively, which are slightly better than those obtained using the k-NN model 
(Table 7).  

Table 7. Comparison of models developed in this study and those developed by Najafi and Faizol-
lahzadeh Ardabili [31]. 

T (°C) C/N  
Models Developed in This Study Models Developed by Najafi and Faizollahzadeh Ardabili [31] 

k-NN SVM ANN ANFIS Logistic 
R2 RMSE R2 RMSE R2 RMSE R2 RMSE R2 RMSE 

35 12 0.9958 0.5899 0.9995 0.1986 1 0.0364 0.9994 0.2346 0.9986 0.4094 
 20 0.9903 1.3076 0.9967 0.7584 0.9942 1.3064 0.9998 0.2202 0.999 0.5 
 30 0.9592 2.3786 0.9981 0.5166 0.9966 0.7756 0.9998 0.1475 0.9984 0.5327 
 40 0.9888 1.0648 0.9946 0.7408 0.9992 0.3606 0.9998 0.1593 0.9974 0.5865 
 Total 0.983 1.4374 0.9973 0.598 0.9962 0.78 0.9996 0.194 0.9984 0.5111 

55 12 0.9961 0.6068 0.9981 0.422 0.9984 0.5584 0.9992 0.286 0.9972 0.5691 
 20 0.9961 0.8085 0.9978 0.6023 0.9998 0.2004 0.999 0.4233 0.9984 0.5501 
 30 0.9951 1.0185 0.9994 0.3554 0.9998 0.2733 0.9998 0.2512 0.9986 0.5771 
 40 0.9956 0.8304 0.9998 0.1811 0.9998 0.2093 0.9998 0.2098 0.9986 0.5035 
 Total 0.9957 0.829 0.9989 0.4183 0.9984 0.343 0.9994 0.3033 0.9982 0.5506 

k-NN: k-nearest neighbors; SVM: support vector machine; ANN: artificial neural network; ANFIS: 
adaptive neuro-fuzzy inference system; R2: coefficient of determination; RMSE: root mean squared 
error; C/N: carbon-to-nitrogen. 
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Comparing the performance of the k-NN and SVM models in terms of error pro-
duced, the total values of RMSE under mesophilic digestion for the SVM model was 
0.5980, which is 58.4% smaller than that obtained using the k-NN model under the same 
conditions. In the case of thermophilic digestion, the total value of RMSE for the SVM 
model was 0.4183, which is 49.5% smaller than that obtained using the k-NN model under 
the same conditions. These results imply that the SVM model is a better choice for pre-
dicting biogas production. It is worth mentioning that the SVM modeling technique is less 
computationally demanding than the k-NN technique and can effectively handle any com-
plex problems involving many features and a massive dataset with high generalization 
power. However, SVM is very sensitive to the input hyperparameters, and hence, caution 
must be taken to properly tune the hyperparameters for any given problem. Parameters 
that may yield an excellent prediction accuracy for problem A may yield a poor prediction 
accuracy for problem B. 

The total values of R2 and RMSE at both mesophilic and thermophilic conditions for 
the SVM model developed in this study were in the range of 0.9973–0.9989 and 0.4183–
0.5980, respectively, which are in agreement with the results of Najafi and Faizollahzadeh 
Ardabili [31] who developed ANN, ANFIS, and logistic models (R2 = 0.9962–0.9996, RMSE 
= 0.1940–0.7800). Overall, it can be concluded that the SVM can be a useful alternative tool 
with the capability of accurately predicting biogas production under both mesophilic and 
thermophilic conditions. 

4. Conclusions 
In this study, two data-driven modeling techniques, including k-nearest neighbor (k-

NN) and support vector machine (SVM), were successfully trained, validated, and tested 
to estimate biogas production from anaerobic digestion of spent mushroom compost. It is 
evident from the results that both the developed k-NN and SVM models can estimate bi-
ogas production-under mesophilic and thermophilic conditions-with high prediction ac-
curacy (R2 = 98.3–99.9%). However, the SVM model generated a smaller error (RMSE = 
0.418–0.598) than that of the k-NN model (0.829–1.437). These findings imply that the SVM 
model is a versatile yet more effective tool for predicting biogas production during anaer-
obic digestion.  

Supplementary Materials: The following supporting information can be downloaded at: 
https://www.mdpi.com/article/10.3390/agriculture12081090/s1, Section A: a brief description of the 
determination of k-NN hyperparameters; Section B: an example of a q-fold cross-validation (CV) 
method; Section C: To derive a linear SVM regression with the use of Lagrangian function and op-
timal constraints; Section D: A solved example of how to use the developed SVM model in this 
study; Table S1: α values for the support vectors; Figure S1: Schematic illustration of q-fold CV ap-
proach; Equations (S1–S12).  
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