Evaluation of Models for Utilization in Genomic Prediction of Agronomic Traits in the Louisiana Sugarcane Breeding Program
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Abstract: Sugarcane (Saccharum spp.) is an important perennial grass crop for both sugar and biofuel industries. The Louisiana sugarcane breeding program is focused on improving sugar yield by incrementally increasing genetic gain. With the advancement in genotyping and (high-throughput) phenotyping techniques, genomic selection is a promising marker-assisted breeding tool. In this study, we assessed ridge regression best linear unbiased prediction (rrBLUP) and various Bayesian models to evaluate genomic prediction accuracy using a 10-fold cross validation on 95 commercial and elite parental clones from the Louisiana sugarcane breeding program. Datasets (individual and pooled in various combinations) were constructed based on soil type (light—Commerce silty loam, heavy—Sharkey clay) and crop (plant cane, ratoon). A total of 3906 SNPs were used to predict the genomic estimated breeding values (GEBVs) of the clones for sucrose content and cane and sugar yield. Prediction accuracy was estimated by both Spearman’s rank correlation and Pearson's correlation between phenotypic breeding values and GEBVs. All traits showed significant variation with moderate (42% for sucrose content) to high (85% for cane and sugar yield) heritability. Prediction accuracy based on rank correlation was high (0.47–0.80 for sucrose content; 0.61–0.69 for cane yield, and 0.56–0.72 for sugar yield) in all cross-effect prediction models where soil and crop types were considered as fixed effects. In general, Bayesian models demonstrated a higher correlation than rrBLUP. The Pearson's correlation without soil and crop type as fixed effects was lower with no clear pattern among the models. The results demonstrate the potential implementation of genomic prediction in the Louisiana sugarcane variety development program.
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1. Introduction

Sugarcane (Saccharum spp.) is an economically important perennial grass crop grown primarily for sugar in tropical and subtropical regions of the world. Sugarcane bagasse, the fibrous remains after sugar extraction, is burnt by the sugar mills for electricity to operate the mill [1]. Sugarcane contributes 70% and 45% to the total sucrose production globally and in the United States, respectively [2]. Of the three (Louisiana, Florida, and Texas) major sugarcane producing states of the USA, Louisiana produces about 20% of the total sugar in the U.S. Sugarcane contributes approximately $3 billion to Louisiana’s economy with an annual value of over $800 million [3]. In 2021, the total cane production in Louisiana was 15.2 Mt. grown over 196,000 ha of land, which amounts to 52% of the total production in the U.S., grown on 379,200 ha [2]. In recent years, sugarcane has gained attention as an energy crop. Sugarcane produces the highest amount of biomass per unit area and is considered as a sustainable and renewable source of bioenergy that has the potential for fulfilling the growing demand for energy while simultaneously reducing greenhouse gas emissions.
emissions [4]. Therefore, it is very important for the breeding programs to improve the sugar and biomass yield traits of this crop. Success in a breeding program depends upon strategies such as the appropriate selection of parents, the experimental design used, and the genetic variation and heritability of the trait(s) to be improved [5].

In sugarcane, most breeding programs focus on the improvement in the sucrose yield, ratooning ability, biotic and abiotic stress resistance, and total biomass yield for bioenergy production [6–8]. Phenotypic recurrent selection among clones is carried out in sugarcane breeding, but the time required from initial crossing of the parents to the release of an improved, desired commercial clone using a conventional phenotypic selection approach requires up to 12 years [9,10]. Reducing the length of the breeding cycle without significant loss in the accuracy of the breeding value of selected clones in each generation is an important goal of sugarcane breeding. Additionally, traditional phenotypic recurrent selection can be difficult and expensive, especially for difficult-to-select traits, and inaccurate for traits with low heritability [11].

Marker-assisted selection (MAS) can overcome the limitations of conventional breeding efforts, where indirect selection of the trait(s) of interest is accomplished in experimental breeding clones by using molecular markers linked to desirable traits [12]. While MAS has been successfully implemented in other crops, application in sugarcane has lagged, primarily due to its genetic complexity. Sugarcane is highly heterozygous and a complex polyploid plant. Modern sugarcane cultivars (2n = 100−140) resulted from the interspecific hybridization of S. officinarum as female (2n = 8x = 80; x = 10) and S. spontaneum as male (2n = 5x−16x = 40−128; x = 8), contributing ~80% and ~10–20% to the hybrid genome, respectively [13]. Nevertheless, quantitative trait loci (QTLs) have been identified for several traits in sugarcane [14].

The first successful application of MAS was achieved in sugarcane with the identification of markers linked to a major QTL, Bru1, for brown rust resistance [15], which have been widely used to screen sugarcane clones in various sugar industries worldwide [16–21]. However, most of the important traits in sugarcane, especially cane yield and sugar yield, are quantitatively inherited [22]. MAS fails when the trait expression is controlled by a large number of QTLs with small effects [23]. Genomic selection (GS), on the other hand, can overcome such limitations and has been efficiently used in selecting individuals for desirable traits in the early stages by estimating their breeding value using genome-wide marker information with all major and minor QTLs controlling the trait of interest [24–26].

The prediction models in GS allowed us to identify the best performing individuals to be used as parents in a breeding program or for next-generation advancement by using their genomic-estimated breeding values (GEBVs) based on SNPs generated by high-throughput genotyping by sequencing [27,28]. A prediction model is developed by using phenotypic and genome-wide marker data of a training population (TP) to determine the GEBVs by best linear unbiased prediction (BLUP) [29]. However, traditional statistical assumptions are violated in GS: (1) multi-collinearity where several independent variables in a model are correlated and (2) model overfitting where phenotypes of a few genotypes in the training population are regressed on thousands of markers, generated by high-throughput genotyping by next-generation sequencing. These two issues can cause both the underestimation and overestimation of the marker effect (response) in prediction. Pavlou et al. [30] developed a more accurate risk prediction model by using penalized regression where the number of genotypes (n) in a training population were fewer than markers (predictors, p). Studies showed that the quantitative traits may not be affected by the genome-wide variants [31,32]. Therefore, selecting a subset of SNPs associated with the trait can reduce computational complexity and decrease prediction inaccuracy caused by overestimation. Although an identified subset of genome-wide variants can be efficiently used for genomic selection, it is difficult to overcome the p >> n (large-p small-n) problem while fitting a GS model.

Genome-wide SNP makers have been utilized for the prediction of GEBVs of parents and genotypes through GS in several crops including sugarcane [33]. Since the introduction
of GS, many statistical approaches have been developed to counter the p >> n problem and improve prediction accuracy. Though a large number of statistical methods are being developed, a few of them are widely used [34]. In this study, ridge regression best linear unbiased prediction (rrBLUP) and different Bayesian approaches (Bayes A, Bayes B, Bayes C, Bayesian Lasso, Bayesian ridge regression) were used for the comparative evaluation of the prediction accuracies.

2. Material and Methods

2.1. Sugarcane Clones and Phenotypic Data

The present study comprised of 95 sugarcane clones that included cultivars, elite, and historic (foreign) clones from the Louisiana sugarcane breeding program [35,36]. The clones were planted in 3 m plots with a row spacing of 1.8 m in 2015 and 2016 in both light (Commerce silt loam) and heavy soil (Sharkey clay) at the Sugar Research Station, St. Gabriel, Louisiana. Data on traits such as sucrose content, cane and sugar yield from plant cane (2016 and 2017), and ratoon crops (1st ratoon 2017 and 2018; 2nd ratoon 2018 and 2019; and 3rd ratoon 2019) were recorded for each soil type [36]. Briefly, millable stalk counts per plot were made in August each year. These counts were used to determine the mill stalks ha\(^{-1}\). The trials were harvested in December of each crop year. A 6-stalk sample was hand cut and the leaves stripped off and weight per stalk (kg) was recorded. The sample was then shredded and analyzed in a Bruker NIR unit to determine the theoretical recoverable sugar (sucrose content, kg Mg\(^{-1}\)). Cane yield (Mg ha\(^{-1}\)) was estimated as the product of stalk population and stalk weight. Sugar yield (Mg ha\(^{-1}\)) per hectare was calculated as the product of cane yield and sucrose content.

Phenotypic Data Analysis

Based on soil type and/or crop, the dataset was further subdivided into four subsets (light soil and heavy soil) and crop (plant cane and ratoon). Furthermore, all the subsets of data were processed by averaging the phenotypes of each clone to make unique sets. Another set of data was constructed from the original dataset by taking the average of the phenotypes of each clone irrespective of any condition. The resulting five subsets were named as plant cane, ratoon cane, light soil, heavy soil, and all combined. To develop a genomic selection model, the performance of six different statistical models was examined using the five datasets. Phenotypic data were analyzed for the correlation between years, soil type, and crop, and broad-sense heritability using JMP Pro version 14.0.0 as described by Fickett et al. [36]. Narrow-sense heritability was calculated as described by de Los Campos et al. [37].

2.2. Genotypic Data

Genotyping of the clones used for the present study has been described earlier [36]. The 6534 SNPs and InDels distributed over 10 homologous groups of sugarcane corresponding to 10 sorghum chromosomes [36] were further filtered by removing 1020 SNPs with a minor allele frequency of less than 0.1, which were considered as missing values. Missing SNPs were imputed using JMP Genomics, as described earlier [36]. Furthermore, 1608 SNPs with the same genetic information were removed. Ultimately, 3906 SNPs (Supplementary Figure S1) were used for the genomic selection models with 95 clones that were represented under most conditions.

2.3. Models Used for Genomic Prediction

To counter the regression problem associated with large p and small n, various approaches that perform shrinkage of estimates, selection of variables, or both combined are commonly used. As a result, the problem mainly focuses on the type of penalization and shrinkage procedure. In this study, the SNP effects were predicted using six different statistical models: ridge regression best linear unbiased prediction (rrBLUP) [38], Bayesian ridge regression (BRR), Bayesian least absolute shrinkage and selection operator (Bayesian
Lasso [39], Bayes A and B [24], and Bayes C [40]. Model implementation was conducted using the R programming language with different packages and functions (Supplementary Table S1).

For all approaches, a linear mixed model was used for fitting the genotypic information, in other words,

\[ y = X\beta + Zu + \varepsilon \text{ with fixed effect and } y = \mu + Zu + \varepsilon \text{ without fixed effect}, \]

where \( y \) is the vector of different phenotypic traits; \( X \) is the full rank design matrix associated with fixed effects \( \beta \) that includes the general mean; \( Z \) is the design matrix associated with random effects \( u \) due to the genome-wide variants (or SNPs); \( \varepsilon \) is the vector of residuals; and \( \mu \) is the intercept or the general mean.

### 2.4. Model Efficiency

The efficiency of the prediction model was measured by calculating the Pearson’s correlation coefficient between the predicted (GEBV) and actual phenotypic values (BLUE) using the formula,

\[
\rho_{\hat{y}y} = \frac{\text{Cov}(\hat{y}, y)}{\sigma_{\hat{y}} \sigma_y} = \frac{\sum (\hat{y}_i - \bar{\hat{y}})(y_i - \bar{y})}{\sqrt{\sum (\hat{y}_i - \bar{\hat{y}})^2} \sqrt{\sum (y_i - \bar{y})^2}}
\]

where \( \rho_{\hat{y}y} \) is the Pearson’s correlation coefficient between the predicted \( \hat{y} \) and actual \( y \); \( \text{Cov}(\hat{y}, y) \) is the covariance between the predicted and actual phenotypes; and \( \sigma_{\hat{y}} \) and \( \sigma_y \) are the standard deviation of the predicted and actual phenotype, respectively.

Sugarcane clones were ranked based on the phenotypes (BLUEs) and GEBVs calculated by the six models. The correlation between the ranks was calculated by the Spearman’s correlation coefficient to check the correlation between the ranks without and with the use of marker data by using the formula,

\[
r_s = 1 - \frac{6 \sum d_i^2}{n(n^2 - 1)}
\]

where \( r_s \) is the Spearman’s rank correlation coefficient; \( d_i \) is the difference between the ranks estimated by phenotype only and GEBVs of \( i \)th clone; and \( n \) is the total number of clones used for ranking.

### 2.5. Prediction Accuracy (without Fixed Effects)

Model predictability was also examined without incorporating any fixed component into the model. For this, total five datasets were retrieved, named, light soil, heavy soil, plant cane, ratoon, and all combined. Each dataset containing 95 genotypes and 3906 SNPs (markers) was partitioned randomly into 10 parts, of which nine parts were used for the training data for every model and the remaining one part for validation. Each random part consisted of nine or ten random genotypes. This process was iterated until all 10 parts were exhausted for the testing set for the traits to perform 10-fold cross-validation. Furthermore, the correlation between the BLUEs and GEBVs of the clones was calculated for every trait by using all datasets.

### 2.6. Prediction Accuracy: All vs. Individual Conditions

Another approach evaluated different datasets as the training population and the individual conditions as the testing population. For instance, in the models developed for light soil plant cane, the training population was averaged over two years of plant cane data of light soil and the testing populations were the plant cane data of the corresponding two different years of light soil. Likewise, in the model developed for heavy soil plant cane, the training population was averaged over two years of plant cane data of heavy soil and the testing populations were the plant cane data of the corresponding two different years.
of heavy soil. However, in the models developed for light soil ratoon and heavy soil ratoon, the training datasets were the data averaged over different years as well as different crops (i.e., first ratoon, second ratoon, and third ratoon) and the testing datasets were the data of different crop types of their respective soil type.

Similarly, in the models developed for plant cane, the training datasets were the data averaged over soil types (i.e., light soil and heavy soil) as well as different years and the testing datasets were the data of each year of plant cane in each soil type and the plant cane data of each soil type averaged over the years. In the models developed for ratoon, the training dataset was the data averaged over the soil types, plant types as well as years and the testing datasets were the data of different plant types (i.e., first ratoon, second ratoon, and third ratoon) in different soil types averaged over different years. In the models developed for light soil and heavy soil, the training datasets were the data averaged over different plant types as well as different years and the testing datasets were the data of different plant types averaged over different years in light soil and heavy soil, respectively. Finally, models were developed for all combined data where the training dataset comprised of the data averaged over the soil types, plant types as well as years, and the testing datasets were the data of different plant types in each soil type averaged over the years.

2.7. Cross-Validation: Crop Type/Soil Types as Fixed Effect

In this study, a fixed effect component due to the environment was also introduced into the models. Two different environmental conditions were soil type as light or heavy and crop type as plant cane and first ratoon. For this, three different datasets were retrieved and named as L.Pc-vs.-H.Pc, L.Pc-vs.-L.Fr, and H.Pc-vs.-H.Fr. In the L.Pc-vs.-H.Pc dataset, the average data of plant cane under light soil and average data of plant cane under heavy soil were stacked. Similarly, in L.Pc-vs.-L.Fr, the average data of plant cane under light soil and average data of the first ratoon under light soil were stacked and the same thing was undertaken for heavy soil to obtain the H.Pc-vs.-H.Fr dataset. Furthermore, all the datasets were used to develop prediction models. In the L.Pc-vs.-H.Pc dataset, soil type (i.e., light and heavy soil) was taken as a fixed effect component in the prediction model. However, in L.Pc-vs.-L.Fr and H.Pc-vs.-H.Fr, crop type (i.e., plant cane and only first ratoon) was taken as a fixed effect component in the model. As mentioned earlier, all the datasets were randomly partitioned into ten parts and in each fold of the cross-validation, nine parts were taken for training the model and the remaining one part was used for prediction.

3. Results

3.1. Phenotypic Variation

Data on sucrose content showed that N27 had the lowest value in both crop types, plant cane and ratoon cane, and for both soil types, light as well as heavy soil (Supplementary Table S2). Conversely, Ho 09-803 had the highest sucrose content in plant cane for heavy soil. The ratoon crop of L 06-001 recorded the highest value for sucrose content in light soil. For cane yield and sugar yield, L 09-107 had the highest value for plant cane in heavy soil, whereas L 81-010 was the best in ratoon cane and light soil. L 06-038 recorded the lowest values for cane yield and sugar yield in plant cane, while LCP 86-454 and HoCP 09-841 (for cane yield only) were the clones with the lowest values in ratoon cane for both soil types.

When the data were pooled and averaged over crop type and soil type, N27 had the minimum value for sucrose, whereas L 06-001 recorded the highest value for % sucrose. For cane yield and sugar yield, LCP 86-454 and L 81-010 had the lowest and highest values, respectively (Supplementary Table S2).

The correlation of traits between years were consistently moderate to high for all traits except for cane yield, where the correlation between 2016 and 2017 was exceptionally low in plant cane for heavy soil (Supplementary Table S3). In general, the correlation values were higher for all traits but cane yield in the second ratoon in light soil. On the other hand, the correlation of traits in different soil type and crop datasets were mostly low for all traits.
except between the first and second ratoon crops for light soil, which was high (0.67–0.68) (Supplementary Table S3).

All the traits had moderate to high broad-sense heritability ($H^2$), ranging from 42% for sucrose in ratoon in heavy soil to 85% for cane yield and sugar yield in combined data, closely followed by 84% for cane yield and sugar yield in light soil (Supplementary Table S2). In general, $H^2$ of the traits was higher in light soil and ratoon cane compared to heavy soil and plant cane. Heritability values of the cane yield and the sugar yield over the crop and soil type were comparable and higher. When the data were pooled over both the crop and soil types, the $H^2$ values were generally higher with 77% for sucrose content and 85% for both the cane yield and sugar yield. Narrow-sense ($h$) heritability values were expectedly lower than $H^2$ (Supplementary Table S2). For sucrose, $h$ ranged from 24% in heavy soil to 35% in heavy soil plant cane. For both cane yield and sugar yield, $h$ was the lowest (0.18) in heavy soil ratoon crop. Cane yield and sugar yield had the highest $h$ values of 0.32 and 0.35, respectively, in light soil. The Shapiro–Wilk test showed that the cane yield and sugar yield data fit to a normal distribution in most datasets whereas the sucrose content displayed a skewed distribution (Supplementary Figure S2, Supplementary Table S4).

3.2. Prediction Accuracy (without Fixed Effects)

Model predictability was examined with five datasets such as light soil, heavy soil, plant cane, ratoon, and all combined without incorporating any fixed effect component into the model. Table 1 shows the mean of the correlation between the actual and predicted phenotypic values by different models calculated over 10-fold validation. Though the means of the correlation values showed negative results, the fold-wise information (Supplementary Table S5) revealed correlation values, ranging from highly positive to highly negative. In heavy soil, the performance of rrBLUP was better than the other models with correlations of 0.06, 0.16, and 0.19 for sucrose content, cane yield, and sugar yield, respectively (Table 1). However, for sugar yield and cane yield, low to moderate positive correlations were produced by all the models under study. For cane yield, BRR showed the highest correlation at 0.19 and BL showed the lowest at 0.08, while for sugar yield, Bayes-C resulted in the highest correlation (0.23) and BL showed the lowest correlation (0.16).

<table>
<thead>
<tr>
<th>Data Sets</th>
<th>Traits</th>
<th>rrBLUP</th>
<th>BL</th>
<th>BRR</th>
<th>Bayes-A</th>
<th>Bayes-B</th>
<th>Bayes-C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Light soil (L)</td>
<td>Sucrose</td>
<td>−0.02</td>
<td>−0.06</td>
<td>−0.12</td>
<td>−0.06</td>
<td>−0.10</td>
<td>−0.12</td>
</tr>
<tr>
<td></td>
<td>Cane yield</td>
<td>−0.15</td>
<td>−0.25</td>
<td>−0.31</td>
<td>−0.27</td>
<td>−0.31</td>
<td>−0.29</td>
</tr>
<tr>
<td></td>
<td>Sugar yield</td>
<td>−0.01</td>
<td>0.00</td>
<td>−0.08</td>
<td>−0.12</td>
<td>−0.06</td>
<td>−0.05</td>
</tr>
<tr>
<td>Heavy soil (H)</td>
<td>Sucrose</td>
<td>0.06</td>
<td>0.02</td>
<td>0.02</td>
<td>0.00</td>
<td>−0.01</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>Cane yield</td>
<td>0.16</td>
<td>0.08</td>
<td>0.19</td>
<td>0.17</td>
<td>0.14</td>
<td>0.12</td>
</tr>
<tr>
<td></td>
<td>Sugar yield</td>
<td>0.19</td>
<td>0.16</td>
<td>0.20</td>
<td>0.20</td>
<td>0.22</td>
<td>0.23</td>
</tr>
<tr>
<td>Plant cane (Pc)</td>
<td>Sucrose</td>
<td>0.05</td>
<td>−0.01</td>
<td>0.00</td>
<td>−0.02</td>
<td>0.00</td>
<td>−0.04</td>
</tr>
<tr>
<td></td>
<td>Cane yield</td>
<td>0.00</td>
<td>−0.05</td>
<td>0.02</td>
<td>0.01</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>Sugar yield</td>
<td>0.11</td>
<td>0.09</td>
<td>0.11</td>
<td>0.06</td>
<td>0.10</td>
<td>0.08</td>
</tr>
<tr>
<td>Ratoon (R)</td>
<td>Sucrose</td>
<td>0.19</td>
<td>0.13</td>
<td>0.01</td>
<td>0.09</td>
<td>0.05</td>
<td>0.04</td>
</tr>
<tr>
<td></td>
<td>Cane yield</td>
<td>0.04</td>
<td>−0.04</td>
<td>−0.02</td>
<td>−0.08</td>
<td>−0.03</td>
<td>−0.04</td>
</tr>
<tr>
<td></td>
<td>Sugar yield</td>
<td>0.03</td>
<td>0.06</td>
<td>0.05</td>
<td>0.02</td>
<td>0.06</td>
<td>0.03</td>
</tr>
<tr>
<td>All Combined (C)</td>
<td>Sucrose</td>
<td>−0.12</td>
<td>−0.20</td>
<td>−0.20</td>
<td>−0.25</td>
<td>−0.28</td>
<td>−0.23</td>
</tr>
<tr>
<td></td>
<td>Cane yield</td>
<td>0.04</td>
<td>−0.06</td>
<td>−0.08</td>
<td>−0.05</td>
<td>−0.06</td>
<td>−0.03</td>
</tr>
<tr>
<td></td>
<td>Sugar yield</td>
<td>0.09</td>
<td>0.19</td>
<td>0.23</td>
<td>0.19</td>
<td>0.19</td>
<td>0.19</td>
</tr>
</tbody>
</table>
In plant cane, BRR performed better than the rest of the models for sugar yield with a correlation of 0.11 followed by rrBLUP and Bayes-B with a correlation of 0.11 and 0.10, respectively. In the ratoon crop, all models demonstrated a positive correlation for sucrose content and sugar yield with the highest correlation by rrBLUP and BL (closely followed by Bayes-B) for cane yield, respectively (Table 1). However, for cane yield, negative correlations were obtained for all models except rrBLUP, which showed a low positive correlation of 0.04.

With the combined dataset, all models produced a negative prediction accuracy for sucrose content. However, all models had a positive correlation for sugar yield with BRR resulting in the highest correlation (0.23), followed by Bayes B with a correlation of 0.19, while rrBLUP showed the lowest correlation (0.09). On the other hand, only rrBLUP showed a low positive correlation for cane yield at 0.04 with other models, resulting in negative correlations (Table 1).

Overall, the prediction accuracy values were low or most times negative. However, fold-wise information showed that the correlation between the BLUEs and GEBVs was drastically changed based on genotypes in the testing set (Supplementary Table S5).

### 3.3. Prediction Accuracy with Putative Causal SNPs as Fixed Effects

The SNPs, significantly associated with sucrose content, cane yield, and sugar yield through genome-wide association mapping [36], were used as fixed effect covariates in the rrBLUP model to determine their effect on genomic prediction accuracy of the traits. The results (Table 2) showed no definitive pattern in the increase/decrease in the correlation between the actual and predicted phenotypic values. Except under heavy soil condition, there was an increase in the prediction accuracy for cane yield and sugar yield, with the highest increase from 0.04 (Table 1) to 0.27 for cane yield in ratoon cane and from 0.11 (Table 1) to 0.28 for sugar yield in plant cane. On the other hand, for sucrose content, it decreased in all conditions, except a slight increase from $-0.12$ (Table 2) to $-0.08$ for the combined data.

<table>
<thead>
<tr>
<th></th>
<th>Light Soil</th>
<th>Heavy Soil</th>
<th>Plant Cane</th>
<th>Ratoon Cane</th>
<th>All Combined</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sucrose</td>
<td>$-0.06$</td>
<td>$0.04$</td>
<td>$-0.04$</td>
<td>$0.06$</td>
<td>$-0.08$</td>
</tr>
<tr>
<td>Cane Yield</td>
<td>$0.15$</td>
<td>$0.14$</td>
<td>$0.09$</td>
<td>$0.27$</td>
<td>$0.31$</td>
</tr>
<tr>
<td>Sugar Yield</td>
<td>$0.03$</td>
<td>$0.03$</td>
<td>$0.28$</td>
<td>$0.23$</td>
<td>$0.22$</td>
</tr>
</tbody>
</table>

### 3.4. Prediction Accuracy: All vs. Individual Conditions

The graphical representation of the results of the correlation between the actual and predicted phenotypic value for individual conditions as the test data by taking all combined dataset as the training data (Supplementary Table S6) is given in Figure 1.
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Figure 1. Rank correlation between the actual (BLUEs) and predicted phenotypic values (GEBVs) by taking all combined dataset as the training data (no fixed effect). Light soil (averaged over crop type); plant cane (averaged over soil type); ratoon cane (averaged over soil type). L—light soil, H—heavy soil, Pc—plant cane, R—ratoon, and Fr—first ratoon.

The cross-validation results showed that the correlation between the actual and predicted phenotype was comparably very high in Bayes-A, Bayes-B, Bayes-C, and in Bayesian ridge regression irrespective of the traits studied. For cane and sugar yield, all models except for rrBLUP had comparable prediction accuracy. In contrast, rrBLUP showed the least correlation between the actual and predicted phenotypic values, ranging from 0.29 for sucrose in plant cane under light soil to 0.54 for sugar yield in the first ratoon under heavy soil. All the additional numeric results are provided in Supplementary Table S7.

3.5. Prediction Accuracy: Soil Type and/or Crop Type as Fixed Effects

With crop type as the fixed effect in the models, the rank correlation values between phenotypic BLUEs and GEBVs increased significantly in both the light and heavy soils (Table 3). Nevertheless, the correlation values were comparable under the light and heavy soil types, except for cane and sugar yield, where the values in heavy soil were significantly higher than the light soil. Sucrose had generally less prediction accuracy than cane and sugar yield for all models, whereas rrBLUP resulted in the lowest values compared to other models for all traits. For sucrose, cane yield, and sugar yield in light soil, the highest correlation values were observed in Bayes-A (0.92), Bayes-A (0.98), followed by Bayes-A (0.97), and BRR (0.95), respectively. On the other hand, rrBLUP recorded the highest correlation values for cane yield (0.98), similar to BL, and sugar yield (0.98) compared to other models.
Table 3. The rank correlation between the phenotypic (BLUEs) and predicted values (GEBVs) using various models in different datasets.

<table>
<thead>
<tr>
<th>Condition</th>
<th>Trait</th>
<th>rrBLUP</th>
<th>BL</th>
<th>BRR</th>
<th>Bayes-A</th>
<th>Bayes-B</th>
<th>Bayes-C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Light soil (L)</td>
<td>Sucrose</td>
<td>0.54</td>
<td>0.86</td>
<td>0.91</td>
<td>0.92</td>
<td>0.92</td>
<td>0.91</td>
</tr>
<tr>
<td></td>
<td>Cane Yield</td>
<td>0.68</td>
<td>0.97</td>
<td>0.95</td>
<td>0.98</td>
<td>0.97</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td>Sugar Yield</td>
<td>0.62</td>
<td>0.91</td>
<td>0.96</td>
<td>0.95</td>
<td>0.95</td>
<td>0.93</td>
</tr>
<tr>
<td>Heavy soil (H)</td>
<td>Sucrose</td>
<td>0.53</td>
<td>0.91</td>
<td>0.91</td>
<td>0.91</td>
<td>0.95</td>
<td>0.89</td>
</tr>
<tr>
<td></td>
<td>Cane Yield</td>
<td>0.98</td>
<td>0.98</td>
<td>0.97</td>
<td>0.93</td>
<td>0.95</td>
<td>0.96</td>
</tr>
<tr>
<td></td>
<td>Sugar Yield</td>
<td>0.98</td>
<td>0.86</td>
<td>0.95</td>
<td>0.97</td>
<td>0.97</td>
<td>0.93</td>
</tr>
<tr>
<td>Plant cane (Pc)</td>
<td>Sucrose</td>
<td>0.62</td>
<td>0.93</td>
<td>0.94</td>
<td>0.96</td>
<td>0.95</td>
<td>0.94</td>
</tr>
<tr>
<td></td>
<td>Cane Yield</td>
<td>0.60</td>
<td>0.97</td>
<td>0.96</td>
<td>0.97</td>
<td>0.97</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td>Sugar Yield</td>
<td>0.94</td>
<td>0.93</td>
<td>0.97</td>
<td>0.98</td>
<td>0.95</td>
<td>0.96</td>
</tr>
<tr>
<td>Ratoon (R)</td>
<td>Sucrose</td>
<td>0.50</td>
<td>0.84</td>
<td>0.90</td>
<td>0.93</td>
<td>0.88</td>
<td>0.91</td>
</tr>
<tr>
<td></td>
<td>Cane Yield</td>
<td>0.60</td>
<td>0.96</td>
<td>0.95</td>
<td>0.97</td>
<td>0.90</td>
<td>0.94</td>
</tr>
<tr>
<td></td>
<td>Sugar Yield</td>
<td>0.66</td>
<td>0.87</td>
<td>0.95</td>
<td>0.97</td>
<td>0.96</td>
<td>0.92</td>
</tr>
<tr>
<td>All Combined (C)</td>
<td>Sucrose</td>
<td>0.52</td>
<td>0.92</td>
<td>0.88</td>
<td>0.92</td>
<td>0.93</td>
<td>0.87</td>
</tr>
<tr>
<td></td>
<td>Cane Yield</td>
<td>0.63</td>
<td>0.91</td>
<td>0.95</td>
<td>0.95</td>
<td>0.94</td>
<td>0.96</td>
</tr>
<tr>
<td></td>
<td>Sugar Yield</td>
<td>0.72</td>
<td>0.91</td>
<td>0.95</td>
<td>0.95</td>
<td>0.93</td>
<td>0.96</td>
</tr>
</tbody>
</table>

Rank correlations between phenotypic BLUEs and GEBVs obtained from different models were higher than that without fixed effect when the data were combined over soil types (used as fixed effects) for both the plant cane and ratoon crops (Table 3). Except for the sugar yield in plant cane where a high yet comparable correlation was observed for all models, rrBLUP generated low correlation values in comparison to other models in both the plant cane and ratoon cane. In the plant cane, the highest correlation for sucrose was observed in Bayes-A (0.96); for cane yield, BL, Bayes-A, and Bayes-B had similar values at 0.97; and for sugar yield, the highest correlation was observed in Bayes-A (0.98). In the ratoon cane crop, the Bayes-A model predicted the performance for all three traits with the highest accuracy values.

When the datasets were combined across both the soil and crop types, the lowest rank correlation between the phenotypic BLUEs and GEBVs was observed for all traits in rrBLUP with values of 0.52, 0.63, and 0.71 for the sucrose, cane yield, and sugar yield, respectively (Table 3). For sucrose content, the highest correlation was observed in Bayes-B (0.93); for cane yield, Bayes-C (0.96), followed by BRR (0.95); and for sugar yield, three models (BRR, Bayes-A, and Bayes-C) produced the highest correlation at 0.95.

The results of the 10-fold cross-validation where a fixed effect component due to two different environment conditions (soil and crop type) was introduced into the models are summarized in Supplementary Table S8. Interestingly, all the models gave similar correlation values when averaged over 10-fold for all three traits in L.Pc vs. H.Pc and H.Pc vs. H.Fr. However, in L.Pc vs. L.Fr, rrBLUP showed slightly less correlation (0.47) compared to other models for sucrose only, while for other traits, all models resulted in similar prediction accuracy (Figure 2, Supplementary Table S8).
4. Discussion

Genomic selection as a promising marker-assisted selection (MAS) tool in sugarcane is now being experimentally tested in a few sugarcane breeding programs [41–45]. In this study, although the population size was low relative to other published reports, our objective was to assess the prediction accuracy of six genomic selection models by cross-validating the GEBvs with actual phenotypic values for three traits, sucrose content, cane yield, and sugar yield. In addition to the overall dataset, individual datasets were constructed based on the soil type (light and heavy) and crop type (plant cane and first, second, and third ratoon). Overall, Bayesian models performed better with higher prediction accuracy than rrBLUP. Many previous studies have also demonstrated a better performance of Bayesian methods compared to rrBLUP, which assigns constant and equal variance to all markers [24,46]. For a trait controlled by a few QTLs with a larger effect, Bayesian methods outperformed the rrBLUP method [34]. Using additive genomic prediction models, Deomano et al. [41] obtained an encouraging prediction accuracy of 0.25–0.45 for sugar yield and cane yield. For the same traits that showed high heritability in this study, Bayesian methods performed better than rrBLUP for sugar yield (up to 0.23) and cane yield (up to 0.19). However, rrBLUP outperformed other models for sucrose despite a low prediction accuracy of up to 0.06 (Table 1). The negative correlation values obtained under certain conditions can be explained by the genetic distance between the K-fold genotypes in the training and testing population as well as the systematic downward biased approach using more folds (K = 10 in this study) with a small-size training/testing population [47].

The commonly used rrBLUP method estimates the effect of multiple loci with small effects, and in the process underestimates the effect of major genes [48]. Therefore, alterna-
tive approaches model large-effect QTLs segregating in bi-parental mapping populations or markers identified by genome-wide association mapping into rrBLUP as fixed effects. To test this, significant SNPs associated with sucrose content, cane yield, and sugar yield were used as the fixed effect in the rrBLUP model, which yielded mixed results. While there was significant increase in the prediction accuracy for sugar yield and cane yield in most conditions, it decreased in all conditions for the sucrose content except for a slight increase for all combined data. This is possible as the markers from the GWAS study [36] that were used as fixed effects have not yet been validated, and some markers may not have a major effect on the expression of the traits. While prediction accuracy has been reported to increase by using major effect markers as fixed effect covariates [49], no significant difference in the accuracy was observed by the addition of the covariates in corn and sorghum [50]. This further validates that the genetic architecture of a trait, the robustness of the marker effects, and partitioning of the datasets influence the prediction accuracy of a model.

Another analysis calculated the Spearman’s rank correlations in different datasets such as plant cane, ratoon cane, light soil, heavy soil, and combined. The correlations were found to be relatively high (Table 3). This can probably be explained as each genotype accounted for multiple phenotypes based on crop type (plant cane and first, second and third ratoon) or soil type (light, heavy). This led to the probability of having a genotype in both the training and testing population, thereby inflating the rank correlation (prediction accuracy). Likewise, genomic selection with the averaged dataset (over years or crop types or both) as the training dataset and individual data (crop type or year) as the testing dataset also showed a high rank correlation (Figure 1, Supplementary Figure S2) as the testing dataset was derived from the training dataset. In another study, a fixed component due to environment was also introduced into the model. The boxplot results (Figure 2, Supplementary Table S8) showed that the Bayesian models performed better than rrBLUP in most cases. On the other hand, the mean value of genomic prediction accuracy without any fixed effects was very low (Table 1). The prediction accuracy value of each fold, however, fluctuated from very high to very low (Supplementary Table S5). This could be due to various factors such as the number of markers (marker density) used, the size of the training and testing population, the population structure, and relatedness among individuals in the training and testing population.

5. Conclusions

The efficiency of the ever-evolving genomic selection models may vary with breeding populations, trait(s) of interest, genes, or markers governing their expression, etc. Prediction accuracies can be improved in clonally propagated crops such as sugarcane by including non-additive gene actions and large-effect QTLs into the GS models, which contribute significantly to the expression of complex traits in sugarcane. Despite the small size of the training/testing population and marker density, the results from this study and previously reported studies suggest that large and precise datasets will improve the prediction accuracies of the models tested in the present study, which can be effectively utilized in genomic selection as a marker-assisted breeding tool in the Louisiana sugarcane breeding program.
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