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Abstract: In order to improve the obstacle avoidance control performance and anti-interference ability of a stubble breaking device of a no-tillage planter, a back-propagation neural network (BPNN)-optimized fuzzy active disturbance rejection control (ADRC) controller was designed to optimize the control performance of a servo motor. Firstly, a negative feedback mathematical model was established for the obstacle avoidance control system. Then, the nonlinear state error feedback (NLSEF) parameters in the fuzzy ADRC were intelligently optimized by the BPNN algorithm. In this way, a fuzzy ADRC controller based on BPNN optimization was formed to optimize the control process of a servo motor. Matlab/Simulink (R2022b) was used to complete the simulation model design and parameter adjustment. Consequently, the response time was 0.089 s using the BPNN fuzzy ADRC controller, which was shorter than the 0.303 s of the ADRC controller and the 0.100 s of the fuzzy ADRC controller. The overshoot was 0.1% using a BPNN fuzzy ADRC controller, which was less than the 2% of the ADRC controller and the 1% of the fuzzy ADRC controller. After noise signal interference was introduced into the control system, the regression steady state time of the BPNN fuzzy ADRC controller was 0.22 s, which was shorter than the 0.56 s of the ADRC controller and the 0.45 s of the fuzzy ADRC controller. A hardware-in-the-loop simulation experimental platform of the obstacle avoidance control system was constructed. The experiment results show that the servo motor control system has a fast dynamic response, small steady-state error and strong anti-interference ability for obstacle avoidance at the target height. Then, the control system error was within the allowable range. The servo motor control effect of the BPNN fuzzy ADRC was better than the ADRC and fuzzy ADRC. This optimized servo motor control method can provide a reference for improving the obstacle avoidance control effect problem of no-tillage seeders in stubble breaking operations on rocky desertification areas.
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1. Introduction

Southwest is one of the three major maize production zones of China [1], accounting for about 10% of the nation’s planted area in 2022 [2]. However, the karst landform in this region is the largest area of rocky desertification in the world and the most profoundly affected by disasters [3], with an exposed area of about 50 million hectares [1]. The food security of the southwest region is seriously affected by the thin soil layer, infertile soil, and poor water and fertilizer retention capacity of arable land [4]. Conservation tillage is an advanced farming technique to improve soil fertility and drought resistance. It aims to achieve stable yields and increase income by applying no-till or minimal tillage and covering the ground with crop straw to reduce wind and water erosion [5,6]. Moreover, an achieving stable yield and increased yield in the southwest maize-growing region are crucial to implement conservation tillage technology. However, when the no-till seeding operation is implemented in this region, the stubble breaking corrugated disc cutter is
susceptible to damage from exposed bedrock and gravel in the field. This issue seriously affects the working performance and lifespan of no-till seeders. Therefore, researching the autonomous obstacle avoidance control of a no-till planter stubble breaking operation is of great practical significance.

Nevertheless, the no-till seeding operation in the southwest rocky desertification area is characterized by complex working conditions and large disturbances. This presents higher requirements for the robustness and adaptiveness of the stubble breaking operation obstacle avoidance control system. To meet these control requirements, Han Jingqing [7] proposed the active disturbance rejection control method based on PID control. This method retains the advantages of PID control and can be adapted to nonlinear systems to overcome unknown disturbances. Tian et al. [8] used the dynamic adjustment ability of fuzzy rules to optimize the discovery probability parameters in the traditional cuckoo search. They then applied the optimized cuckoo search to intelligently search for the ten parameters in ADRC to find the best combination. Furthermore, it was found that under the condition of eliminating the need for manual tuning of parameters, the control effect of the controller could still meet the requirements of use. Wang et al. [9] combined active disturbance rejection technology and a load torque observer in the speed loop of a permanent magnet synchronous motor. They designed an improved second-order active disturbance rejection controller to effectively enhance the dynamic and static characteristics of the speed control system. Li et al. [10] designed a radial basis function (RBF) neural network and sought optimal solutions for ADRC parameters in real time. This approach addressed the issue of complicated ADRC parameter settings. Qu et al. [11] combined ADRC with sliding mode control without the need for establishing an accurate mathematical model of the permanent magnet synchronous motor. This approach exhibited good anti-interference performance while reducing the buffeting effect caused by sliding mode control. However, it only applied the improved technique to the current loop, while the speed loop still used traditional PI control. Tian et al. [12] proposed an adaptive control method that can compensate for changes in controlled object parameters and modify control parameters in real time. Li et al. [13] applied ADRC to the clamping force control system, and proposed and implemented a CPSO–ADRC system by optimizing the key parameters of an ordinary self-resistant controller using a chaotic particle swarm algorithm.

Many scholars at home and abroad combine different algorithms with ADRC to improve the response accuracy of the controlled system, which requires a large number of manually adjusted parameters and complicated parameter settings. There is also little research on the parameter settings of the nonlinear-state error feedback device in ADRC. Usually, empirical methods are used to try and improve the current methods, resulting in poor control effects of the controller.

In order to realize the rapid response of the servo motor and improve the interference immunity during the obstacle avoidance process of the stubble breaking device, the obstacle avoidance process was studied, a negative feedback mathematical model of the obstacle avoidance control system was established, and a fuzzy ADRC controller for the servo motor speed was designed. The BPNN algorithm with an independent learning ability is introduced to optimize the parameters of the nonlinear-state error feedback device in fuzzy ADRC, which improves the stability and immunity of the servo motor control system.

2. Materials and Methods

2.1. System Structure Composition and Working Principle

2.1.1. System Structure Composition

The overall structure of the obstacle avoidance control system of the stubble breaking device is shown in Figure 1, which mainly consists of four parts: a mechanical body, an input module, a control module, and an actuator. The mechanical body includes a traction frame, profiling wheel mechanism, and guide wheel. The input module is composed of an ultrasonic sensor and an A/D converter. The control module includes a PLC and servo...
driver. The actuator includes a servo motor, synchronous belt, screw slide module, and stubble breaker.

![Figure 1](image_url) The overall structure. Note: 1. profile wheel; 2. machine frame; 3. guide wheel; 4. stubble breaker; 5. lifting connecting rod; 6. ultrasonic sensor; 7. servo motor; 8. synchronous belt; 9. screw slide table module; 10. PLC; 11. servo driver.

2.1.2. Working Principle of the Obstacle Avoidance Device

The stubble breaking device is part of a no-till seeder and is pulled by a tractor. The ultrasonic sensor is installed on the bottom plate of the stubble breaking device above the center line of the two stubble breaking knives to detect its height from the ground in real time. When the ultrasonic sensor detects that the distance to the surface is less than the set surface distance, it is considered that there are no obstacles on the ground at this time. The ultrasonic sensor transmits the detected signal to the main control PLC through the A/D converter, and the PLC outputs the signal to the servo driver to drive the servo motor, driving the screw slider in the screw slide module to move up. The stubble knives are connected to realize the improvement of the stubble breaker. When the ultrasonic sensor detects that the distance to the ground is equal to the set surface distance, it is considered that there are no obstacles on the ground at this time, and the PLC sends instructions to control the servo motor to lower the stubble-breaking knife to the surface height, and the stubble breaking operation can be carried out normally, thereby realizing the autonomous obstacle avoidance control process of the stubble breaking device.

2.1.3. Hardware System Design

In the hardware design of the stubble breaking obstacle avoidance control system, the maximum height that needs to be detected is 400 mm from the bottom plate of the stubble breaking device to the ground. Therefore, the ultrasonic sensor is selected as the KS103 model, and its measurement range is 100–5000 mm. It can use a 485 mm communication interface to connect with the main controller. The main controller chosen is the Mitsubishi FX3U-16MT PLC (MITSUBISHI ELECTRIC, Dalian, China), which is a third-generation PLC of Mitsubishi, with a built-in independent three-axis 100 kHz positioning function (transistor output), and high-speed processing capability, suitable for obstacle avoidance control system requirements. The screw slide table is Yuanuo 125, and its effective stroke is 200 mm, which meets the obstacle avoidance stroke range of the stubble breaking device, and the vertical load of 80 kg, which is larger than the total weight of 30 kg of the stubble cutter and connecting rod. According to the load of stubble breaker and the
parameter requirements of the screw, the Lichuan LCMT-04L2NB-60M0133C DC servo motor (LICHUAN ELECTRICAL, Shenzhen, China) is chosen, which is equipped with the Lichuan LCDA4 04B202-LB632 servo driver (LICHUAN ELECTRICAL, Shenzhen, China).

2.2. Obstacle Avoidance Control System Modeling

The obstacle avoidance control system primarily relies on ultrasonic sensors as input signals. These sensors detect obstacles like exposed bedrock and gravel in the field, and the height information of the circular corrugated cutter in relation to the obstacles is sent to the controller. Based on the desired control requirements, the controller adjusts the speed and direction of the DC servo motor, which in turn drives the target control requirements and the circular corrugated cutter to reach the target height using the timing belt and screw slide module. This autonomous obstacle avoidance is then achieved, and a displacement sensor installed above the circular corrugated cutter provides real-time feedback on the rise height. This creates a closed-loop negative feedback control system for obstacle avoidance. The block diagram of the stubble breaking and obstacle avoidance control system is illustrated in Figure 2.

![Block diagram of the stubble breaking and obstacle avoidance control system.](image)

Considering the system’s structure, it becomes evident that the servo motor and screw mechanism are at the heart of the obstacle avoidance control system. Additionally, the relationship between the screw’s rise height \( h \) and the motor’s speed \( \omega \) can be determined based on the screw lead \( x \) [14]: \( \omega = h / x \). Consequently, the system only needs to model the control process of the servo motor, and by controlling the speed and direction of the servo motor, the position of the screw can be effectively controlled. The servo motor control model primarily comprises the voltage balance equation, induced electromotive force equation, electromagnetic torque equation, and torque balance equation [15].

Voltage balance equation:

\[
U_a = R \cdot I_a + L \cdot \frac{dI_a}{dt} + E_a \tag{1}
\]

Induced electromotive force equation:

\[
E_a = K_e \cdot \omega \tag{2}
\]

Electromagnetic torque equation:

\[
T = K_t \cdot I_a \tag{3}
\]

Torque balance equation:

\[
T = J \cdot \frac{d\omega}{dt} + T_L \tag{4}
\]

where \( R \) is the stator resistance, \( \Omega \); \( I_a \) is the armature current, \( A \); \( E_a \) is the counter emf, \( V \); \( K_e \) is the back electromotive force coefficient; \( U_a \) is the armature voltage, \( V \); \( K_t \) is the torque coefficient; \( L \) is the armature equivalent inductance, \( H \); \( J \) is the moment of inertia, \( kg \cdot m^2 \); \( T_L \) is the load torque; and \( T \) is the electromagnetic torque.
Equations (1)–(4) are simultaneous and the Laplace transformation yields

\[ G(s) = \frac{1/K_e}{T_m T_e s^2 + T_m s + 1} \]  

(5)

where \( T_m = J R / K_t K_e; T_e = L / R \).

According to the design requirements to select the model servo motor and screw lifting module, the required technical parameters of the collated system are listed in Table 1.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Load</td>
<td>G</td>
<td>80</td>
<td>kg</td>
</tr>
<tr>
<td>Screw diameter</td>
<td>d</td>
<td>10</td>
<td>cm</td>
</tr>
<tr>
<td>Lifting effective stroke</td>
<td>x</td>
<td>200</td>
<td>mm</td>
</tr>
<tr>
<td>Lifting speed</td>
<td>V</td>
<td>0.1</td>
<td>m/s</td>
</tr>
<tr>
<td>Screw lead</td>
<td>( P_{ao} )</td>
<td>10</td>
<td>mm/r</td>
</tr>
<tr>
<td>Motor power</td>
<td>P</td>
<td>400</td>
<td>W</td>
</tr>
<tr>
<td>Motor rated speed</td>
<td>( \omega )</td>
<td>3000</td>
<td>rpm</td>
</tr>
<tr>
<td>Motor rated torque</td>
<td>T</td>
<td>1.28</td>
<td>N·m</td>
</tr>
<tr>
<td>Rotor moment of inertia</td>
<td>J</td>
<td>0.008</td>
<td>kg·m²</td>
</tr>
<tr>
<td>Torque coefficient</td>
<td>( K_t )</td>
<td>1.27</td>
<td>N·m</td>
</tr>
<tr>
<td>Armature inductance</td>
<td>L</td>
<td>0.002</td>
<td>H</td>
</tr>
<tr>
<td>Stator resistance</td>
<td>R</td>
<td>2</td>
<td>( \Omega )</td>
</tr>
<tr>
<td>Back EMF coefficient</td>
<td>( K_e )</td>
<td>0.008</td>
<td>V/rpm</td>
</tr>
<tr>
<td>Number of pole pairs</td>
<td>( P_n )</td>
<td>4</td>
<td></td>
</tr>
</tbody>
</table>

When substituting the obtained parameters into Equation (5), the transfer function of the mathematical model of the obstacle avoidance control system is obtained as

\[ G(s) = \frac{1.27}{1.6 \times 10^{-5} s^2 + 0.016 s + 0.01016} \]  

(6)

2.3. Obstacle Avoidance Controller Design

2.3.1. Fuzzy ADRC Controller Design

The fuzzy ADRC controller consists of two parts: fuzzy algorithm and ADRC control. Han Jingqing [16] proposed an ADRC that includes a tracking differentiator (TD) [17], a nonlinear-state error feedback (NLSEF) [18], and an extended-state observer (ESO) [19]. The core of ADRC technology is to estimate and compensate the total disturbance of the system by reducing the unmodeled dynamic disturbance and the out-of-position disturbance of the system.

TD in ADRC can track the input signal interfered with by noise and extracting its differential signal. The discrete expression of TD is

\[
\begin{align*}
    v_1(k+1) &= v_1(k) + hv_2(k) \\
    v_2(k+1) &= v_2(k) + hf h(v_1(k) - v_0(t), v_2(k), r_0, h_0)
\end{align*}
\]  

(7)

where \( v \) is the input signal; \( r_0 \) is the speed factor; \( h \) is the integration step; \( h_0 \) is the filter factor; \( k \) is the current moment; \( h f \) is the fastest control function of the discrete system.

ESO is the core part of ADRC, which is mainly used to detect the input and output of the system to estimate the interference of the system. For common second-order systems, the ESO discrete expression is

\[
\begin{align*}
    e(k) &= z_1(k) - y(k) \\
    z_1(k+1) &= z_1(k) + h[z_2(k) - \beta_{01} e] \\
    z_2(k+1) &= z_2(k) + h[z_3(k) - \beta_{02} f a_1(e, \alpha_1, \delta) + bu] \\
    z_3(k+1) &= z_3(k) + h \beta_{03} f a_2(e, \alpha_2, \delta)
\end{align*}
\]  

(8)
where \( z_1 \) is the observed value of the system output \( y \); \( z_2 \) is the observed value of the system output differential; \( z_3 \) is the observed value of the total disturbance of the system; \( \alpha_1, \alpha_2, \beta_{01}, \beta_{02}, \) and \( \beta_{03} \) are adjustable parameters of the controller; \( b \) is the compensation factor of the system; and \( f_{al} \) is the noise filter nonlinear function.

NLSEF obtains the actual control quantity of the system through a nonlinear combination of the difference between the estimated value and the actual value observed by ESO. The discrete expression of NLSEF is

\[
\begin{align*}
\varepsilon_1(k+1) &= v_1(k+1) - z_1(k+1) \\
\varepsilon_2(k+1) &= v_2(k+1) - z_2(k+1) \\
u_0(k+1) &= \beta_1 f_{al} (\varepsilon_1(k+1), a_0, \delta) + \beta_2 f_{al} (\varepsilon_2(k+1), a_1, \delta) \\
u(k+1) &= \frac{u_0(k+1) - z_3(k+1)}{\beta}
\end{align*}
\]

(9)

where \( v_1 \) is the tracking signal output from the TD module; \( v_2 \) is the differentiation of the tracking signal output from the TD module; \( \beta_1 \) and \( \beta_2 \) are nonlinear error gains and are parameters to be adjusted; \( u \) is the final control amount of the system; and \( u_0 \) is the control amount of the system when it is not compensated. The calculation process of the nonlinear function is the same as that of the ESO part.

From the above, it can be observed that the ADRC controller needs to set more parameters. For instance, the second-order active disturbance rejection controller necessitates the tuning of 14 parameters, with the value range of \( \beta_{01} \) being \([100, 10^4]\). The setting of these parameters significantly increases the difficulty of practically applying the ADRC controller.

Fuzzy control is an intelligent control method that achieves control requirements by simulating human fuzzy reasoning behavior and decision making behavior [20]. The fuzzy control algorithm adaptively adjusts the parameters of NLSEF in ADRC to reduce the time required for parameter setting and enhance the system’s control capability during the design of the active disturbance rejection controller.

The designed fuzzy ADRC controller is illustrated in Figure 3. The equation representing the fuzzy control algorithm for setting the NLSEF parameters is shown as Equation (9). The control process is as follows. The controller compares the theoretical lifting height of the stubble breaking obstacle avoidance device with the actual measured value of the displacement sensor. This comparison yields the error amount \( e \) and the error rate \( ec \), which are then converted into fuzzy quantities using the membership function. These fuzzy quantities serve as inputs to the fuzzy controller. The change amounts \( \Delta \beta_1 \) and \( \Delta \beta_2 \) corresponding to the gain coefficients \( \beta_1 \) and \( \beta_2 \) in the NLSEF are also transformed into fuzzy quantities through the membership function, serving as outputs of the fuzzy controller. The controller applies fuzzy inference based on control rules, and ultimately, the output parameters are defuzzified using the center of gravity method to obtain the compensation values of the NLSEF parameters [21].

\[
\begin{align*}
\varepsilon_1(k+1) &= v_1(k+1) - z_1(k+1) \\
\varepsilon_2(k+1) &= v_2(k+1) - z_2(k+1) \\
u_0(k+1) &= (\beta_1 + \Delta \beta_1) f_{al} (\varepsilon_1(k+1), a_0, \delta) + (\beta_2 + \Delta \beta_2) f_{al} (\varepsilon_2(k+1), a_1, \delta) \\
u(k+1) &= \frac{u_0(k+1) - z_3(k+1)}{\beta}
\end{align*}
\]

(10)

According to the control process of the fuzzy controller, seven fuzzy linguistic variables are defined as follows: PB (positive large), PM (positive medium), PS (positive small), ZO (zero value), NS (negative small), NM (negative medium), and NB (negative large) [22]. Additionally, based on the experience of parameter regulation of NLSEF in ADRC [23], the theoretical domain of input quantities \( e \) and \( ec \) is \([-3, 3]\), the theoretical domain of output quantity \( \Delta \beta_1 \) is \([-0.3, 0.3]\), and the theoretical domain of \( \Delta \beta_2 \) is \([-0.06, 0.06]\).
The input and output membership functions are formulated by combining Gaussian and triangular functions. Triangular functions are used in the central region, while Gaussian functions are employed on both sides. The choice of a triangular membership function in the middle region simplifies calculations, reduces the number of operations, improves the speed of the controller’s speed, and has less impact on the fuzzy values. On the other hand, the selection of smooth curves and fast convergence Gaussian-type membership functions on the edges of the interval is crucial as they have a greater impact on the system. The membership function curves of the fuzzy controller’s input and output variables are illustrated in Figures 4 and 5.

After establishing the input and output universes and membership functions, fuzzy rules are formulated. The commonly used fuzzy inference methods include the Mamdani method, Zadeh method, Yager method, and Zadeh method. In this paper, the Mamdani method is chosen for fuzzy inference in conjunction with the MATLAB Fuzzy Toolbox. Through repeated debugging and experience summarization, it has been found that the role of \( \Delta \beta_1 \) is to enhance the system response speed; the larger the value of \( \Delta \beta_1 \), the faster the system response speed. However, increasing \( \Delta \beta_1 \) can lead to overshoot and reduce system
stability. On the other hand, the role of $\Delta \beta_2$ is to enhance the system dynamic response speed and increase the stability of the system. However, increasing $\Delta \beta_2$ will increase the system regulation time. Based on the variables’ influence on the system, the following fuzzy rules are established:

1. When the deviations of $e$ and $ec$ are large, set $\Delta \beta_1$ as large and $\Delta \beta_2$ as zero or small to increase the system’s response speed and reduce overshoot;
2. When the deviation of $e$ and $ec$ is moderate, set $\Delta \beta_1$ as small and $\Delta \beta_2$ as moderate to ensure a reasonable response time and overshoot range;
3. When $e$ and $ec$ are small, set $\Delta \beta_1$ as large and $\Delta \beta_2$ as large to improve the system’s steady-state performance. The fuzzy rules for $\Delta \beta_1$ are listed in Table 2, and the fuzzy rules for $\Delta \beta_2$ are in Table 3.

Table 2. Fuzzy control rule table of $\Delta \beta_1$.

<table>
<thead>
<tr>
<th>$e$</th>
<th>$ec$</th>
<th>NB</th>
<th>NM</th>
<th>NS</th>
<th>ZO</th>
<th>PS</th>
<th>PM</th>
<th>PB</th>
</tr>
</thead>
<tbody>
<tr>
<td>NB</td>
<td>PB</td>
<td>PB</td>
<td>PM</td>
<td>PM</td>
<td>PS</td>
<td>PS</td>
<td>ZO</td>
<td>ZO</td>
</tr>
<tr>
<td>NM</td>
<td>PB</td>
<td>PB</td>
<td>PM</td>
<td>PS</td>
<td>PS</td>
<td>ZO</td>
<td>NS</td>
<td>NS</td>
</tr>
<tr>
<td>NS</td>
<td>PM</td>
<td>PM</td>
<td>PS</td>
<td>ZO</td>
<td>NS</td>
<td>NM</td>
<td>NM</td>
<td>NM</td>
</tr>
<tr>
<td>ZO</td>
<td>PM</td>
<td>PM</td>
<td>PS</td>
<td>ZO</td>
<td>NS</td>
<td>NM</td>
<td>NM</td>
<td>NM</td>
</tr>
<tr>
<td>PS</td>
<td>PS</td>
<td>ZO</td>
<td>NS</td>
<td>NM</td>
<td>NM</td>
<td>NM</td>
<td>NB</td>
<td>NB</td>
</tr>
<tr>
<td>PM</td>
<td>ZO</td>
<td>ZO</td>
<td>NM</td>
<td>NM</td>
<td>NM</td>
<td>NB</td>
<td>NB</td>
<td>NB</td>
</tr>
</tbody>
</table>

Table 3. Fuzzy control rule table of $\Delta \beta_2$.

<table>
<thead>
<tr>
<th>$e$</th>
<th>$ec$</th>
<th>NB</th>
<th>NM</th>
<th>NS</th>
<th>ZO</th>
<th>PS</th>
<th>PM</th>
<th>PB</th>
</tr>
</thead>
<tbody>
<tr>
<td>NB</td>
<td>PS</td>
<td>NS</td>
<td>NB</td>
<td>NB</td>
<td>NB</td>
<td>NM</td>
<td>PS</td>
<td></td>
</tr>
<tr>
<td>NM</td>
<td>PS</td>
<td>NS</td>
<td>NB</td>
<td>NM</td>
<td>NM</td>
<td>NS</td>
<td>ZO</td>
<td></td>
</tr>
<tr>
<td>NS</td>
<td>ZO</td>
<td>NS</td>
<td>NM</td>
<td>NM</td>
<td>NS</td>
<td>NS</td>
<td>ZO</td>
<td></td>
</tr>
<tr>
<td>ZO</td>
<td>ZO</td>
<td>NS</td>
<td>NS</td>
<td>NS</td>
<td>NS</td>
<td>NS</td>
<td>ZO</td>
<td></td>
</tr>
<tr>
<td>PS</td>
<td>ZO</td>
<td>ZO</td>
<td>ZO</td>
<td>ZO</td>
<td>ZO</td>
<td>ZO</td>
<td>ZO</td>
<td></td>
</tr>
<tr>
<td>PM</td>
<td>PB</td>
<td>PS</td>
<td>PS</td>
<td>PS</td>
<td>PS</td>
<td>PS</td>
<td>PB</td>
<td></td>
</tr>
<tr>
<td>PB</td>
<td>PB</td>
<td>PM</td>
<td>PM</td>
<td>PM</td>
<td>PM</td>
<td>PM</td>
<td>PB</td>
<td></td>
</tr>
</tbody>
</table>

The output of fuzzy inference yields a fuzzy value. In practical engineering applications, when the input signal of a control system is an exact value, defuzzification is employed to extract an exact value that best represents the fuzzy set obtained through fuzzy inference. Commonly used defuzzification methods include the regional center of gravity method, weighted average method, maximum criterion method, and maximum membership method. In this study, the regional center of gravity method is selected as the defuzzification method due to its advantages of encompassing all information in the fuzzy subset, providing a smooth inference control output, and achieving a high data utilization rate. The equation for calculating the defuzzified value is as follows:

$$v_0 = \frac{\sum_{i=1}^{m} v_i \int \mu_U(v)dv}{\sum_{i=1}^{m} \int \mu_U(v)dv}$$

(11)

where $m$ is the number of fuzzy rules; and $U(v)$ is the output fuzzy set; $v_i$ is the value corresponding to the area center of the membership function of the fuzzy subset $U$, which corresponds to the conclusion of the inference of the $i$th rule.
2.3.2. BPNN-Optimized Fuzzy ADRC Controller Design

Although fuzzy control can optimize ADRC parameters to some extent, it has limitations in terms of learning ability and steady-state error. This paper proposes the application of the BPNN algorithm to the fuzzy ADRC controller by inputting the optimized $\Delta \beta_1$ and $\Delta \beta_2$ to the fuzzy ADRC controller to optimize the empirically designed fuzzy controller. This approach not only enhances the system’s nonlinear tracking ability, but also ensures improved system robustness.

In 1985, Rumelhart et al. proposed the BP neural network, which is a multilayer feedforward network utilizing an error backpropagation algorithm. It possesses excellent nonlinear generalization and information processing capabilities. The learning process of the BP neural network primarily involves forward transmission and backpropagation. The standard BP model consists of an input layer, a hidden layer, and an output layer [24]. The network topology is illustrated in Figure 6, with $n$ input nodes, $m$ hidden layer nodes, and one output node.

![Figure 6. BP network topology.](image)

In this paper, the BPNN algorithm is employed to predict and adjust the $\beta_1$ and $\beta_2$ parameters of the fuzzy ADRC. The adjusted parameters $\Delta \beta_1$ and $\Delta \beta_2$ are then input into the NLSEF of the ADRC, enabling parameter sub-regulation of the nonlinear feedback control. The structure diagram of the fuzzy ADRC control based on BPNN is illustrated in Figure 7.

![Figure 7. Schematic diagram of the BPNN-optimized fuzzy ADRC.](image)

When taking output $\Delta \beta_1$ as an example, the prediction is performed by the BP neural network-optimized fuzzy control. The BP neural network consists of five layers of neurons with a network structure of $2 \times 14 \times 14 \times 7 \times 1$. The layers include the input layer $i$, fuzzified layer $j$, fuzzy rule layer $k$, output membership layer $l$, and output layer $m$. The
network utilizes forward propagation and error backward propagation for its operations. The main roles of each layer are as follows:

1. Fuzzified layer: This layer represents the membership function layer, where neurons connected with e and ec are the corresponding seven fuzzy language variables. This layer mainly fuzzifies the two input variables and calculates the membership functions of the fuzzy sets of e and ec belonging to each language variable value, respectively.

2. Fuzzy rule layer: Each neuron in the fuzzy rule layer represents a fuzzy rule and is responsible for calculating the fitness of each rule.

3. Output membership layer: The output membership layer calculates the language variable values of each rule’s output variable.

4. Output layer: The output layer is responsible for defuzzification and obtaining the adjustable parameters of the active disturbance rejection controller. The calculation process of the BPNN optimal fuzzy control is as follows:

\[
\left\{
\begin{align*}
I_j &= O_j, O_j = f_{ij}(x_i) = \exp\left(-\frac{(O_j-m_{ij})^2}{2\theta_{ij}}\right), (j = 1, 2, \ldots 49) \\
I_k &= O_j, O_k = a_k = \sum_{i=1}^{2} f_{ij}(x_i), (k = 1, 2, \ldots 49) \\
I_l &= O_l, O_l = a_{km} = a_k g(f_{km}(z_i)), (m = 1, l = 1, 2, \ldots 49), f_{km}(z) = \exp\left[-\frac{(z-m_{km})^2}{2\sigma_{km}}\right] \\
I_m &= O_l, O_m = Z_m = \frac{\int_{a_m}^{2} a_k g f_{km}(z) dz}{\sum_{k=1}^{49} \sigma_{km} a_k}, (m = 1)
\end{align*}
\]

where \(m_{ij}\) is the central value of the membership function of the \(j\)th language variable of the \(i\)th input variable \(x_i\); \(\theta_{ij}\) is the width of the membership function of the \(j\)th language variable of the \(i\)th input variable \(x_i\); \(I\) is the input of each layer neuron; \(O\) is the output of each layer neuron; \(a_{km}\) is the central value of the language-valued membership function of the \(m\)th output variable of the first rule; and \(\sigma\) is the width value of the language-valued membership function of the \(m\)th output variable of the first rule.

3. Results and Discussion

3.1. Simulation Comparison and Analysis

3.1.1. Step Signal Simulation

When avoiding obstacles, the stubble breaking device needs to quickly and stably control the rising and falling positions of the screw slide. Its core is to require the servo motor to work quickly and stably at the target speed, so a step response simulation of the obstacle avoidance control system is performed.

Different controller simulation models of the stubble obstacle avoidance control system are established through the Simulink module in MATLAB software (R2022b). A step signal with an amplitude of 1 is input at time \(t = 0.1\) s, and the response curve is shown in Figure 8. The response characteristics under different control algorithms are shown in Table 4.

According to the ADRC controller simulation test, 14 parameters of the ADRC controller are adjusted. The results are as follows: the integration step size \(h\) is 0.01; the filter factor \(h_0\) is generally the same as \(h\), which is 0.01; the larger the speed factor \(r_0\), the faster the tracking speed. This controller is used for obstacle avoidance control and requires a quick response from the motor, so \(r_0\) is set to 1000. The function of \(\beta_{01}\) and \(\beta_{02}\) is to suppress vibration. When the system oscillates, the system vibration can be reduced by increasing \(\beta_{01}\) and \(\beta_{02}\). \(\beta_{03}\) mainly affects the hysteresis of system disturbance estimation, that is, the larger its value, the smaller the lag, but excessive expansion of the value of \(\beta_{03}\) will cause the system to oscillate. Based on experience, \(\beta_{01}\) is attempted to be made 120, \(\beta_{02}\) 260, and \(\beta_{03}\) 55. The compensation factor of the system is an estimated value, taking 5;
When the stubble breaking device is working in the field, the sudden change of ground load will make the servo motor system fluctuate. In order to simulate this working condition, the motor control system is given a noise signal with an amplitude of 1 and a duration of 1 s when simulating 3 s. The response of the system is shown in Figure 9.

It can be seen from Figure 9 that when the servo motor control system receives interference from external signals, the motor response will suddenly change under the three control algorithms. The time for the BPNN fuzzy ADRC to return to the steady state is 0.22 s, which is less than the 0.45 s of the fuzzy ADRC and the 0.56 s of the ADRC. Compared with the fuzzy ADRC and ADRC controller, the fuzzy ADRC optimized using the BPNN algorithm can return to the target value the fastest when subjected to load fluctuations, indicating that the servo motor system is least affected by external interference and improves the stability of the obstacle avoidance control system. Therefore, the use of the BPNN fuzzy ADRC can effectively complete the tracking control of the servo motor to the target signal in the case of load fluctuations.

Figure 8. Step response comparison.

Table 4. Response results of different control algorithms.

<table>
<thead>
<tr>
<th>Type</th>
<th>Rise Time/s</th>
<th>Overshoot/%</th>
<th>Adjustment Time/s</th>
</tr>
</thead>
<tbody>
<tr>
<td>ADRC</td>
<td>0.056</td>
<td>2</td>
<td>0.303</td>
</tr>
<tr>
<td>Fuzzy ADRC</td>
<td>0.039</td>
<td>1</td>
<td>0.100</td>
</tr>
<tr>
<td>BPNN Fuzzy ADRC</td>
<td>0.039</td>
<td>0.1</td>
<td>0.089</td>
</tr>
</tbody>
</table>

From the response curve in Figure 8, we know that the rise time of the fuzzy ADRC and BPNN controller is 0.039 s, both 0.017 s faster than ADRC. The overshoot of the BPNN fuzzy ADRC controller is 0.1%, which is less than 1% of fuzzy ADRC and 2% of ADRC; The adjustment time of the BPNN fuzzy ADRC is 0.089 s, which is smaller than the 0.100 s of the fuzzy ADRC and the 0.303 s of the ADRC. Compared with the fuzzy ADRC and ADRC, the BPNN fuzzy ADRC control system responds more quickly, has a smaller overshoot, and has the shortest time to reach the system steady state. Its significance lies in that when the system detects obstacles, the servo motor can sound quickly, and reach the target value stable state in 0.089 s, the response process is stable, the maximum overshoot is only 0.1%, and there is no steady-state error. The fuzzy ADRC optimized by BPNN has a very significant control effect.

3.1.2. Anti-Disturbance Simulation

When the stubble breaking device is working in the field, the system detects obstacles, the servo motor can sound quickly, and reach the target value stable state in 0.089 s, the response process is stable, the maximum overshoot is only 0.1%, and there is no steady-state error. The fuzzy ADRC optimized by BPNN has a very significant control effect.

The compensation factor of the system is an estimated value, taking 5; \( a_1 \) takes 0.75; \( a_2 \) takes 1.25; and \( \delta \) takes 0.01. \( \beta_1 \) functions to improve the system response speed, taking 10; \( \beta_2 \) functions to improve the system dynamic response speed, taking 0.001.
In summary, the BPNN fuzzy ADRC controller can quickly respond to the tracking control of the target signal and has good dynamic response characteristics. In addition, it can quickly reach the steady-state value when there is load interference, and has stronger anti-interference ability. Its impact in the agricultural environment is that when the no-till planter is operating in stubble breaking and obstacle avoidance, the servo motor can quickly respond to the change in the height position of the obstacle, and under the interference of sudden changes in ground load, it can quickly return to the target value, realizing efficient obstacle avoidance control of obstacles.

3.2. Hardware-in-the-Loop Simulation Platform Experiment

A hardware-in-the-loop simulation, also known as a mathematical–physical simulation, is a method that combines physical and mathematical models with physical objects for testing purposes. This approach combines the intuition and image of physical model-based simulation methods with the speed and convenience of mathematical model-based simulation methods. As a result, it can reduce research costs and shorten the research and development cycle.

While the Simulink module in MATLAB offers powerful computational capabilities and enables the creation of control algorithms for complex systems through various modules, the complex models built in Simulink are primarily intended for simulation test verification purposes. These models are challenging to transfer directly to existing controllers. In many cases, PLCs or industrial controllers serve as the main controllers in existing control systems. However, these controllers often face difficulties in implementing complex algorithms, and their capabilities are typically limited to PID controller algorithms. Therefore, a hardware-in-the-loop simulation platform is established using Simulink (R2022b), PLC (FX3U-16MT), and Kingview software (6.55). This platform allows for the analysis and experimental verification of the control system designed in this paper.

3.2.1. Hardware-in-the-Loop Simulation Platform Building

The hardware-in-the-loop simulation platform adopts the “virtual controller + physical object” configuration, consisting of three main components: the host computer, the controlled object, and the PLC. The overall structure of the platform is depicted in Figure 10. The host computer is a PC equipped with Kingview 6.55 software and MATLAB. Kingview facilitates data communication between MATLAB and the PLC, as well as real-time monitoring of the servo motor speed. MATLAB is utilized for implementing complex algorithms. Since the stubble breaking obstacle avoidance control system primarily involves modifying the speed and steering of the servo motor, the test focuses on the Lichuan servo driver and servo motor chosen for this paper. The main controller employed is the Mitsubishi FX3U-16MT PLC.

![Disturbance response comparison of different controllers.](image-url)
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Figure 10. Overall structure of the hardware-in-the-loop simulation experiment platform.

OPC communication technology [25] is employed for communication between Simulink and Kingview software, while the R232 serial port facilitates communication between Kingview and the PLC. The configured Simulink model, PLC, Kingview software, sensors, servo drives, servo motors, and power supply are interconnected to establish the hardware-in-the-loop simulation test platform, as illustrated in Figure 11.

Figure 11. Physical structure of the hardware-in-the-loop simulation experiment platform.

3.2.2. Control System Dynamic Performance Experiment

The target height information collected by the ultrasonic sensor, that is, the height of the obstacle, is input into the mathematical model of obstacle avoidance control built in Matlab through the A/D conversion module, and the control instructions are sent to the servo driver by PLC to drive the servo motor. The variation curve of motor speed $\omega$ with the target height $h$ is observed. The value of $h$ represents the measured value from the sensor. Figure 12a shows the real-time changing image of the input signal $h$, while Figure 12b displays the real-time variation curve of the monitored speed $\omega$ in Kingview.
From Figure 12, it can be observed that when the input value of $h$ changes, the value of $\omega$ adjusts accordingly to reach the target value within 1 s. The experimental results show that the BPNN fuzzy ADRC controller proposed in this paper has strong dynamic response performance for servo motor tracking control.

3.2.3. Control System Error Analysis

From Figure 12a, it can be seen that when the value of $h$ changes continuously in the 2–10 s time period, the value of $\omega$ responds quickly to approach the target value. However, overshoot occurs, with the overshoot ranging from 8% to 10%. To investigate the cause of this error, the same signal was simulated in Simulink, and the simulation plot of the speed change was obtained, as shown in Figure 13. Comparing the actual speed image of the servo motor monitored in Kingview with the simulation image, it can be seen that there is no overshoot in the simulation image. Hence, it can be concluded that the cause of the overshoot is not related to the BPNN-based fuzzy control algorithm designed in this paper. Furthermore, when the servo motor’s actual speed was monitored by Kingview outside the 2–10 s time period and compared with the given theoretical values, it can be observed from the ten sets of experimental data listed in Table 5 that the maximum error is 1.9 r/min.
A test was conducted on the PLC and servo motor using Kingview to send ten different sets of speed commands to the servo motor. The actual speed values of the servo motor corresponding to each speed command were recorded on the servo motor display. The test data obtained are listed in Table 6.

Table 5. Experiment data 1.

<table>
<thead>
<tr>
<th>Test Number</th>
<th>Kingview Input Command (r/min)</th>
<th>Servo Motor Speed (r/min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>60</td>
<td>60</td>
</tr>
<tr>
<td>3</td>
<td>120</td>
<td>121</td>
</tr>
<tr>
<td>4</td>
<td>300</td>
<td>302</td>
</tr>
<tr>
<td>5</td>
<td>500</td>
<td>499</td>
</tr>
<tr>
<td>6</td>
<td>800</td>
<td>795</td>
</tr>
<tr>
<td>7</td>
<td>1200</td>
<td>1198</td>
</tr>
<tr>
<td>8</td>
<td>1500</td>
<td>1504</td>
</tr>
<tr>
<td>9</td>
<td>2000</td>
<td>1997</td>
</tr>
<tr>
<td>10</td>
<td>2500</td>
<td>2501</td>
</tr>
</tbody>
</table>

From Table 5, it can be seen that the maximum error is 4 r/min, and the average error is 1.4 r/min in the ten sets of tests. This is consistent with the difference between the actual speed and the theoretical speed of the servo motor in the time period other than 2–10 s. Therefore, it can be concluded that the overshoot observed during the time period of 2 to 10 s, when the speed changes continuously and rapidly, is due to the communication delay between MATLAB and Kingview, which is inherent to the system itself.

The results show that the control system error of the BPNN fuzzy ADRC controller designed in this paper is within a certain reasonable range and can meet the requirements of obstacle avoidance control of stubble breaking device in the agricultural field.

In summary, through the hardware-in-the-loop simulation platform built, the physical control of the servo motor of the controlled object is realized by the BPNN fuzzy ADRC controller designed in this paper. The experimental results show that the BPNN fuzzy ADRC controller has better control performance, which verifies the rationality of the BPNN controller designed in this paper.

4. Conclusions

Due to the presence of a large number of rocks and exposed bedrock in the fields of the rocky desertification area of southwest China, the application of no-tillage seeders for stubble breaking operations is restricted. Solving the problem of autonomous obstacle avoidance control of the stubble breaking device is of great significance for improving the service life of the machine and efficient production.

In order to improve the obstacle avoidance control performance and anti-interference ability of a stubble breaking device of a no-tillage planter, a BPNN fuzzy ADRC controller
is designed to optimize the control performance of a servo motor. Establishing a mathematical model for obstacle avoidance control of the stubble breaking device, and simulation analysis and hardware-in-the-loop simulation experiment are conducted for servo motor control performance optimization using the ADRC, fuzzy ADRC, and BPNN fuzzy ADRC controller. The following main conclusions are obtained:

1. Through the analysis of the implementation of conservation tillage technology in the rocky desertification areas of southwest China, an autonomous obstacle avoidance control system for stubble breaking devices was designed, and a model of the stubble breaking and obstacle avoidance control system was built. The method of obstacle avoidance control using the BPNN-algorithm-optimized fuzzy ADRC was proposed. Moreover, the experiments show that optimizing the NLSEF parameters of the fuzzy ADRC controller using the BPNN algorithm with strong learning ability can improve the system’s control performance and anti-interference capability while avoiding overly relying on expert experience in fuzzy control.

2. According to the performance indexes of the simulation results, it can be seen that the fuzzy ADRC obstacle avoidance control system based on BPNN optimization reduces the regulation time by 70.6% and 1.1%, and the overshoot is reduced by 95% and 90%, respectively. Moreover, the system can return to a steady state as soon as possible after introducing noise signal interference, proving that the model has high dynamic stability and anti-interference capability.

3. A hardware-in-the-loop simulation experiment platform of the obstacle avoidance control system was built, and the results demonstrated that the BPNN fuzzy ADRC controller has a regulation time of less than 1 s for each servo motor response speed change when the input signal is a continuous step signal. When the target position changes rapidly and continuously in the 2–10 s, at this time, although the speed can quickly approach the target value, there will be an overshoot, and the overshoot is 8–10%, which is different from the simulation results. After theoretical analysis, it is concluded that the source of error is an unavoidable system error. Therefore, the control system proposed still has an excellent control effect within the error range. The hardware-in-the-loop platform experiment could verify the reasonableness and feasibility of the BPNN fuzzy ADRC controller designed in this paper.

The designed BPNN fuzzy ADRC controller improves the stability and interference immunity of servo motor control and has practical significance for solving real-time autonomous obstacle avoidance during stubble breaking operations of no-till seeders in rocky desertification areas of southwest China. The service life of the stubble breaking device and agricultural production efficiency are improved. This research can provide reference for the design and improvement of the autonomous obstacle avoidance control system of the stubble breaking device when operating no-till seeders in rocky desertification areas of southwest China. The serious rocky desertification of the soil in southwest China has made it more difficult for the practical application of no-till seeders in stubble breaking operations. It is also necessary to strengthen the research on machine vision detection algorithms for field gravels and stones to improve the obstacle recognition rate, thereby improving the stubble breaking operations and device obstacle avoidance performance.
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