Early Monitoring of Maize Northern Leaf Blight Using Vegetation Indices and Plant Traits from Multiangle Hyperspectral Data
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Abstract: Maize northern leaf blight (MNLB), characterized by a bottom-up progression, is a prevalent and damaging disease affecting maize growth. Early monitoring is crucial for timely interventions, thus mitigating yield losses. Hyperspectral remote sensing technology is an effective means of early crop disease monitoring. However, traditional single-angle vertical hyperspectral remote sensing methods face challenges in monitoring early MNLB in the lower part of maize canopy due to obstruction by upper canopy leaves. Therefore, we propose a multiangle hyperspectral remote sensing method for early MNLB monitoring. From multiangle hyperspectral data (−60° to 60°), we extracted and selected vegetation indices (VIs) and plant traits (PTs) that show significant differences between healthy and diseased maize samples. Our findings indicate that besides structural PTs (LAI and FIDF), other PTs like Cab, Car, Anth, Cw, Cp, and CBC show strong disease discrimination capabilities. Using these selected features, we developed a disease monitoring model with the random forest (RF) algorithm, integrating VIs and PTs (PTVI-RF). The results showed that PTVI-RF outperformed models based solely on VIs or PTs. For instance, the overall accuracy (OA) of the PTVI-RF model at 0° was 80%, which was 4% and 6% higher than models relying solely on VIs and PTs, respectively. Additionally, we explored the impact of viewing angles on model accuracy. The results show that compared to the accuracy at the nadir angle (0°), higher accuracy is obtained at smaller off-nadir angles (±10° to ±30°), while lower accuracy is obtained at larger angles (±40° to ±60°). Specifically, the OA of the PTVI-RF model ranges from 80% to 88% and the Kappa ranges from 0.6 to 0.76 at ±10° to ±30°, with the highest accuracy at −10° (OA = 88%, Kappa = 0.76). In contrast, the OA ranges from 72% to 80% and the Kappa ranges from 0.44 to 0.6 at ±40° to ±60°. In conclusion, this research demonstrates that PTVI-RF, constructed by fusing VIs and PTs extracted from multiangle hyperspectral data, can effectively monitor early MNLB. This provides a basis for the early prevention and control of MNLB and offers a valuable reference for early monitoring crop diseases with similar bottom-up progression.
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1. Introduction

Maize is one of the most extensively cultivated cereal crops worldwide, ranking just behind wheat and rice in cultivation area and total production [1]. Ensuring safe maize production is crucial for national food security. Pests and diseases are the primary challenges to maize production. Nearly 600 pests and diseases significantly threaten maize, profoundly impacting its yield and quality [2]. Among these, maize northern leaf blight (MNLB), caused by Setosphaeria turcica, is one of the most prevalent and harmful diseases affecting
maize [3]. In epidemic years, MNLB can reduce maize yield by 15–20%, and in severe instances, yield loss can exceed 50% [4]. Early disease monitoring is crucial for timely control measures, thereby reducing losses. Current methods for early MNLB monitoring rely on field surveys and laboratory analyses, which are labor-intensive, time-consuming, and costly [5]. These methods are increasingly insufficient to meet the growing demand for efficient disease prevention and control. In recent years, rapid advancements in hyperspectral remote sensing technology have offered a powerful tool for early crop disease monitoring. Hyperspectral remote sensing offers has high spectral resolution and narrow band range, enabling the detection of subtle spectral differences caused by early diseases [6]. Crops exhibit varying absorption and reflection properties at different wavelengths under disease stress. These distinct symptoms and optical characteristics form the basis for hyperspectral remote sensing monitoring of diseases [7]. Many researchers have used disease-sensitive features to monitor crop diseases. These features include the following. (1) Spectral bands: Researchers often select disease-sensitive spectral bands using methods such as the successive projections algorithm (SPA) and competitive adaptive reweighted sampling (CARS). For example, Gao et al. [8] selected six spectral bands highly correlated with the disease and successfully identified pre-symptomatic grapevine leafroll plants based on these bands. (2) Vegetation indices (VIs): VIs are widely used in monitoring plant diseases [9]. Established VIs effectively identify diseases, as demonstrated by Khan et al. [10], who developed a wheat powdery mildew monitoring model using hyperspectral VIs, achieving an overall accuracy (OA) of 82%. A new trend is emerging to develop VIs based on specific spectral changes caused by diseases. For example, Rumpf et al. [11] identified spectral bands closely associated with beet diseases in hyperspectral data and developed normalized difference disease spectral indices based on these bands. Consequently, they successfully identified disease symptoms using these new spectral indices. (3) Wavelet features: The continuous wavelet transform is effective for capturing subtle spectral absorption features [12]. This method converts the spectrum into wavelet features of varying amplitudes and scales [13]. Numerous studies have used wavelet features for disease monitoring. For example, Tian et al. [14] investigated the feasibility of detecting rice blast using wavelet features. The results showed identification accuracies exceeding 65%, 80%, and 95% during the asymptomatic, early, and mild infection stages, respectively. Although these features have been effective in monitoring various crop diseases, their potential for early MNLB detection remains unknown. Moreover, these features fail to fully exploit hyperspectral data potential, as VIs are constructed from only a few bands, ignoring most of the available band information.

Extracting plant traits (PTs) from hyperspectral data to monitor plant diseases is a current trend. PTs, including pigment content, water content, dry matter, canopy temperature, and vegetation structure, are closely associated with plant health and responses to biotic stressors [15]. PTs like pigments and photosynthesis typically exhibit stress responses before symptoms manifest. Therefore, the timely detection of PTs changes can effectively monitor the early stages of plant diseases. Several studies have used PTs alone for early disease monitoring. For instance, Yao et al. [16] utilized hyperspectral imaging systems to continuously monitor wheat stripe rust infection over 15 days and proposed a chlorophyll-based method for early disease detection. Their results showed that wheat stripe rust can be detected on leaves six days post-inoculation. Notably, most studies have focused on integrating PTs with spectral features to monitor vegetation diseases. This integration enhances disease characterization, thereby improving monitoring accuracy. Currently, PTs combined with spectral features are typically classified into those measured in field experiments and those generated through model simulations. Cheng et al. [17] showed that combining measured PTs with VIs, spectral features, and wavelet features enhances the early monitoring of rubber tree powdery mildew. However, using measured PTs has limitations, as the data are point-specific and unsuitable for large-scale disease monitoring. Additionally, the types of measured data are generally limited to PTs like chlorophyll and moisture. Simulated PTs extracted from spectral data include various traits [18]. For example, Zarco-Tejada et al. [19]
used airborne imaging spectroscopy to extract PTs and develop a monitoring model for X. fastidiosa in olive trees. This model detected X. fastidiosa-infected olive trees with 80% OA before symptoms appeared. Furthermore, Zarco-Tejada et al. [20] successfully used this approach to differentiate X. fastidiosa-induced diseases from other abiotic stressors. Studies have also combined PTs with parameters such as thermal imaging data and chlorophyll fluorescence to monitor vegetation diseases. Poblete et al. [21] successfully distinguished olive trees infected with Xylella fastidiosa from those infected with Verticillium dahliae using a machine learning approach integrating these three features. The aforementioned studies primarily focused on monitoring forest diseases using a combination of PTs and VIs. However, the effectiveness of this approach for the early monitoring of crop diseases, particularly MNLB, remains uncertain.

Currently, the remote sensing monitoring of crop diseases primarily relies on single-angle vertical observation. This method effectively monitors diseases like wheat stripe rust, fusarium head blight, and rice blast on the upper canopy of crops but has limitations for diseases in the lower canopy. Diseases such as MNLB and wheat powdery mildew typically exhibit a bottom-up infection pattern, initially affecting the lower canopy and gradually spreading to the upper canopy as severity increases [22]. Therefore, due to occlusion by upper canopy leaves, single-angle vertical remote sensing may struggle to detect early stages of MNLB. Multiangle remote sensing uses sensors to conduct the non-contact observations of the same target from two or more directions [23,24]. Compared to single-angle vertical observation, multiangle remote sensing captures the three-dimensional structure of crops and information from lower canopy leaves [25,26]. In recent years, multiangle remote sensing has proven successful in crop disease monitoring. He et al. [22] developed a new wheat powdery mildew monitoring index (RPMI) based on multiangle hyperspectral data. This index improves monitoring accuracy for powdery mildew severity at a single angle and provides stable accuracy within the range of 0° to +30°, thus expanding the application scope of remote sensing. Song et al. [27] employed multiangle hyperspectral data combined with various machine learning methods to construct a wheat powdery mildew monitoring model. Their results indicated that the CARS-ELM model achieved better performance (R² > 0.8 for each angle). The aforementioned crop disease monitoring using multi-angle remote sensing technology that relies on spectral features, and no research has yet incorporated PTs.

In conclusion, although multiangle remote sensing has advantages for acquiring lower canopy information, its effectiveness in early MNLB monitoring remains uncertain, especially utilizing PTs. Therefore, in this study, we primarily used PTs and VIs extracted from multiangle hyperspectral data to monitor early MNLB. The specific objectives were to: (1) evaluate the capability of PTs and VIs from hyperspectral data to differentiate between early infected and healthy maize; (2) develop and evaluate an early monitoring model for MNLB, integrating PTs and VIs, constructed using a random forest (RF) algorithm; and (3) assess the impact of different angles on the model’s performance.

2. Materials and Methods
2.1. Study Area

We conducted the field investigation on MNLB on 12–13 August 2023, at the Science and Technology Innovation Demonstration Base of the Beijing Academy of Agriculture and Forestry Sciences in Tongzhou District, Beijing, China (N 116°40′42″, E 39°41′43″) (Figure 1). Tongzhou District features flat terrain with elevations ranging from 8.2 to 27.6 m above sea level. The area experiences a continental monsoon climate, with an average annual temperature of 11.3 °C and an annual precipitation of approximately 620 mm [28]. The study area predominantly contains brown soil, which is highly suitable for crop cultivation. The primary crops grown are wheat and maize. The maize growing season in this region extends from early June to late October. Due to meteorological factors such as rainfall, high humidity, and lower temperatures, MNLB began to manifest in early August and worsened over time.
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Figure 1. Location of the study area.

2.2. Data Acquisition and Processing
2.2.1. Maize Sample Data
In the experimental area, we designed 50 sampling points, each with an area of $1 \times 1$ m. From these, we obtained 26 healthy samples and 24 samples with early-stage disease. At each site, parameters related to maize leaf physiology, including chlorophyll content, carotenoid content, nitrogen content, and water content, were meticulously quantified. Three maize plants were sampled at each site, and their foliage was promptly transferred to refrigerated containers for swift transport to the laboratory, where comprehensive measurements were undertaken without delay. The quantification of chlorophyll ($a + b$) and carotenoid content followed the methodology of Lichtenthaler [29]. Total chlorophyll content was derived from the sum of chlorophyll $a$ and $b$. Leaf nitrogen content was determined using the Kjeldahl method [30]. Leaf water content was determined using the oven-drying technique [31]. Additionally, MNLB severity was assessed at each disease-sampled site. The assessment followed the Ministry of Agriculture’s standard “NY/T 3546-2020: Technical Specification for Diagnosis and Reporting of Maize Northern Leaf Blight” [32]. The disease severity index (DI) depicted MNLB severity. The DI for all samples was below 10%, indicating early disease stages. Figure 2B shows the early symptoms of the disease. Compared to the later stages (Figure 2C), the early symptoms are mainly concentrated on the lower leaves of the maize.

Figure 2B shows the early symptoms of the disease. Compared to the later stages (Figure 2C), the early symptoms are mainly concentrated on the lower leaves of the maize.
Figure 2. In situ multiangle hyperspectral measurements of maize. (A) is a multiangle hyperspectral measurement device; (B) depicts the early-stage symptoms occurring beneath the canopy of maize plants; (C) illustrates the late stage of the disease, with symptoms covering the entire maize plant.

2.2.2. Multiangle Hyperspectral Data

We used the ASD FieldSpec® Pro F spectroradiometer (Analytical Spectral Devices, Boulder, CO, USA) with a multiangle mounting bracket to acquire the multiangle hyperspectral data of the maize. The ASD spectroradiometer covered a spectral range of 350–2500 nm, with a sampling interval of 1.4 nm (350–1000 nm) and 2 nm (1000–2500 nm), and a field of view of 25° [33]. The spectral data were subdivided into 1 nm bandwidths using ASD’s interpolation method. Due to relative humidity, significant noise was observed within the spectral ranges of 1320–1480 nm, 1750–2000 nm, and 2300–2500 nm in the shortwave infrared (SWIR) region. Consequently, these ranges were excluded from subsequent analysis. To ensure compatibility with simulated spectra, the spectral range of 350–399 nm was omitted.

The multiangle bracket is designed to obtain multiangle hyperspectral data (Figure 2A). It securely mounts the fiber optic probe, connected to the ASD spectroradiometer, onto the adjustable upper end of an inverted L-shaped support pole. Controlled by a manual rotational mechanism, it enables the manipulation of the inclined support rod, facilitating diverse viewing angles for data acquisition [26]. We conducted spectral measurements at 13 viewing angles on the solar principal plane, ranging from −60° to +60° at 10° intervals. Here, (−) denotes the backscatter direction (same side as the sun) and (+) denotes the forward scatter direction (opposite side of the sun). The viewing angle is 0° when the view is at nadir [24]. At each angle, we acquired spectral reflectance values from 10 sequences, and their averages were used for analysis. To ensure consistent lighting conditions during spectral acquisition, data for each angle were collected within 30 s, and data for all 13 angles were collected within 7 min. Additionally, canopy spectral reflectance was measured under clear sky conditions between 10:00 AM and 2:00 PM (local Beijing time).

2.3. Feature Extraction and Selection for Early Monitoring of MNLB

2.3.1. Vegetation Indices

VIs, derived from the mathematical transformations of original spectral bands, typically highlight the spectral characteristics of observed targets or mitigate various influences like background and atmospheric effects [34]. Extensive research has demonstrated the effectiveness of VIs in monitoring crop diseases [35]. In this study, we selected 60 VIs related to structural parameters, crop pigments, water content, chlorophyll fluorescence, and crop diseases from the literature as candidate features for constructing the MNLB monitoring model. Table S1 presents the definitions, calculation formulas, and the literature sources for each VI.
2.3.2. Plants Traits Extracted from Hyperspectral Data Based on Hybrid Model

PTs were derived using a hybrid model that combines the PROSAIL model with the Gaussian process regression (GPR) algorithm. Initially, simulated spectra and their corresponding PTs were generated using the PROSAIL model. GPR was then employed to establish the relationship between the simulated spectra and PTs. Building on this framework, a specific retrieval model was developed and applied to real spectral data to estimate PTs [36].

The PROSAIL model integrates the leaf-scale PROSPECT model with the canopy-scale SAIL model [37]. PROSPECT-PRO simulates leaf directional-hemispherical reflectance and transmittance across the optical spectrum from 400 to 2500 nm at a 1 nm spectral resolution. This model includes eight leaf parameters: structure, chlorophyll, carotenoids, anthocyanins, brown pigments, equivalent water thickness, protein content, and carbon-based components [38]. The SAIL model describes the processes of multiple scattering and radiation transfer within the canopy. It considers characteristics such as leaf inclination angle and vertical canopy structure. In our study, we used the 4SAIL model, which incorporates variables such as the leaf area index (LAI), leaf angle distribution, diffuse-to-direct irradiance ratio, hotspot parameter, and solar–target–sensor geometry [39]. Table 1 details the input parameters for the PROSAIL model, meticulously calibrated based on empirical data from our experiment and the relevant literature. Finally, we generated 100,000 simulated spectra and their corresponding PTs using the PROSAIL model.

Table 1. Parameterization of PROSAIL for the generation of the simulated dataset.

<table>
<thead>
<tr>
<th>Model</th>
<th>Parameter</th>
<th>Description</th>
<th>Unit</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>PROSPECT-PRO</td>
<td>N</td>
<td>Leaf structure</td>
<td>unitless</td>
<td>1–2</td>
</tr>
<tr>
<td></td>
<td>Cab</td>
<td>Leaf chlorophyll content</td>
<td>ug/cm²</td>
<td>10–70</td>
</tr>
<tr>
<td></td>
<td>Car</td>
<td>Leaf carotenoid content</td>
<td>ug/cm²</td>
<td>2–20</td>
</tr>
<tr>
<td></td>
<td>Anth</td>
<td>Leaf anthocyanin content</td>
<td>ug/cm²</td>
<td>0–2</td>
</tr>
<tr>
<td></td>
<td>Cw</td>
<td>Leaf water content</td>
<td>cm</td>
<td>0.001–0.02</td>
</tr>
<tr>
<td></td>
<td>Cp</td>
<td>Leaf protein content</td>
<td>ug/cm²</td>
<td>0.001–0.0015</td>
</tr>
<tr>
<td></td>
<td>Cb</td>
<td>Brown pigment content</td>
<td>ug/cm²</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>CBC</td>
<td>Carbon-based constituents</td>
<td>ug/cm²</td>
<td>0.001–0.01</td>
</tr>
<tr>
<td>4SAIL</td>
<td>FIDF</td>
<td>Average leaf inclination angle</td>
<td>deg</td>
<td>20–70</td>
</tr>
<tr>
<td></td>
<td>LAI</td>
<td>Leaf area index</td>
<td>m²/m²</td>
<td>0–6</td>
</tr>
<tr>
<td></td>
<td>HOT</td>
<td>Hot spot parameter</td>
<td>m/m</td>
<td>0.01–0.5</td>
</tr>
<tr>
<td></td>
<td>SZA</td>
<td>Solar zenith angle</td>
<td>deg</td>
<td>20–35</td>
</tr>
<tr>
<td></td>
<td>OZA</td>
<td>Observer zenith angle</td>
<td>deg</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>RAA</td>
<td>Relative azimuth angle</td>
<td>deg</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>BG</td>
<td>Soil brightness</td>
<td>unitless</td>
<td>0.8</td>
</tr>
</tbody>
</table>

GPR was selected to couple with PROSAIL to construct a hybrid model for estimating PTs. It is a sophisticated non-parametric statistical method for regression tasks. It uses Gaussian processes to model the distribution over possible functions that fit the data, allowing it to provide both predictions and uncertainty estimates [40]. The key strength of GPR is its flexibility from defining various covariance functions (kernels) that capture different data patterns and structures. This flexibility makes GPR particularly effective in situations where input–output relationships are complex and not easily captured by parametric models [41]. Additionally, GPR’s probabilistic nature provides confidence intervals for predictions, which is valuable in applications requiring an understanding of prediction reliability and uncertainty [42].

We partitioned the 100,000 sets of spectra and PTs generated by PROSAIL into training (70%) and testing (30%) datasets to train and evaluate the GPR model. The performance of the GPR model in retrieving PTs was evaluated using the coefficient of determination (R²), root mean square error (RMSE), and mean absolute error (MAE). We then used the model to estimate PTs from multiangle hyperspectral reflectance data for each sample. Due to limited
empirical data, we exclusively validated the performance of Cab and Car retrieval. This approach has proven efficacy in plant disease detection [21,43]. We implemented the hybrid model using the ARTMO toolbox (Automatic Radiative Transfer Model Operator) [44].

2.3.3. Feature Selection for Early Monitoring of MNLB

Our goal was to create a concise and efficient monitoring model. Therefore, we employed multiple feature selection methods to identify the most relevant features for MNLB with minimal redundancy. First, we used a one-way analysis of variance (ANOVA) to evaluate the ability of VIs and PTs to differentiate between healthy and MNLB-infected maize, retaining indicators showing significant differences \( p < 0.05 \). Next, we applied the correlation-based feature selection (CFS) method [45] to further refine the selected features. CFS optimizes feature selection by estimating and ranking the quality of feature subsets through a heuristic approach, ensuring high correlation with the class and minimal inter-feature correlation [46]. The CFS algorithm was implemented in MATLAB. Finally, we conducted a variance inflation factor (VIF) analysis to assess multicollinearity among the features selected by CFS, ensuring the inclusion of the most concise features to enhance model accuracy and efficiency. A VIF value of less than or equal to 10 is generally accepted as indicating minimal multicollinearity among variables [14]. We comprehensively evaluated and selected VIs and PTs obtained from hyperspectral data at various angles.

2.4. Construction and Evaluation of Model for MNLB Early Monitoring

In this research, we used the RF algorithm to construct the model for identifying healthy and early-stage diseased maize. RF is a powerful ensemble learning method widely used for crop disease monitoring [47]. It constructs multiple decision trees during training and outputs the mode of the classes from the individual trees [48]. Each decision tree is built using a random subset of the training data and features, ensuring diversity among the trees. This randomness helps mitigate overfitting and improve generalization performance. Furthermore, RF is robust, scalable, and capable of handling high-dimensional datasets [49]. Hyperparameters in random forests, including the number of trees, random predictors, and maximum depth of trees, are selected by automatic tuning through Bayesian optimization [50].

We developed four crop disease monitoring models using the RF algorithm, leveraging selected VIs and PTs from the hybrid model. These models include the following. (1) VI-based model (VI-RF): this model assesses the efficacy of VIs in monitoring MNLB. (2) Pigment-based model (P-RF): this model evaluates the capability of constructing MNLB monitoring models using only pigment parameters such as Cab, Car, and Anth. (3) PTs-based model (PT-RF): this model incorporates various PTs, including pigments, Cw, Cp, and CBC. (4) Model based on the fusion of PTs and VIs (PTVI-RF): this model integrates PTs and VIs to validate the effectiveness of combining these data types for MNLB monitoring. To assess each model’s accuracy, all 50 samples were used for training and validation via a leave-one-out cross-validation method [51]. Model accuracy was evaluated using OA and the Kappa coefficient (Kappa). The entire process was conducted using MATLAB Statistics and Machine Learning Toolbox.

3. Results

3.1. Evaluation of the Ability of Spectral Feature and Plant Traits for Early Monitoring of MNLB

3.1.1. Spectral Reflectance and Vegetation Indices

We assessed the spectral reflectance of healthy and MNLB-affected maize plants, revealing significant differences between the two conditions. Specifically, MNLB-affected maize exhibited significantly lower spectral reflectance than healthy maize in both the visible and near-infrared (NIR) regions. This difference was particularly pronounced within the 510–600 nm and 800–2500 nm ranges (Figure 3A). Moreover, our analysis revealed that the differences in maize spectral reflectance within the visible region were not significant across different observation angles (13 angles from \(-60^\circ\) to \(+60^\circ\)). However, significant
differences were observed in the NIR region. Specifically, spectral reflectance was higher at non-nadir angles compared to the nadir angle (0°) (Figure 3B,C). These distinct spectral variations across different angles offer a promising approach for monitoring MNLB using multangle hyperspectral data.

![Figure 3. Spectral reflectance of healthy and MNLB-affected maize. (A) shows the difference in spectral reflectance between healthy and MNLB-affected maize; (B,C) illustrate the differences in canopy reflectance at various angles for healthy maize and MNLB-affected maize, respectively.](image)

Table 2 presents the VIs chosen at each angle that were statistically significant at $p < 0.0001$ and $p < 0.01$ levels in distinguishing between healthy and diseased maize samples. This suggests promising potential for these VIs in differentiating between the two sample types. Additionally, the selected VIs varied across different angles. For example, at 0°, four VIs were selected: TCARI1, PRI515, NPQI, and WI. At −10°, only two VIs, TCARI/OSAVI and PRI515, were selected. The study also observed identical VIs across different angles, suggesting robust generalization. For instance, PRI515 was selected at eight angles, WI at seven angles, and NPQI at six angles. The VIF test (Table S2) indicated that the VIFs of the selected VIs at each angle were all below five, suggesting minimal to nonexistent covariance between the VIs. This makes them suitable for constructing disease monitoring models. Figure 4 illustrates the distinctions between healthy and diseased samples based on the four selected VIs at 0°. These VIs exhibited significant differences between the two sample types, with a noticeable downward trend in TCARI1, NPQI, and WI for diseased samples compared to healthy ones, and an upward trend in PRI.

![Figure 4. Differences in VIs selected at 0° between healthy and diseased samples. (A–D) correspond to TCARI1, PRI515, NPQI, and WI, respectively. H and D represent healthy and diseased samples, respectively. Dots represent outliers.](image)
### Table 2. Results of the ANOVA test for VIs selected under each angle.

<table>
<thead>
<tr>
<th>Angles</th>
<th>Selected VIs and p Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>−60°</td>
<td>MSAVI, PRI515, GOV2, NPCI, PSRI</td>
</tr>
<tr>
<td>−50°</td>
<td>MTDI2, PRI515, VO2, NPCI, PSRI</td>
</tr>
<tr>
<td>−40°</td>
<td>OSAVI, PRI515, WI</td>
</tr>
<tr>
<td>−30°</td>
<td>RDVI, PRI515, WI, NDWI</td>
</tr>
<tr>
<td>−20°</td>
<td>TCARI/OSAVI, PRI515</td>
</tr>
<tr>
<td>−10°</td>
<td>TCARI/OSAVI, PRI515</td>
</tr>
<tr>
<td>0°</td>
<td>TCARI1, PRI515, WI</td>
</tr>
<tr>
<td>10°</td>
<td>MTDI1, PRI515, HI, WI</td>
</tr>
<tr>
<td>20°</td>
<td>MCARI, PRI515, NPCI, WI</td>
</tr>
<tr>
<td>30°</td>
<td>TCARI/OSAVI, PRI515, NPCI, WI</td>
</tr>
<tr>
<td>40°</td>
<td>TCARI1, PRI515, NPCI, WI</td>
</tr>
<tr>
<td>50°</td>
<td>TCARI/OSAVI, NPCI, SIP11</td>
</tr>
<tr>
<td>60°</td>
<td>TCARI/OSAVI, SRPI, NPCI, NDWI</td>
</tr>
</tbody>
</table>

Note: Dark green is at the $p < 0.0001$ level, green is at the $p < 0.01$ level, and light green is at the $p < 0.05$ level.

#### 3.1.2. PTs Obtained from the Inversion of the Hybrid Model

Inverting PTs using hybrid models yielded favorable outcomes (Tables S3–S5). Most PTs inversion accuracies had $R^2$ values over 0.9, except for Cp and LIDF, which had accuracies in the 0.8 to 0.9 range. Field data validation confirmed the satisfactory accuracies of Car and Cab, with $R^2$ values of 0.52 and 0.65, and RMSE values of 6.36 for Car and 0.97 for Cab (Figure S1). Additionally, model accuracy for each PT showed minimal variation across different angles. For instance, $R^2$ for Cab ranged from 0.94 to 0.96, with RMSE values of 3.31 to 4.10 across 13 angles from $-60°$ to $+60°$. The minimal variation in model accuracy across different angles may result from the data used to construct the model being generated by PROSAIL simulations, which are less affected by external factors. ANOVA test results of inverted parameters.

ANOVA test results for the inverted PTs (Table 3) showed that most PTs (Cab, Car, Anth, Cw, Cp, and CBC) obtained by inversion at different angles exhibited significance differences between diseased and healthy samples ($p < 0.05$). However, for a few PTs (Cab, Cw, and Cp) obtained at angles from $40°$ to $60°$, the differences were not statistically significant ($p > 0.05$). Many structural parameters (LAI and LIDF) obtained at different angles did not pass the ANOVA test, indicating non-significant differences. Consequently, these structural parameters were excluded from the disease model construction. Furthermore, most PTs at each angle passed the VIF test (VIF < 10), as indicated in Table S6.

Figure 5 illustrates the variability between healthy and diseased samples for PTs obtained by inversion at $0°$. Significant differences were observed in all PTs except LAI. Notably, Car and CBC exhibited an increasing trend, while Cab, Anth, Cw, Cp, and FIDA showed a decreasing trend in diseased samples compared to healthy ones. Similarly, in Figure 6 plots the differences in measured PTs (Cab, Car, LNC, and LWC) between diseased and healthy samples. All these PTs were significantly different between the two sample types, with values lower in diseased samples than in healthy samples. These findings provide a foundation for constructing a monitoring model based on PTs.
Table 3. Results of the ANOVA test for PTs under each angle.

<table>
<thead>
<tr>
<th>Angles</th>
<th>Anth</th>
<th>Car</th>
<th>Cab</th>
<th>CBC</th>
<th>Cw</th>
<th>Cp</th>
<th>LAI</th>
<th>FIDA</th>
</tr>
</thead>
<tbody>
<tr>
<td>–60°</td>
<td>0.000153</td>
<td>0.000968</td>
<td>0.014158</td>
<td>0.000037</td>
<td>0.032094</td>
<td>0.043122</td>
<td>0.86272</td>
<td>0.989127</td>
</tr>
<tr>
<td>–50°</td>
<td>0.021607</td>
<td>0.045866</td>
<td>0.028533</td>
<td>0.000701</td>
<td>0.003899</td>
<td>0.022618</td>
<td>0.204111</td>
<td>0.287874</td>
</tr>
<tr>
<td>–40°</td>
<td>0.0249</td>
<td>0.016581</td>
<td>0.002756</td>
<td>0.001532</td>
<td>0.007605</td>
<td>0.000005</td>
<td>0.69154</td>
<td>0.117353</td>
</tr>
<tr>
<td>–30°</td>
<td>0.017085</td>
<td>0.031401</td>
<td>0.037803</td>
<td>0.000042</td>
<td>0.036093</td>
<td>0.003451</td>
<td>0.204488</td>
<td>0.025097</td>
</tr>
<tr>
<td>–20°</td>
<td>0.00881</td>
<td>0.001604</td>
<td>0.026429</td>
<td>0.000327</td>
<td>0.042089</td>
<td>0.000003</td>
<td>0.68476</td>
<td>0.03039</td>
</tr>
<tr>
<td>–10°</td>
<td>0.000798</td>
<td>0.000133</td>
<td>0.026525</td>
<td>0.004686</td>
<td>0.004878</td>
<td>2.28 × 10⁻²</td>
<td>0.177593</td>
<td>0.026283</td>
</tr>
<tr>
<td>0°</td>
<td>0.001505</td>
<td>0.009636</td>
<td>0.00157</td>
<td>0.002702</td>
<td>0.009095</td>
<td>7.56 × 10⁻²</td>
<td>0.26046</td>
<td>0.030701</td>
</tr>
<tr>
<td>10°</td>
<td>0.02233</td>
<td>0.000036</td>
<td>0.000105</td>
<td>0.000109</td>
<td>0.005085</td>
<td>1.46 × 10⁻²</td>
<td>0.00389</td>
<td>0.026283</td>
</tr>
<tr>
<td>20°</td>
<td>0.042035</td>
<td>0.000006</td>
<td>0.000393</td>
<td>0.000137</td>
<td>0.002792</td>
<td>0.000291</td>
<td>0.001496</td>
<td>0.03039</td>
</tr>
<tr>
<td>30°</td>
<td>0.002498</td>
<td>0.000541</td>
<td>0.026584</td>
<td>0.000521</td>
<td>0.00035</td>
<td>0.026242</td>
<td>0.25853</td>
<td>0.029406</td>
</tr>
<tr>
<td>40°</td>
<td>0.048528</td>
<td>0.005871</td>
<td>0.796481</td>
<td>0.006704</td>
<td>0.003449</td>
<td>0.111595</td>
<td>0.003339</td>
<td>0.171302</td>
</tr>
<tr>
<td>50°</td>
<td>0.02098</td>
<td>0.012498</td>
<td>0.293449</td>
<td>0.011387</td>
<td>0.196436</td>
<td>0.021742</td>
<td>0.012019</td>
<td>0.296874</td>
</tr>
<tr>
<td>60°</td>
<td>0.014298</td>
<td>0.043924</td>
<td>0.01333</td>
<td>0.014625</td>
<td>0.56523</td>
<td>0.552214</td>
<td>0.885247</td>
<td>0.43666</td>
</tr>
</tbody>
</table>

Note: Dark green is at the p < 0.0001 level, green is at the p < 0.01 level, light green is at the p < 0.05 level, and grey is at the p > 0.05 level.

Figure 5. The differences in inverted PTs at 0° between healthy and diseased samples. (A–H) represent Anth, Car, Cab, Cw, Cp, CBC, LAI, and FIDA, respectively. H and D represent healthy and diseased samples, respectively. Dots represent outliers.

Figure 6. The differences in measured PTs between healthy and diseased samples. (A–D) represent Car, Cab, LNC and LWC, respectively. H and D represent healthy and diseased samples, respectively. Dots represent outliers.
3.2. Performance Evaluation of the MNLB Early Monitoring Model Based on Various Features Using Multispectral Hyperspectral Data

Table 4 shows the outcomes of four distinct disease monitoring models developed using data from 13 angles. The results indicate that the P-RF model consistently had lower accuracy compared to the other models. In contrast, the PT-RF model, which incorporates crop pigmentation along with parameters such as Cw, Cp, and CBC, exhibited notable improvements in accuracy. For example, at 0°, the OA and Kappa for the P-RF model were 60% and 0.20, respectively. In contrast, the PT-RF model had values of 74% and 0.48. These findings suggest that MNLB can be effectively monitored using inverted PTs alone. Furthermore, the VI-RF model exhibited greater accuracy than the P-RF model, with performance levels closely resembling those of the PT-RF model. For instance, at 0°, the OA and Kappa of the VI-RF model were 76% and 0.52, slightly surpassing the PT-RF model’s values of 74% and 0.48. Similarly, at −40°, both models achieved an OA of 76% and a Kappa of 0.52. The PTVI-RF model showed the highest accuracy among the four models, consistently outperforming the VI-RF and PT-RF models across all 13 angles. For example, at 0°, the OA of the PTVI-RF model was 4% and 6% higher compared to the former two models. Similarly, at −10°, the PTVI-RF model was 8% and 6% higher, respectively. These results suggest that models integrating VIs with PTs offer greater advantages compared to models using a single VI or PTs alone.

The results show that angles significantly impact model accuracy (Figure 7). Specifically, the model’s accuracy at smaller off-nadir angles (±10° to ±30°) is higher than that at nadir (0°), especially at ±10°. For example, the PTVI-RF model’s OA at 0° is 80% with a Kappa of 0.60. At −10°, the OA increased to 88% and Kappa increased to 0.76, which were the highest accuracies obtained. At 10°, the accuracy is slightly lower than at −10°, with an OA of 86% and a Kappa of 0.72. Notably, the model performs worse at larger off-nadir angles (±40° to ±60°) compared to 0°. For example, the OA of VPWN-RF at −60° and 60° is only 74% and 72%, with Kappa values of 0.48 and 0.44, respectively. Overall, using hyperspectral data acquired at smaller off-nadir angles can effectively improve MNLB monitoring accuracy.

![Figure 7. The variation in accuracy of the PTVI-RF model across different angles.](image-url)
Table 4. Accuracy obtained by models based on different features at 13 angles.

<table>
<thead>
<tr>
<th>Models</th>
<th>Evaluation Indicators</th>
<th>−60°</th>
<th>−50°</th>
<th>−40°</th>
<th>−30°</th>
<th>−20°</th>
<th>0°</th>
<th>10°</th>
<th>20°</th>
<th>30°</th>
<th>40°</th>
<th>50°</th>
<th>60°</th>
</tr>
</thead>
<tbody>
<tr>
<td>VI-RF</td>
<td>OA (%)</td>
<td>70</td>
<td>76</td>
<td>76</td>
<td>74</td>
<td>80</td>
<td>80</td>
<td>76</td>
<td>74</td>
<td>78</td>
<td>80</td>
<td>70</td>
<td>66</td>
</tr>
<tr>
<td></td>
<td>Kappa</td>
<td>0.4</td>
<td>0.52</td>
<td>0.52</td>
<td>0.48</td>
<td>0.6</td>
<td>0.6</td>
<td>0.52</td>
<td>0.48</td>
<td>0.56</td>
<td>0.6</td>
<td>0.4</td>
<td>0.32</td>
</tr>
<tr>
<td>P-RF</td>
<td>OA (%)</td>
<td>56</td>
<td>66</td>
<td>66</td>
<td>68</td>
<td>74</td>
<td>80</td>
<td>60</td>
<td>82</td>
<td>74</td>
<td>70</td>
<td>64</td>
<td>60</td>
</tr>
<tr>
<td></td>
<td>Kappa</td>
<td>0.12</td>
<td>0.32</td>
<td>0.32</td>
<td>0.36</td>
<td>0.48</td>
<td>0.6</td>
<td>0.2</td>
<td>0.64</td>
<td>0.48</td>
<td>0.4</td>
<td>0.28</td>
<td>0.2</td>
</tr>
<tr>
<td>PT-RF</td>
<td>OA (%)</td>
<td>70</td>
<td>72</td>
<td>76</td>
<td>70</td>
<td>78</td>
<td>82</td>
<td>74</td>
<td>84</td>
<td>74</td>
<td>76</td>
<td>68</td>
<td>66</td>
</tr>
<tr>
<td></td>
<td>Kappa</td>
<td>0.4</td>
<td>0.43</td>
<td>0.52</td>
<td>0.4</td>
<td>0.56</td>
<td>0.64</td>
<td>0.48</td>
<td>0.48</td>
<td>0.48</td>
<td>0.36</td>
<td>0.32</td>
<td>0.16</td>
</tr>
<tr>
<td>PTVI-RF</td>
<td>OA (%)</td>
<td>74</td>
<td>80</td>
<td>78</td>
<td>82</td>
<td>84</td>
<td>88</td>
<td>80</td>
<td>86</td>
<td>82</td>
<td>80</td>
<td>76</td>
<td>78</td>
</tr>
<tr>
<td></td>
<td>Kappa</td>
<td>0.48</td>
<td>0.60</td>
<td>0.56</td>
<td>0.64</td>
<td>0.68</td>
<td>0.76</td>
<td>0.60</td>
<td>0.72</td>
<td>0.64</td>
<td>0.60</td>
<td>0.52</td>
<td>0.56</td>
</tr>
</tbody>
</table>

3.3. Contribution of VIs and PTs in the MNLB Early Monitoring Model

The contribution of optimal VIs and PTs for monitoring MNLB was evaluated. Feature importance in the PTVI-RF model at −10°, 0°, and 10° was ranked using the out-of-bag (OOB) method in RF classification. All feature importance scores normalized for comparison. Model feature importance was presented at these three angles because the model achieves the best accuracy at −10° and 10°, while 0° is commonly used. Figure 8 shows the ranking of feature importance in the VPWN-RF model across the three angles. Overall, the contributions of VIs and PTs varied across angles. However, Cp and PRI515 consistently ranked highest in importance across all three angles, indicating their significant contribution to the model for monitoring MNLB. Additionally, Cw ranked third at 0° and fourth at 10°. CBC and Cab exhibited lower contributions across all angles. Except for PRI515, the contribution of VIs was generally moderate.

Figure 8. Ranking of importance of VIs and PTs in the VPWN-RF model at (A) −10°, (B) 0°, and (C) 10°.

4. Discussion

4.1. VIs and PTs for Early Monitoring of MNLB

This study demonstrated the effectiveness of VIs and PTs extracted from hyperspectral data in monitoring MNLB. Optimal VIs and PTs for constructing a disease monitoring model were identified through feature selection. Several selected VIs recur at different angles and showed significant differences between healthy and diseased samples, indicating their potential for monitoring MNLB. For example, PRI515 appeared at eight angles, WI at seven angles, and NPQI at six angles. Studies have shown that PRI correlates with leaf light use efficiency (LUE) and serves as an indicator for monitoring plant stress [52]. Changes in PRI during disease development may reflect reduced assimilation and stomatal conductance [53]. Similarly, NPQI is associated with chlorophyll degradation. Disease-induced cellular damage in leaves leads to decreased chlorophyll content, which in turn leads to a decrease in NPQI, consistent with the findings of Zarco-Tejada et al. [20]. WI indicates water content in plant leaves. Disease stress causes water loss, leading to a lower WI in diseased plants compared to healthy plants [15].

Regarding PTs, the study showed decreases in Car, Cab, Cw, and Cp, and increases in CBC and Anth in diseased maize compared to healthy maize. These changes are related to...
physiological processes in the leaves. The MNLB pathogen infects maize leaves, destroying the cellular structure, which results in decreased levels of Car, Cab, and Cw. The decrease in Cp may be due to pathogen infestation altering leaf nitrogen metabolism, including glutamine synthetase and xylem nitrogen compound accumulation [54]. Disease infestation enhances Anth synthesis in response to oxidative stress [55]. In conclusion, the selected PTs and VIs showed significant differences between healthy and diseased maize plants, contributing to the development of robust models for monitoring MNLB.

4.2. The Model for Early Monitoring MNLB

This study developed four models for monitoring MNLB (VI-RF, P-RF, PT-RF, and PTVI-RF). The results revealed that when the P-RF model relied solely on pigments (Car, Cab, and Anth), its accuracy was consistently suboptimal across all angles, with OA below 70% for all angles except $\pm 10^\circ$ and $\pm 20^\circ$. The PT-RF model, incorporating Cp, Cw, and pigments, showed varying degrees of improvement across all angles compared to the P-RF model. Specifically, OA surpassed 70% for all angles except at $40^\circ$, $50^\circ$, and $60^\circ$, achieving 82% at $-10^\circ$ and 84% at $10^\circ$. These findings suggest that PTs like Cp and Cw play a crucial role in the model, effectively enhancing disease characterization. This is further supported by feature importance analysis, where Cp consistently ranked as the most important feature at angles of $-10^\circ$, $0^\circ$, and $10^\circ$, while Cw also maintained a prominent position. These findings align with those reported by Camino et al. [56].

Models constructed solely with VIs (VI-RF) did not achieve the highest accuracy, possibly due to their reliance on a few spectral bands containing limited information. Additionally, these VIs may not fully account for the impact of canopy heterogeneity on the spectrum. The PTVI-RF model, which combines VIs with PTs, demonstrated the best performance among the four models, highlighting the effectiveness of integrating both data types in improving disease monitoring accuracy. For instance, at $-20^\circ$, the PTVI-RF model enhanced OA by 4% and 6% compared to the VI-RF and PT-RF models, respectively. Similar findings have been reported in prior studies [21]. The superior performance of the PTVI-RF model can be attributed to the synergistic effect of VIs and PTs, enhancing the model's ability to reflect MNLB. This integration enables the model to capture information on disease-induced changes in internal leaf parameters and insights into disease-induced spectral alterations. The data used to construct the MNLB early monitoring model were collected from a single location, which may affect the model's generalizability. In the future, we will collect data from multiple location to construct and validate the model, thereby improving its generalizability. Due to the small sample size obtained from the experiment, the leave-one-out cross-validation method was used during the construction of the model. This method may not fully validate the model’s generalizability. In the future, we will obtain more independent data from different locations to validate the model.

4.3. The Impact of Angles on the Early Monitoring Model of MNLB

The narrow range of single observation angles limits MNLB early monitoring. Observing from multiple angles allows acquiring information on both the lower and middle layers of the crop, offering significant potential for monitoring early MNLB in the lower part of the maize canopy. This study investigates the performance of the MNLB monitoring model with multiangle hyperspectral data ($-60^\circ$ to $60^\circ$). The results show that models at smaller off-nadir angles ($\pm 10^\circ$ to $\pm 30^\circ$) have higher accuracies than those at nadir ($0^\circ$). In contrast, model accuracies at larger angles ($\pm 40^\circ$ to $\pm 60^\circ$) did not exceed those at $0^\circ$. The suitability of small angle ranges, especially $-10^\circ$ and $10^\circ$, for monitoring early MNLB may be attributed to two primary reasons. First, it may be related to the pathogenic characteristics of MNLB. MNLB is a bottom-up disease, meaning it primarily infects the lower leaves of the maize canopy in the early stages. Second, the small field of view angle corresponds to the middle and lower parts of the crop canopy, allowing for more information about the disease in the lower part of the crop to be obtained. In contrast, a larger field of view range corresponds to the upper-middle part of the crop canopy, making it difficult to obtain
information on MNLB in the lower part of the maize [27]. This assertion is supported by the findings of He et al. [22], who used multiangle hyperspectral data to monitor wheat powdery mildew, a disease also characterized by bottom-up progression, and found that a small angle range (10° to 30°) was most suitable for disease monitoring.

In the future, we will collect data on diseases of varying severity and construct a monitoring model that covers the entire process of disease development, from mild to severe. Additionally, the MNLB monitoring method based on ground-based multi-angle hyperspectral data will be applied to UAV hyperspectral platforms to enhance the utility of the disease monitoring model. We will focus on verifying whether the optimal angles determined from ground data provide the best performance in UAV data. Furthermore, the effectiveness of the MNLB early monitoring method will be evaluated for various diseases that occur early in the lower part of the crop canopy, such as wheat powdery mildew, to confirm its applicability in different agricultural environments. This study focuses on monitoring milder symptoms in the early stages of MNLB.

5. Conclusions

This study evaluates the effectiveness of combined VIs and PTs derived from multi-angle hyperspectral data for early monitoring MNLB. Our results showed that VIs and PTs extracted from hyperspectral data and subjected to feature selection analysis were able to effectively differentiate between healthy and early diseased maize plants. The VPWN-RF model, integrating VIs and PTs, outperformed models based solely on VIs or PTs. Feature importance analysis consistently ranked Cp and PIR515 highest, highlighting their significant contributions to early MNLB monitoring. Our results also emphasize the significant impact of viewing angle on MNLB monitoring accuracy. We found that smaller off-nadir angles (±10° to ±30°) yielded higher accuracy than nadir angles (0°), whereas larger off-nadir angles (±40° to ±60°) reduced accuracy. Notably, VPWN-RF achieved the highest accuracy at −10° with an OA of 88% and a Kappa of 0.76, owing to its capability to capture information from the lower crop canopy at small viewing angles. In summary, we proposed a model (PTVI-RF) that combines PTs and VIs extracted from multiangle hyperspectral data using the RF algorithm, effectively improving the early monitoring accuracy of MNLB. It offers valuable insights for early disease monitoring in lower crop canopies, enabling timely interventions by crop managers to mitigate potential losses.
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