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Abstract: In the last decade, Smart Glasses (SG) and augmented reality (AR) technology have gained considerable interest in all production sectors. In the agricultural field, an SG can be considered a valuable device to support farmers and agricultural operators. SGs can be distinguished by technical specification, type of display, interaction system, and specific features. These aspects can affect their integration into farms, influencing users’ experience and the consequent level of performance. The aim of the study was to compare four SGs for AR with different technical characteristics to evaluate their potential integration in agricultural systems. This study analyzed the capability of QR code reading in terms of distance and time of visualization, the audio–video quality of image streaming during conference calls and, finally, the battery life. The results showed different levels of performance in QR code reading for the selected devices, while the audio–video quality in conference calls demonstrated similar results for all the devices. Moreover, the battery life of the SGs ranged from 2 to 7 h per charge cycle, and it was influenced by the type of usage. The findings also underlined the potential use and integration of SGs to support operators during farm management. Specifically, SGs might enable farmers to obtain fast and precise augmented information using markers placed at different points on the farm. In conclusion, the study highlights how the different technical characteristics of SG represent an important factor in the selection of the most appropriate device for a farm.
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1. Introduction

Augmented reality (AR) consists of the enhancement of real objects and physical items with digital content that could help people to perform profitable work or live comfortably [1–3]. Several devices, such as smartphones, tablets, and laptops, could be used to visualize AR information, but Smart Glasses (SG) are devices specifically suited for professional AR applications [4]. Recently, improvements have been made in the development of a wide range of SG, largely thanks to the extensive use of smartphones, which have reduced the cost of microelectronic components [5,6]. Essentially, SG are miniaturized head-mounted computers, connected to a small display placed in front of the user’s eyes [7]. Moreover, SGs can vary in terms of the operating system (Android, Windows, etc.), input methods (hand gesture, external joypad or trackpad, voice recognition, etc.), user interface, technical features (camera definition, weight, processor, etc.), and cost. Nevertheless, one of their main characteristics concerns the visualization system, which can be an optical see-through display (a semi-reflective or semi-transparent surface, where the virtual content is projected) or a video see-through display (a screen where the augmented information is shown, blended with the real-world image captured by a video camera) [8,9]. The process of overlaying the AR contents on the real environment can be employed in the following two main ways: using markers (QR code, barcode, etc.)
or specific qualities of the item to track the AR content (vision-based), or with the use of inertial, electromagnetic, or ultrasonic sensors (GPS, gyroscope, accelerometer, etc.) to position the digital elements (sensor-based) [10,11]. The largest number of publications on AR have been on the research and development of AR technologies for the healthcare, education, and industrial sectors [12,13]. The growing number of scientific papers that have been published in the last five years (+400%) related to AR in agriculture highlights the increasing interest in the use of this new technology in the agricultural field. One of the first such studies developed a system for displaying NDVI and geo-referenced yield data on vineyards [14]. Other applications have involved the implementation of AR systems for tractor driving assistance [15], the control of the operation of two autonomous agricultural machines using an AR device [16], and the use of a mobile-based AR application for Abalone growth monitoring [17], to promote sustainable development in hydroponic cultivation, [18] and for plot diagnosis activities in vineyards [19]. The benefits of the adoption of SGs for AR in the livestock sector were shown in recent studies testing systems to support operators in farm management [20], for the visualization of the production data of dairy sheep in the milking parlor [21], for monitoring of the ventilation system in the barn [22] and for the visualization of specific animal data from sheep farms [23]. Although some scientific studies and applications of AR and SGs in agriculture have been identified, the adoption of this technology by farmers is still limited. This is mostly caused by the fact that SGs are an emerging technology and few specific applications have been developed for the agricultural domain. Also, the operating performance of SGs and its current integration into agricultural farms are still unknown. Thus, it is significant to evaluate whether these devices and the on-farm activities might be combined. In fact, recent studies have confirmed that these technologies represent a promising solution in the digitalization of modern farms [19–21]. Specifically, SGs require further investigation to support the wider use of these systems. Therefore, the evaluation of SG performances (detection of objects to be augmented, remote assistance, quality of the images displayed) highlights how different devices might be integrated into an agricultural environment and help manufacturers develop specific SGs for the agricultural domain. In fact, different technical characteristics and functions could correspond to different ways of use and situations. For example, some specifications, such as the battery capacity, must be considered when buying a device for certain tasks on the farm. Also, the overall performance (speed of function, bugs, and crashes) could strongly influence the operator work’s efficiency. Thus, the aims of this study include comparing four types of SGs for AR that are representative of the market of this technology in terms of specifications and performances, and to evaluate their potential uses and technical advantages for integration in agricultural farms.

2. Materials and Methods

In the present study, the four different SGs adopted for AR (Figure 1) are as follows: the HoloLens 2 (HL), produced by the Microsoft company (Washington, DC, USA); the M400 (M400) by Vuzix (New York, NY, USA); the Moverio BT-300 (BT300) by Seiko Epson (Suwa, Japan), and the GlassUp F4 (F4), produced by the GlassUp company (Modena, Italy). The SGs were selected to compare devices with different features, such as the visualization system, processor, and operating system. The HL and the BT300 have a binocular transparent optical see-through display, while the M400 glasses have a monocular video see-through display and finally, the F4 has a monocular transparent optical see-through display. The SG tested are also characterized for having different input systems, such as hand recognition (HL), touchpad (BT300, F4), key buttons (M400), and different frame designs.

The four selected SGs share similar functionalities but have distinctive technical characteristics (Table 1). All the SGs are intended for professional use, such as in the industrial sector, and were tested for agricultural-related applications. The performances of the devices were compared with specific tests, which were carried out at the laboratory of the Department of Agricultural Sciences, University of Sassari (Italy), concerning the main
agricultural activities in which the studied devices could be integrated. These experiments represent an advancement and an expansion of the methodology used in Sara et al. (2021) [24] and involved the common functions of the SGs, such as AR marker scanning (QR codes) and audio–video transmission. Moreover, the battery duration was monitored during the tests. These characteristics were chosen since they are the main factors that could limit the use of SG in livestock environments.

![Figure 1. The four models of smart glasses used in this study: (a) Microsoft HoloLens Mk.2; (b) Epson Moverio BT-300; (c) Vuzix M400; (d) GlassUp F4.](image)

### Table 1. Technical features of the smart glasses used in this study (as reported by the producers).

<table>
<thead>
<tr>
<th></th>
<th>HoloLens2</th>
<th>BT300</th>
<th>M400</th>
<th>F4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brand</td>
<td>Microsoft</td>
<td>Epson</td>
<td>Vuzix</td>
<td>GlassUp</td>
</tr>
<tr>
<td>OS</td>
<td>Windows Holographic</td>
<td>Android 5.1</td>
<td>Android 8.1</td>
<td>Android 8.1</td>
</tr>
<tr>
<td>Processor</td>
<td>Qualcomm Snapdragon 850</td>
<td>Intel Atom (Quad-core)</td>
<td>Qualcomm XR1 (Octa-core)</td>
<td>Cortex A9</td>
</tr>
<tr>
<td>Connectivity</td>
<td>GPS, Wi-fi, Bluetooth, micro-USB</td>
<td>GPS, Wi-fi, Bluetooth, micro-USB</td>
<td>GPS, Wi-fi, Bluetooth, USB-C</td>
<td>Wi-Fi, Bluetooth</td>
</tr>
<tr>
<td>Display</td>
<td>Holographic lenses (1440 × 936)</td>
<td>Si-Oled (1280 × 720)</td>
<td>Occluded OLED (640 × 360)</td>
<td>LCD Full color (640 × 480)</td>
</tr>
<tr>
<td>Controller input</td>
<td>Hand recognition, Eye recognition, Voice command</td>
<td>External touchpad</td>
<td>Integrated touchpad, 3 buttons, voice command</td>
<td>External Joypad, one button on the glasses</td>
</tr>
<tr>
<td>Camera</td>
<td>8 Megapixel</td>
<td>5 Megapixel</td>
<td>12.8 Megapixel</td>
<td>5 Megapixel</td>
</tr>
<tr>
<td>Field of view</td>
<td>43°</td>
<td>23°</td>
<td>16.8°</td>
<td>22°</td>
</tr>
<tr>
<td>Battery life</td>
<td>2–3 h</td>
<td>4 h</td>
<td>2–12 h</td>
<td>6–8 h</td>
</tr>
<tr>
<td>Weight</td>
<td>356 g</td>
<td>69 g</td>
<td>190 g</td>
<td>251 g</td>
</tr>
</tbody>
</table>

### 2.1. Scanning Test of Augmented Reality Markers

The basic scan functionality, common to all tested devices, was used to compare the performances of the SGs in detecting augmented markers and subsequently to show digital information overlaid to the real world. For this, a QR code embedded with the farm information was used. Two different QR code trials were carried out in order to assess the scanning time and the scanning distance. The laboratory tests were specifically designed to analyze the smart glasses’ features and performances, concerning the main agricultural activities in which the studied devices can be integrated. The scanning time trial consisted of measuring the time interval to display the AR contents integrated into the marker on the SGs. The time frame included the tasks ranging from the scan function activation to data visualization on the SG display. Specifically, the scan time was measured by an operator who started measuring upon the activation of the SG’s scan function and ended once the wearer visualized the AR information. The scans were carried out at a distance of 40 cm...
from the position of the QR codes, which were placed on a vertical plane (wall), and the SG wearer was in front of the marker. The scanning distance trials involved measuring the maximum distances at which the SG was able to detect the QR codes. In these trials, the four different sizes of the QR code adopted include $3.5 \times 3.5$ cm (3.5), $4 \times 4$ cm (4), and $7.5 \times 7.5$ cm (7.5). The size range of the markers used in this study was based on previous methodologies that underline a linear strong relationship between the marker size and the scanning distance [20,24,25].

2.2. Remote Transmission Quality Assessment

The evaluation of the audio–video of the transmitted audio–visual contents from the SGs to a remote device (PC) consisted of two tests. These trials were carried out using VoIP (Voice over Internet Protocol) call apps, available on all the devices considered. For the trials, the SG and the laptop were connected to the University’s Wi-Fi network (20 Mbps upload/download) with a sharing video quality resolution of $640 \times 480$ pixels (VGA).

The tests were carried out with the two operators (SG wearer, PC operator) located in two different buildings of the Department of Agricultural Sciences. The first test measured the lag time between the SG and laptop in order to evaluate the delay during the transmission of the video and audio contents simulating a remote assistance procedure in agricultural farms (e.g., maintenance of a milking machine, tractors, etc.). The lag time was measured by synchronizing the clocks of the two operators (SG wearer and PC operator) and recording the time frame between the emission and receiving times of predetermined contents [26]. Specifically, the emitting and receiving times of a specific position and a set vocal signal were recorded for video and audio lag time detection, respectively. The second test assessed the observable level of detail of the transmitted images through the SGs. This trial highlighted whether, in a remote video call, the farmer would be able to show the remote operator a specific detail (e.g., particular components of a machine undergoing maintenance, plants affected by phytopathology, animal injuries, etc.). The visual acuity tests were performed using a standard Snellen chart, composed of eleven lines with decreasing size letter blocks. The printed chart was scanned with an SG at a 50 cm distance, and the receiving operator was reading the transmitted chart image on the laptop’s 16 inch screen. The results of the test were recorded along with the decreasing size of the characters [26]. The lag times were measured with 20 replications, whereas the Snellen chart tests were performed with 3 replications for each different operator.

2.3. Smart Glasses Battery Life Test

The battery life was monitored throughout the trials to evaluate the autonomy of the SGs with one charge cycle. These trials were designed to understand whether the useful usage time of SG would enable accomplishing on-farm activities with a single charge cycle. Two working situations were evaluated as follows: SGs exclusively running the scan function, and SGs running mixed functions (video calling, scanning, etc.). In each trial, the SGs were used continuously while avoiding the standby of the devices. The battery levels were checked every 30 min in the SG display, where the percentage of residual charge was shown in all the four devices tested.

2.4. Statistical Analysis

Descriptive statistics were calculated for the QR code performance tests and for the lag time tests. Due to the non-parametric data trends, the Kruskal–Wallis rank-sum test and post hoc multiple comparisons ($p < 0.01$) were adopted for the scanning time and audio–video quality transmission data to make comparisons between the treatments. The analyses were performed using RStudio (ver. 2023.12.1 build 402) [27].
3. Results and Discussion

3.1. QR Code Scanning Performance

The QR code scanning trials represent a primary step for the understanding of the capabilities of the SG to provide farmers with AR information in the field. Several production units (crops, animals, orchards) could be provided with markers and in several farm contexts (open field, milking parlor, greenhouse). Furthermore, the use of QR codes in agriculture is usually coupled with the traceability of food products [28,29], showing its potential applications in providing accurate information for the logistics of products through the supply chains [30], for storage of animal husbandry records [31], the management of vegetable productions [32], and for milking machine inspections through AR instructions [25]. The four SGs were compared, and each device showed different performances in the detection of QR codes with different speeds and distances. Table 2 shows the results of the QR code scanning times. Overall, the best performance was recorded for the HL, which required an average of 1.71 s to show the augmented farm information in the SG display. Moreover, the QR size influenced the scanning time, where for the 4 cm marker, the scanning time results were the lowest with an average time of 1.24 s. Considering the BT300, the average scanning time for the marker resulted in 5.67 s, where a difference was found in the 7.5 cm code (4.71 s). The M400 showed a scanning time of about 1.98 s, and a significant difference was found for the 7.5 QR code sizes (1.86 s). Finally, the F4 showed an average time of scanning of 9.33 s, with a statistical difference only between the 3.5 cm and the other QR code sizes. These results are in accordance with the technical characteristics of the tested SG. In fact, as shown in Table 1, HL has superior technical characteristics (processor, camera resolution, OS version) compared to all the other selected devices.

Table 2. Average scanning times in seconds and standard deviations (SD) of different sizes of QR codes for the four devices (HL, BT300, M400, F4).

<table>
<thead>
<tr>
<th>QR Code Size (cm)</th>
<th>3.5</th>
<th>4</th>
<th>7.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>HL</td>
<td>2.06</td>
<td>1.24</td>
<td>1.84</td>
</tr>
<tr>
<td>SD</td>
<td>0.61</td>
<td>0.67</td>
<td>0.83</td>
</tr>
<tr>
<td>BT300</td>
<td>6.01</td>
<td>6.30</td>
<td>4.71</td>
</tr>
<tr>
<td>SD</td>
<td>1.01</td>
<td>1.25</td>
<td>1.42</td>
</tr>
<tr>
<td>M400</td>
<td>2.04</td>
<td>2.04</td>
<td>1.86</td>
</tr>
<tr>
<td>SD</td>
<td>0.34</td>
<td>0.31</td>
<td>0.31</td>
</tr>
<tr>
<td>F4</td>
<td>12.07</td>
<td>8.54</td>
<td>7.37</td>
</tr>
<tr>
<td>SD</td>
<td>5.21</td>
<td>3.04</td>
<td>2.09</td>
</tr>
</tbody>
</table>

(3.5) Mean values in the same row with diverse lowercase superscripts are statistically different ($p < 0.01$).

(3.5) Mean values in the same column with diverse capital superscripts are statistically different ($p < 0.01$).

The time required to display the augmented information on an SG in an agricultural context represents one of the factors that might influence a farmer’s performance and productivity. The ability of the SGs to display specific AR information in a short time, 4.67 s on average, allows these devices to be implemented in farm routines, increasing work efficiency and precision (e.g., selecting animals during milking sessions). In this way, the SGs can support the farmer in the identification of food stocks to be selected for the preparation of the animal diet and also for the identification of animals with specific information (milk yield, health status, etc.) [20,21]. Figure 2 shows the results of the QR code scanning distances. This test highlights the distance at which augmented contents might be detectable through specific markers on the farm while using the different AR devices. The highest scanning distances were measured for the M400. In fact, with this device, it was possible to gather the augmented information at about 2 m, using a marker 4 cm in size. Likewise, a 7.5 QR code can be scanned at about 3 m away. Moreover, a strong linear trend between scanning distances and QR code size was observed for all the SG and QR code types. Overall, the results of these tests allow us to explore whether this...
function and the QR code markers are suitable for different agricultural applications. In fact, high scanning times or inappropriate scanning distances would limit the diffusion of this technology in the agricultural sector. For these reasons, different marker sizes should be specifically tailored to adapt to different agricultural contexts (e.g., markers to be placed on plants, greenhouse pallets, animals, food products, raw materials, machinery, machines, components, etc.). The marker size influences the scanning distance and scanning time, which are noteworthy aspects considering the dimensions of agricultural environments and farm productivity.

![Figure 2](image-url)

**Figure 2.** The maximum scanning distance of the QR code types with increasing printed size for the four SG tested.

Specifically, the maximum scanning distance was tested to understand if the marker size is adequate for reading in the farms’ specific working places (e.g., between the rows of benches in the greenhouse, in the milking parlor, in the compartments of agricultural machinery, etc.). Moreover, the standard light conditions adopted during the QR code scanning tests ensure that they should not influence the results obtained in this study, since marker-based methods are considered easily identifiable in changing lighting conditions [10].

### 3.2. Audio and Video Quality Performance

The test on the lag times recorded during video calls between the SG and a laptop highlighted that all the devices had delays of lesser than one second for both audio and video transmission. Specifically, for audio transmission, HL required lesser time (0.26 s) on average than BT300, M400, and F4 with 0.43 s, 0.44 s, and 1.24 s, respectively. Considering the video transmission, no significant difference was found between the HL and BT300 with 0.51 s and 0.55 s of delay, respectively, whereas M400 (0.91 s) and F4 (2.21) showed significant results. The negligible lag times obtained for all the SGs tested should allow the farmer time to share their point of view with technicians (veterinarian, agronomist, mechanic, etc.) during the maintenance procedure of on-farm machinery. Moreover, the farmers could be guided during these activities in real-time in an interactive way.

Overall, the SGs tested are able to clearly distinguish characters greater than or equal to 9 mm in size in the Snellen test (Figure 3). The HL and BT300 showed a better performance, allowing users to clearly distinguish characters of a size greater than or equal to 7 mm. Moreover, the HL enabled users to distinguish 2 mm characters in 63% of cases, unlike the BT300 (43%), the M400 (39%) and the F4 (31%). These outcomes confirm the capability and feasibility of these devices in remote assistance operations. High-quality audio and video data would enable the implementation of SGs for AR to perform agricultural tasks by increasing the potential for its adoption by farmers. Moreover, the aspects characterizing agricultural environments, such as remote location, limited or difficult access routes, and reduced number of specialized maintenance workers per farm, are the main driving factors...
for using SGs as a support tool for specialized remote assistance. Furthermore, the field of view (the area where AR contents are shown to users) and the visualization system (optical or video) might influence the use of SGs in the farming work environment. As reported by [8], a minimum of 20 degrees of field of view, as disclosed for HL and BT300, are necessary for an industrial working context to avoid discomfort for the users and limitations on the amount of AR information visible [33]. Concerning the visualization system, optical see-through display, allows wearers to directly see the real world using both monocular (HL) and binocular (BT300) SGs. On the other hand, SGs equipped with a video system display (M400) have disadvantages due to the latency of the real vision, especially for binocular devices. These drawbacks, linked to the nature of this system, might raise concerns for the safety of the users as they create a blind spot in the operator’s real field of view [8].

![Figure 3. Visual acuity test results show the percentage (%) of correct letters read on the laptop screen during a video call from the SG.](image)

3.3. Smart Glasses Battery Life Test

Figure 4 presents the results of the SG’s battery life. All the devices had shorter battery lives in a mixed-use situation than in the scanning activities. Specifically, the BT300 and M400, compared to the HL and the F4, showed greater differences in SG battery autonomy between the usage types (21 and 20 min, respectively). The F4 showed the best performance in terms of battery life, with a battery autonomy of about 6.91 h. This fact was probably due to a set of characteristics that differentiate the F4 device, such as the simplest user interface, operation mode, etc., that could influence the energy consumption [33,34]. Considering the results obtained, the battery life of all the tested SG would allow the accomplishment of on-farm tasks, but the work timing should be carefully considered. Overall, the devices tested might support the farmer during specific tasks, e.g., groping, selecting, feed preparation, and remote assistance in the field [20,21]. However, the length of time required per task is extremely variable as these types of activities are influenced by multiple factors (e.g., farm size, number of animals, workforce involved, etc.).
3.4. Challenges and Future Perspectives

Overall, SGs are promising and innovative devices, especially when implemented in production and professional contexts. However, several challenges need to be addressed to support their wider use in the farming domain. In fact, the availability of specific software for agricultural contexts (e.g., to help farmers in the management of feedstocks, animals, crops, operating machines, and tractors) is still limited. Moreover, another challenge will be to enhance the inter-communicability of SG with other smart tools available on the farm also using IoT technologies, as reported by [35]. The interconnection between SGs and smart sensors could greatly enhance the AR experience, providing insight on the real-time condition of animals such as their temperature, anomalous behavioral aspects or position. The challenges may include the cost of the Smart Glasses and the need for adequate training and support for farmers. Nowadays, there are numerous models of SGs available in the market which are ready to use; nevertheless, it is important to know their specific performance levels and capabilities in order to properly integrate them into agricultural production contexts. In addition, for each device tested, a comparison of the strengths and weaknesses for agricultural use in relation to their performances and technical features are shown in Table 3. Another important aspect to consider is the robustness of SGs. Although a multitude of devices are marketed for professional use, the level of robustness should be carefully evaluated prior to adoption in agricultural contexts.
Table 3. Strengths (S) and weaknesses (W) comparison of the four SG tested for their integration in the farming domain and considering their functions and structural parameters.

<table>
<thead>
<tr>
<th>Parameter/Function</th>
<th>Farming Application/Implication</th>
<th>HL</th>
<th>BT300</th>
<th>M400</th>
<th>F4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Battery life</td>
<td>High battery life, reduced recharge times, or interchangeable batteries (M400) allow continuous field use or with less loss of time.</td>
<td>W</td>
<td>W</td>
<td>S</td>
<td>S</td>
</tr>
<tr>
<td>Marker detection (time/distance)</td>
<td>Obtaining overlap information on animals, plants, crops, and agricultural machinery, in a reduced time interval or at high distances could increase the farmer’s efficiency.</td>
<td></td>
<td></td>
<td>S</td>
<td>W</td>
</tr>
<tr>
<td>Audio-Video Transmission</td>
<td>Transmitting images and audio with good quality (clarity, timing, detail) could improve and expand remote technical assistance to farmers in the field.</td>
<td>S</td>
<td>S</td>
<td>W</td>
<td>W</td>
</tr>
<tr>
<td>Field of View</td>
<td>Limited field of view, &lt;20°, ref. [8] could negatively influence the farmer’s use of SG while working.</td>
<td>S</td>
<td>S</td>
<td>W</td>
<td>W</td>
</tr>
<tr>
<td>Visualization System</td>
<td>The system could affect the farmer’s safety by limiting the farmer’s field of view, especially in the case of binocular or video see-through systems</td>
<td>S</td>
<td>S</td>
<td>W</td>
<td>S</td>
</tr>
<tr>
<td>Weight/comfort</td>
<td>Normal glasses weigh around 20 g, an excessive or unbalanced weight of SG could negatively affect its use by farmers</td>
<td>S</td>
<td>S</td>
<td>W</td>
<td>W</td>
</tr>
</tbody>
</table>

Finally, to encourage the spread of these technologies in the agricultural domain, it is necessary to extend and improve internet access in rural areas, which represents one of the main concerns that could influence and increase the digital divide even more, especially for rural areas [36]. In fact, the availability of a high-speed internet connection is essential to optimizing the performance of these technologies.

4. Conclusions

In the present study, four different SGs for AR were compared and tested for their main available functionality (e.g., scanning codes, video calls, etc.) for use in an agricultural context. Overall, the results showed that the SGs might enable farmers to obtain fast and precise augmented information through the use of markers placed at different points on the farm. However, the SGs adopted in this study presented a wide range of performance, especially in the detection of QR codes with different printed sizes and amounts of encoded information. The quality of audio–visual transmission allowed for the discrimination of small details in remote assistance applications. Moreover, the battery autonomy of the SG ranged from 2 to 7 h per battery charge cycle, where the type of use influenced the battery life. This study highlights the potential use and integration of SGs to support farm management. In future studies, the authors will focus on the development of specific systems for the agricultural domain that aim to integrate and manage farm data and support agricultural operators by providing timely information through augmented reality devices.
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