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Abstract: Real-time detection of fruit targets is a key technology of the Xiaomila green pepper (Capsicum frutescens L.) picking robot. The complex conditions of orchards make it difficult to achieve accurate detection. However, most of the existing deep learning network detection algorithms cannot effectively detect Xiaomila green pepper fruits covered by leaves, branches, and other fruits in natural scenes. As detailed in this paper, the Red, Green, Blue (RGB) images of Xiaomila green pepper in the green and mature stage were collected under natural light conditions for building the dataset and an improved YOLOv5s model (YOLOv5s-CFL) is proposed to improve the efficiency and adaptability of picking robots in the natural environment. First, the convolutional layer in the Cross Stage Partial (CSP) is replaced with GhostConv, the detection speed is improved through a lightweight structure, and the detection accuracy is enhanced by adding a Coordinate Attention (CA) layer and replacing Path Aggregation Network (PANet) in the neck with Bidirectional Feature Pyramid Network (BiFPN). In the experiment, the YOLOv5s-CFL model was used to detect the Xiaomila, and the detection results were analyzed and compared with those of the original YOLOv5s, YOLOv4-tiny, and YOLOv3-tiny models. With these improvements, the Mean Average Precision (mAP) of YOLOv5s-CFL is 1.1%, 6.8%, and 8.9% higher than original YOLOv5s, YOLOv4-tiny, and YOLOv3-tiny models. Compared with the original YOLOv5 model, the model size is reduced from 14.4 MB to 13.8 MB, and the running speed is reduced from 15.8 to 13.9 Gflops. The experimental results indicate that the lightweight model improves the detection accuracy and has good real-time performance and application prospects in the field of picking robots.
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1. Introduction

Yunnan Province is one of the three main producing areas of chili peppers in China. As a semi-domesticated small-fruited chili pepper variety, Xiaomila green pepper is mainly distributed in Honghe, Wenshan, and other places in Yunnan. The total output value of spicy food has reached CNY two billion [1,2], but the research on mechanized harvesting is still in its infancy for crops such as millet, which has the characteristics of simultaneous and batch harvesting of flowers and fruits. The harvesting process of Xiaomila green pepper is mostly performed by one household manually, which is labor-intensive and has a low production efficiency. With the reduction of the rural population and the increase of labor costs, the timely harvest of millet Xiaomila has been seriously affected, and the development of its industry has been restricted.

With the continuous development of agricultural automation technology, agricultural picking robots have shifted from research and development to the experimental stage, providing a new approach for the mechanized picking of Xiaomila. Rapid and accurate positioning and identification of ripe fruit is the focus and hot issue of picking robot research. Because the Xiaomila green pepper fruits of millet are in the shape of short cones,
short fingers, or rice grains, the peels of green and ripe fruits are light yellow-green, the peels are smooth or slightly wrinkled, and the fruit-bearing rate per plant is high and the spatial distribution is irregular, it is difficult to identify fruits in complex field environments. There are problems of different target scales, low chromatic aberration, and high occlusion in picking, which increases the perceptual judgment and picking difficulty of the machine picking system.

Currently, the research on machine picking of pepper fruit is still in its infancy. Kitamura and Oka et al. [3] identify green peppers in a greenhouse with LED light reflection. Green peppers are identified by intensity, saturation, and chromaticity thresholds according to different degrees of light reflection on the fruit and leaf surfaces. However, its applicability is limited, and the effect is only obvious in the case of weak light. Bac et al. [4] construct a recognition method for green pepper. The plants of green peppers are divided into two parts: hard barriers (stems and fruits) and soft barriers (leaves and petioles). Then, a hyperspectral camera is used to obtain plant features. Due to the changes in natural light, the light incident angles between the plants are different, and the detection rate between scenes is only 59.2%. Ji et al. [5] proposed a new algorithm based on support vector machine (SVM) to identify green peppers, and the mutation strategy was introduced to improve the particle swarm optimization algorithm. The model obtains a recognition accuracy of 89.04%, but it is difficult to find green peppers with dense growth and high occlusion. McCool et al. [6] classified sweet pepper hyperspectral image data using Conditional Random Fields (CRF). The method combines the texture features of sweet peppers including Histogram of Oriented Gradients (HOG), Local Binary Pattern (LBP), and Sparse Auto-Encoder (SAE) features, and these features are input into the CRF for training to detect target fruits. The recognition accuracy of this method is only 69.2% on real farms. Ji et al. [7] proposed a method based on manifold sorting for target recognition. The super-pixels are extracted by energy-driven sampling (SEEDS) to construct the super-pixel block of the enhanced image. Then, the image boundaries are sorted by manifold sorting, and the final saliency map is obtained by fusion. Li et al. [8] introduced a method that combines an adaptive spatial feature pyramid with an attention mechanism and proposed the idea of multi-scale prediction to improve the recognition effect of occluded and small target green peppers, with an accuracy of 96.91% and a recall of 93.85%. The above research focuses on the target recognition of pepper fruit in the greenhouse environment, which requires high ambient light. The research on green pepper recognition did not use the same dataset, and the performance of the proposed approaches in the previous experiments were difficult to compare. Furthermore, the Xiaomila green pepper fruit grows in an unstructured environment. The occluded contour features put forward higher requirements for target recognition of the Xiaomila green pepper fruit.

In the past few decades, machine vision research on the detection of fruits, medicinal materials, and vegetables has progressed rapidly. Before the introduction of deep learning theory, fruit, medicinal material, and vegetable detection methods were mostly based on traditional machine learning algorithms, (color [9,10], shape [11,12], texture [13,14] or fusion features [15,16], Support Vector Machines [17], etc.). However, these methods often lack generality and robustness.

With the continuous development of deep learning technology and the rapid improvement of GPU performance, more and more scholars consider applying lightweight deep convolutional networks to crop identification in complex environments [18,19]. Tian et al. [20] proposed an improved YOLOv3 model for detecting apples at different growth stages to fit the complex environment of orchards. The results show that the new model is better than the original YOLOv3 model and the region-based fast convolutional neural network (Faster R-CNN) model using VGG16. Wang et al. [21] developed an accurate apple fruit detection method with a small model size based on the YOLOv5s deep learning algorithm with channel pruning. Parvathi et al. [22] proposed an improved Faster R-CNN model to detect two important ripening stages of coconuts in complex backgrounds. Magalhaes et al. [23] compared the performance of five types of Single Shot MultiBox De-
tector (SSD) and You Only Look Once (YOLO) suitable for picking robots. The results show that the performance of SSD Inception v2 is the best, while the response time of YOLOv4-tiny is only 5 ms. A large number of studies have shown that deep learning technology can be used to compare with background research on the recognition method of target fruits with a similar color [24–28].

To adapt to the influence of road conditions on the quality of real-time photos taken by the picking robot during traveling, this paper designs an improved YOLOv5s model to address the problems of missed detection, occlusion, and similar colors of fruits in the natural environment. The efficient and fast target detection system of Xiaomila green pepper fruit is of great significance to realizing the automatic operation of Xiaomila green pepper picking.

2. Materials and Methods

2.1. Xiaomila Green Pepper Image Collection

2.1.1. Methods and Image Collection

This study takes the Xiaomila green pepper in the planting base in Shupi Township (104°6′44″ N, 23°53′7″ E), Qiubei, Wenshan, Yunnan Province as the research object. The RGB images of Xiaomila green pepper in the green and mature stage were collected under natural light conditions. The average plant height of millet pepper plants was 89 cm, and the average plant spacing was 49.8 cm. The farming mode of one row and three rows was adopted, which is suitable for picking robots to work in the field. The Intel RealSense D435i camera was used to capture JPEG images with an image resolution of 1920 × 1080 pixels, and the image acquisition method is shown in Figure 1. The images of Xiaomila green pepper were collected under different light conditions in the morning and afternoon, and a total of 1200 photos of Xiaomila green pepper fruits were collected.

![Figure 1. Methods of image acquisition.](image_url)

2.1.2. Image Preprocessing

Firstly, 840 images were randomly selected from the amplified as the training set, 240 images as the test set, and 120 images as the verification set at the ratio of 7:2:1 to perform parameter verification and deep network training to avoid overfitting of the training model. The images of Xiaomila green pepper under different conditions are shown in Figure 2.
Figure 2. Images of Xiaomila green pepper under different conditions. (a) A single cluster of Xiaomila green pepper, cloudy, with no obvious occlusion; (b) a cluster of Xiaomila green peppers, sunny, with backlight; (c) Xiaomila green peppers covered by leaves; (d) in the afternoon with sufficient light, covered by branches and pedicels; (e) small target of Xiaomila green peppers, in the early morning, covered by branches; (f) fruit hanging with dew.

To perform target detection training based on deep learning with a large amount of image data, the dataset was enhanced to fit the training requirement, which can better extract image features and avoid overfitting.

Considering the impact of the complex environment of the Xiaomila green pepper picking process on fruit recognition, image rotation, image mirror flipping, image noise addition, and image brightness and contrast adjustment were performed to reduce the impact of the complex posture of the pepper fruit on the network performance. By changing the brightness and contrast of the image, the brightness deviation caused by ambient lighting changes and sensor differences was reduced, and the Cutout method was adopted to randomly select multiple fixed-size square areas to fill zero-pixel values. Meanwhile, center normalization operations were performed to simulate complex environments and remove the occlusion of the leaves on the Xiaomila green pepper fruit. The result of the data augmentation method is shown in Figure 3. The final training set consists of 8400 images, which were used as final training set data of the object recognition, including 7560 augmented images and 840 original images. There is no overlap between training and test set. The images were manually annotated with Labellmg (https://github.com/tzutalin/labelImg (accessed on 8 June 2022)), and the smallest closed rectangle of the Xiaomila green pepper fruit is annotated (fruit with a relatively small pixel and a visible part of less than 20% were not labeled). All annotation files were saved and converted to TXT files.
2.2. Improvements to the YOLOv5s Network Model

2.2.1. YOLOv5 Model

Previous studies [29] have demonstrated that the YOLOv5 model has outstanding performance in crop fruit recognition. The model can quickly regress image information with high detection accuracy, small model weight files, and fast training speed. It contains four architectures, YOLOv5x, YOLOv5l, YOLOv5m, and YOLOv5s, and the architecture size varies with the convolution kernel size and feature extraction time. The accuracy and real-time performance of the Xiaomila green pepper detection model are the keys to ensuring the operational efficiency of the picking robot.

The YOLOv5s framework consists of a backbone, neck, and head. The backbone forms a convolutional neural network for image feature extraction by aggregating different types of image information. The neck transfers the output image of the backbone layer in the pyramid hybrid structure to the prediction layer. The head generates prediction boxes and categories according to the image features transmitted by the neck. The basic framework of YOLOv5s is shown in Figure 4.

2.2.2. Improved Methods

The target detection algorithm of the Xiaomila green pepper picking robot has to accurately identify the Xiaomila green pepper fruit in a complex environment and reduce the model size by optimizing the YOLOv5s backbone so that it can be easily installed in the picking robot. This study aims to improve the network structure to increase the accuracy of object detection and improve the detection speed and reduce the network parameters.

The original YOLOv5s model utilizes CSP to increase the network depth and improve the network’s characteristics and detection capabilities. However, in the process of testing the Xiaomila green pepper fruit of millet in the natural environment, it was found that several lightweight models obtain satisfactory test results while reducing the number of model parameters. As shown in Figure 5, to improve the network detection speed and reduce the model scale, GhostConv [30] was used in the original network to replace the Conv layer of the CSP in the backbone and neck; the modified module is named GHOST. As the basic building block of GhostConv, the CBL module is composed of Conv (convolution), BN (batch normalization), and SiLU. The core idea of GhostConv is to use low-cost convolution operations to perform conventional convolution operations on feature maps to generate basic features. Then, the deep convolutional network is used to generate...
more features and combine them with the basic features to generate a large number of feature maps with the feature information of the Xiaomila green pepper.

Since it is difficult for current Convolutional Neural Networks (CNNs) to take features from global features, channel attention (e.g., Squeeze Excitation (SE) attention) [31] has a significant effect on improving model performance. However, this method usually ignores location information, which is important for generating spatially selective attention maps. CA [32] decomposes channel attention into two one-dimensional feature encoding processes, which aggregate features along two spatial directions respectively.
In this approach, precise location information is preserved along one spatial direction, while long-range dependencies are captured along the other spatial direction. Then, the generated feature maps are encoded as a pair of direction-aware and position-sensitive attention maps that can be applied complementarily. CA uses input feature maps to enhance the representations of objects of interest, so it performs well in image classification tasks. Considering the complexity of picking Xiaomila green pepper fruit in the orchard, as shown in Figure 6, this paper adds a CA attention mechanism layer at the end of the backbone.

![Figure 6. Comparison of the proposed coordinate attention block. (a) SE block. (b) CA block.](image_url)

In general, due to the complex working environment of the picking robot, it is difficult for the acquired images to have the same initial resolution. Therefore, to identify the multi-scale Xiaomila green pepper fruit of millet, this paper changes the neck module to improve fruit detection accuracy. Although PANet in YOLOv5 achieves good results in multi-scale fusion by down-sampling and up-sampling [33], it is computationally expensive. By contrast, BiFPN can achieve a fast and simple multi-scale feature fusion. It adopts cross-scale connections to remove nodes in PANet that contribute less to feature fusion and adds additional connections between the input and output nodes at the same level [34]. This study adopts the single-layer structure BiFPN instead of PANet to improve the training efficiency, as shown in Figure 7.

Since the original YOLOv5s cannot fully meet the testing requirements due to the fact that Xiaomila green pepper fruit has an irregular edge contour and the posture changes significantly. A YOLOv5s-CFL (https://github.com/01XiaoMao/CFL (accessed on 8 June 2022)) (YOLOv5s-Capsicum frutescens L.) model was established in this paper to detect Xiaomila green pepper fruits in complex environments. Firstly, the SiLU activation function was adopted to fit for the feature extraction of the Xiaomila green pepper, and the CA mechanism layer was added at the end of the backbone to maintain the model’s feature extraction ability for deep features. In the neck, PANet was replaced with BiFPN to enhance the ability to fuse multi-scale information. Furthermore, to reduce the parameter volume and the number of network weights under the premise of ensuring the detection accuracy, the convolution layer in the CSP was replaced with GHOST to improve the detection speed while ensuring the detection accuracy and lightening the network. Its overall structure is shown in Figure 8.
Figure 7. Using BiFPN instead of PANet to improve the feature fusion network. The colored circles represent features at different scales. (a) PANet adopts bottom-up and top-down paths to fuse multi-scale features; (b) BiFPN uses the strategy of bottom-up and top-down bidirectional feature fusion.

Figure 8. YOLOv5s-CFL network architecture. Modules marked in red represent improved parts in Backbone. The CSP module is replaced with GHOST. CA is inserted in the back of the backbone. The PANet is replaced with BiFPN to fuse the multi-scale features, and it is repeated once for efficiency. The outputs are on different scales.

3. Results

3.1. Training Platform

In this experiment, the Pytorch deep learning framework was built on a hardware platform equipped with Intel Xeon® W-2145 (16 GB memory, Intel Corporation, Santa Clara, CA, USA) and NVIDIA GeForce RTX2080Ti (11 GB video memory) and running Windows 10 operating system. CUDA10.2, OpenCV, Cudnn, and other related libraries were used to implement the target detection model of the Xiaomi green pepper fruit, and then the training and testing of the model were conducted.

In this study, the batch size was set to 16, and the weights of the model were regularized and updated by BN layers. The momentum was set to 0.937, and the weight decay rate
(decay rat) was set to 0.0005. The initial learning rate was set to 0.01 and IoU training threshold was set to 0.2. The training epoch was set to 450, and the relevant information was recorded after each epoch. After training, the weight file of the target detection training model was saved, and the performance of the model was evaluated on the test set. The final output of the network is the prediction candidate box for detecting the Xiaomila green pepper fruit.

3.2. Training Results

This training was iterated 450 times in total, and its loss change curve consists of two parts: bounding box loss ($L_{\text{CIoU}}$) and confidence loss ($L_{\text{conf}}$).

Because our method makes changes to the model structure, the official pre-trained weights for YOLOv5 cannot be used. Therefore, the improved YOLOv5s model was trained without pre-weighting. Meanwhile, the training data were saved and updated to the latest weight file to pre-train the weights, and the training was resumed after a training interruption. The training data of each iteration were saved to compare and analyze the performance of each model.

To explore the influence of different improvement methods on the model detection accuracy, different combinations of models were tested, and the test results are presented in Figure 9.

![Figure 9](image_url)

**Figure 9.** Increased mAP compared to the original YOLOv5s model by each combination using Xiaomila green pepper dataset.

The above results and analysis indicate that the improved YOLOv5s-CFL model can improve detection accuracy. This paper further discusses the detection results and compares them with those of the YOLO model that is widely used in other agricultural fields. Based on this, the most suitable network for the detection of Xiaomila green pepper fruit is determined.

Compared with the original YOLOv5s, the improved model shortens the training time, and the training loss curves of the four detection models are illustrated in Figure 10. Compared with the YOLOv4-tiny and YOLOv3-tiny models, the YOLOv5s and YOLOv5s-CFL models obtain lower losses. After 150 epochs, the four models gradually stabilized. The variation trend of the convergence curve indicates that the model can learn the target features of the Xiaomila green pepper fruit well, and the loss value is small after stabilization.
In this paper, the model performance was evaluated by mean average precision (mAP) and F1 value. The F1 value comprehensively considers the accuracy and recall, which can reflect the stability of the model. The larger the value, the more stable the model. The calculation formula of the F1 value is:

\[
mAP = \frac{1}{C} \int_{0}^{1} P(R) dR \tag{1}
\]

\[
F1 = \frac{2 \times P \times R}{P + R} \tag{2}
\]

P and R respectively refer to the accuracy and recall of the detection model, and the calculation formula is:

\[
P = \frac{TP}{TP + FP} \times 100\% \tag{3}
\]

\[
R = \frac{TP}{TP + FN} \times 100\% \tag{4}
\]

Among them, TP, FP, and FN are the abbreviations for true-positive, false-positive, and false-negative, respectively.

The detection of pepper fruits of YOLOv5s-CFL, YOLOv5s, YOLOv4-tiny, and YOLOv3-tiny models was evaluated on the validation set. The evaluation results are shown in Table 1. It can be seen from the table that the mAP value of the YOLOv5s-CFL model is 85.1%, which is 1.1% higher than that of YOLOv5s (84.0%), 6.8% higher than that of YOLOv4-tiny (78.3%), and 8.9% higher than that of YOLOv3-tiny (76.2%). The experimental results show that YOLOv5s-CFL achieves the best performance among the four models.

Table 1. Comparison of different detection models on the Capsicum frutescens L. dataset.

<table>
<thead>
<tr>
<th>Model</th>
<th>Precision (%)</th>
<th>Recall (%)</th>
<th>F1 (%)</th>
<th>mAP (%)</th>
<th>Gflops</th>
<th>Model Size (MB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>YOLOv3-tiny</td>
<td>81.9</td>
<td>67.5</td>
<td>74.1</td>
<td>76.2</td>
<td>12.9</td>
<td>39.4</td>
</tr>
<tr>
<td>YOLOv4-tiny</td>
<td>82.5</td>
<td>71.6</td>
<td>76.6</td>
<td>78.3</td>
<td>16.4</td>
<td>21.8</td>
</tr>
<tr>
<td>YOLOv5s</td>
<td>82.9</td>
<td>74.1</td>
<td>78.3</td>
<td>84.0</td>
<td>15.8</td>
<td>14.4</td>
</tr>
<tr>
<td>YOLOv5s-CFL</td>
<td>83.7</td>
<td>74.6</td>
<td>78.9</td>
<td>85.1</td>
<td>13.9</td>
<td>13.8</td>
</tr>
</tbody>
</table>

Comparing the layers and weight file sizes of the four models, the YOLOv5s-CFL model has a size of 13.8 MB and a running speed of 13.9 Gflops. Compared with YOLOv5s...
(14.4 MB, 15.8 Gflops), the model size is reduced, and the model parameters are reduced by nearly half.

Based on the above results and the overall analysis, the improvement of the YOLOv5s-CFL model can enhance the detection accuracy while reducing the training time and model size, thus realizing a lightweight detection model.

### 3.3. Detecting Results

In this study, the performance of YOLOv5s-CFL, YOLOv5s, YOLOv4-tiny, and YOLOv3-tiny models for the spicy fruit of millet under complex environmental conditions was tested and analyzed.

Among the original 120 images in the test set, there are a total of 1042 Xiaomila green pepper fruits. The 44 images taken in the afternoon with sufficient light contain 438 Xiaomila green pepper fruit labels; the 56 images captured in the early morning contain 604 Xiaomila green pepper fruit labels. The YOLOv5s-CFL and YOLOv5s, YOLOv4-tiny, and YOLOv3-tiny models were applied to the detection of Xiaomila green pepper fruits in different environments, and the number of correct detections, false detections, and missing objects was counted, as shown in Table 2.

**Table 2.** The detection results of the four methods with different conditions.

<table>
<thead>
<tr>
<th>Conditions</th>
<th>Model</th>
<th>Count</th>
<th>Correctly Detected</th>
<th>Falsely Detected</th>
<th>Missed</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>YOLOv3-tiny</td>
<td>604</td>
<td>417</td>
<td>92</td>
<td>187</td>
</tr>
<tr>
<td></td>
<td>YOLOv4-tiny</td>
<td>604</td>
<td>433</td>
<td>92</td>
<td>171</td>
</tr>
<tr>
<td></td>
<td>YOLOv5s</td>
<td>604</td>
<td>450</td>
<td>93</td>
<td>154</td>
</tr>
<tr>
<td></td>
<td>YOLOv5s-CFL</td>
<td>604</td>
<td>452</td>
<td>88</td>
<td>152</td>
</tr>
<tr>
<td></td>
<td>YOLOv3-tiny</td>
<td>438</td>
<td>286</td>
<td>63</td>
<td>152</td>
</tr>
<tr>
<td></td>
<td>YOLOv4-tiny</td>
<td>438</td>
<td>313</td>
<td>66</td>
<td>125</td>
</tr>
<tr>
<td></td>
<td>YOLOv5s</td>
<td>438</td>
<td>322</td>
<td>67</td>
<td>116</td>
</tr>
<tr>
<td></td>
<td>YOLOv5s-CFL</td>
<td>438</td>
<td>325</td>
<td>63</td>
<td>113</td>
</tr>
</tbody>
</table>

In the early morning, the natural light is weak, and the lack of brightness increases the difficulty of detection. In the afternoon, the natural light is strong, the object features are easier to be captured, and most fruits can be recognized. Therefore, whether a model can detect fruit targets under different lighting conditions robustly is an important indicator to evaluate the quality of the model. As shown in Figures 11 and 12, under different light intensities, the YOLOv5s-CFL model achieves good performance in fruit detection. The detection results of YOLOv5s-CFL and YOLOv5s are relatively close and much better than those of YOLOv4-tiny and YOLOv3-tiny, and YOLOv3-tiny has the worst recognition effect. The above results show that the improved model is robust in different environments.

![Comparison of the detection results of different models in the morning with YOLOv5s-CFL, YOLOv5s, and YOLOv3-tiny respectively. (a) YOLOv5s-CFL. (b) YOLOv5s. (c) YOLOv3-tiny.](image-url)
Figure 12. Comparison of the detection results of different models in the afternoon with YOLOv5s-CFL, YOLOv5s, and YOLOv3-tiny respectively. (a) YOLOv5s-CFL. (b) YOLOv5s. (c) YOLOv3-tiny.

In multi-scale detection, although the YOLOv5s detection model has an excellent performance in scale matching, the targets in the Xiaomila green pepper dataset are densely distributed, and the targets of various sizes are often alternately distributed, as shown in Figure 13. Furthermore, when feature fusion is performed, the negative sample area of the small target detection layer may appear as a positive sample in other effective feature layers, and the conflict between the positive samples and negative samples of each effective feature layer is more obvious in the Xiaomila dataset, as shown in Figure 14.

Figure 13. Comparison of the detection results of different models when large and small objects are alternately distributed. (a) YOLOv5s-CFL detected many unlabeled small targets; (b) YOLOv5s detected few unlabeled small targets but missed one fruit covered by other fruit; (c) YOLOv3-tiny did not find small targets.

Figure 14. Comparison of the detection results of different models in small target detection. (a) YOLOv5s-CFL detected all labeled targets; (b) YOLOv5s missed one fruit covered by leaves; (c) YOLOv3-tiny missed fewer fruits covered by leaves.

Aiming at the problem of branch and leaf occlusion, misidentified samples are rare when the fruit of Xiaomila green pepper is large. When the Xiaomila green pepper fruit has a similar size to the leaves, it is difficult to detect even with the human eye because the
fruit color and size are very similar to the background leaves. The test results show that the four models have different performances. During the detection process, when the size and color of the fruit and the leaf are similar, the YOLOv3-tiny model incorrectly judges that the leaf and pedicel as the Xiaomila green pepper fruit, as shown in Figure 15. In terms of missed detection, the lightweight model achieves the highest missed detection rate for the Xiaomila fruits.

Figure 15. Comparison of the detection results of different models when size and color of the fruit and the leaf are similar. (a) YOLOv5s-CFL detected small targets but mistakenly detected pedicel as the target; (b) YOLOv5s missed part of small targets and mistakenly detected pedicel as the target; (c) YOLOv3-tiny mistakenly detected leaf and pedicel as the target.

The above analysis indicates that the YOLOv5s-CFL model reduces the model weight of YOLOv5s on the premise of ensuring detection accuracy. The YOLOv5s-CFL model achieves better performance in detecting small targets and occluded Xiaomila green pepper fruits. It can be seen from the comparative experiments that the proposed YOLOv5s-CFL has advantages in detection accuracy, detection efficiency, and detection area setting. The improvements in the model provide support for real-time positioning and detection of Xiaomila green pepper fruits.

4. Discussion

From the above experimental results, it can be seen that the YOLOv5s-CFL model reduces the model weight of YOLOv5s on the premise of improving the accuracy. Compared with the widely used YOLOv3-tiny and YOLOv4-tiny models, this model greatly improves the performance of the detection model.

We further compare the detection results of the YOLOv5s-CFL model with the detection results of other detection methods [4–6] under our dataset by using shape, size, and color (33 features), as shown in Table 3. The correctly detected rates of YOLOv5s-CFL are higher than traditional computer vision approaches such as [4–6].

Table 3. The detection results of our methods and traditional computer vision approaches.

<table>
<thead>
<tr>
<th>Conditions</th>
<th>Model</th>
<th>Count</th>
<th>Correctly Detected</th>
<th>Falsey Detected</th>
<th>Missed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Morning</td>
<td>YOLOv5s-CFL</td>
<td>604</td>
<td>452</td>
<td>88</td>
<td>152</td>
</tr>
<tr>
<td></td>
<td>CART [4]</td>
<td>604</td>
<td>298</td>
<td>96</td>
<td>306</td>
</tr>
<tr>
<td></td>
<td>CRF [6]</td>
<td>604</td>
<td>364</td>
<td>112</td>
<td>240</td>
</tr>
<tr>
<td>Afternoon</td>
<td>YOLOv5s-CFL</td>
<td>438</td>
<td>325</td>
<td>63</td>
<td>113</td>
</tr>
<tr>
<td></td>
<td>CART [4]</td>
<td>438</td>
<td>241</td>
<td>98</td>
<td>197</td>
</tr>
<tr>
<td></td>
<td>PSO-LSSVM [5]</td>
<td>438</td>
<td>305</td>
<td>83</td>
<td>133</td>
</tr>
<tr>
<td></td>
<td>CRF [6]</td>
<td>438</td>
<td>298</td>
<td>84</td>
<td>140</td>
</tr>
</tbody>
</table>
Furthermore, we applied YOLOv5s-CFL to the dataset provided in [8], as shown in the Table 4. It can be seen from the table that the mAP value of the YOLOv5s-CFL is higher than that of improved YOLOv4-tiny [8], and the model size is smaller.

Table 4. The detection results of YOLOv5s-CFL and improved YOLOv4-tiny on green pepper dataset.

<table>
<thead>
<tr>
<th>Model</th>
<th>Precision (%)</th>
<th>Recall (%)</th>
<th>F1 (%)</th>
<th>mAP (%)</th>
<th>Model Size (MB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Improved YOLOv4-tiny [8]</td>
<td>96.91</td>
<td>93.85</td>
<td>0.95</td>
<td>95.11</td>
<td>30.9</td>
</tr>
<tr>
<td>YOLOv5s-CFL</td>
<td>97.52</td>
<td>93.73</td>
<td>0.96</td>
<td>95.46</td>
<td>13.8</td>
</tr>
</tbody>
</table>

It can be seen from the results that the model proposed in this study has achieved good results in terms of detection accuracy and detection time.

**Future Work**

Specific GPU for embedded systems is widely used in the field of agricultural informatization. We will also consider porting the model to embedded systems in future work. In addition, in order to adapt to the different postures of Xiaomi green pepper fruits for the real-time identification of the target, the next research should be combined with the motion control strategy of the grasping end effector, so as to realize the fruit picking that is covered by branches or other fruits by adjusting the picking angle and the position of the end effectors.

5. Conclusions

This paper proposes a method that can effectively detect and identify the Xiaomi green pepper fruits in the natural environment. This method is based on the YOLOv5s algorithm. It replaces the convolutional layer in the CSP module with GhostConv and adds a CA layer. Meanwhile, it replaces PANet with BiFPN and improves the detection speed through a lightweight network structure while ensuring network accuracy. In addition, the detection performance of several classic target detection networks is also analyzed. The experimental results indicate that the feature extraction and multi-scale detection effects of the improved model are significantly enhanced, and the number of training model parameters is reduced to improve the detection speed. Good results have been achieved on the Xiaomi green pepper fruit dataset. In future work, we will focus on the detection of the stalk of the Xiaomi green pepper fruit and combine the picking point positioning algorithm with the stalk and fruit detection algorithms to realize real-time positioning and detection of the picking point of the Xiaomi green pepper fruit.
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