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Abstract: Genotype by environment interaction (GEI) is a complex problem that complicates the
barley selection and breeding process. The knowledge of the relationship between cereal phenology
and climatic data is important for understanding GEI and the physiological pathways responsible for
the interaction effect. The grain yield of twenty winter barley genotypes in six environments was
observed. Factors influencing the variability were analyzed using a linear mixed model. The partial
least squares regression (PLSR) model was applied to determine the most relevant environmental
variables in certain stages of development that explained GEI effects. Biplot with environmental
variables explained 43.7% of the GEI. The barley was generally the most sensitive to the environmental
conditions (relative humidity, maximum temperature and its variation, sun hours, and precipitation)
during the anthesis and filling stage (May) which caused GEI. Temperature variables did not show
significance only in the vegetative phase. Different genotypes responded differently to environmental
factors. Genotypes NS-525, NS-589, and J-103 were highlighted as widely adaptable, and Zaječar was
a suitable and reliable location for yield testing. The GEI information presented in this paper can
be useful in traditional plant breeding and future breeding programs through molecular research of
crop developmental genes and examination of physiological processes in two-row barley.

Keywords: Hordeum vulgare; grain yield; GEI; environmental variables; phenology; PLSR

1. Introduction

Barley (Hordeum vulgare L.) is one of the most important cereals in the world. Based
on cultivated area and production quantity, among the small grains, it places right after
wheat and before oats, triticale, and rye, both globally and locally. In the Republic of Serbia,
barley takes second place with a production of 470.000 t [1] and an average grain yield in
2022 of 4.8 t ha−1 [2]. Although it is used in various ways, mainly as feed or as raw material
in the beer industry [3], cultivar selection and breeding are based primarily on grain yield,
which represents a complex trait influenced by various factors [4].

The weather conditions change unpredictably from year to year, making it difficult to
predict grain yield and its stability for plant breeders [5] and increasing income fluctuations
for farmers [6]. Temperature, amount and distribution of precipitation, and applied pro-
duction technology significantly affect the grain yield to be lower than the genetic potential
of cultivated varieties [7]. Although it is less susceptible to the influence of drought stress
compared to other small grain cereals (such as rye and wheat), abiotic stress is a major
limiting factor for barley production [8].
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Multi-environment yield trials are usually conducted to obtain information regard-
ing superior genotypes for cultivation and include two main factors: genotype (G) and
environment (E). The environment encompasses locations, soil characteristics, sites, years,
and agronomic practices [9], which influence the performance and adaptability of different
genotypes under varaying conditions. In trials, changes in the rank of genotypes from one
environment to another, a difference in scale between environments, or a combination of
these two situations can often occur. This is due to genotype by environment interaction
(GEI), which, in addition to environmental and genotype effects, influences factors in
the phenotype of traits [10]. GEI can be defined statistically as the difference between
the phenotypic, experimental assessment and the value predictable from the theoretical
model of observations, which takes into account the general mean as well as genotypic and
environmental main effects [11]. Breeders intend to create adaptable genotypes that are
less sensitive to changes in environmental conditions, ensuring consistent yield levels and
minimizing their contribution to the GEI [12].

GEI is a complex problem caused by numerous climatic, edaphic, genetic, morpholog-
ical, phenological, and physiological variables and often cannot be explained. Knowledge
about the influence of environmental factors on the growth and development phases of
certain crops could improve the selection of stable genotypes and reduce the possibility of
yield decrease in various environments [13], while environmental parameters had the most
significant impact on particular months [14]. Understanding the genotypic responses to
environmental factors can help in GEI interpretation and exploitation [15].

Some statistical models can use external information directly to study GEI. Opposite
to empirical models, these analytical models understand the morphophysiological and
agromorphological causes of genotype response [16,17]. Partial least squares regression
(PLSR) is a bilinear analytical statistical model that combines external variables (both envi-
ronmental and genotypic) to study and interpret GEI [18]. PLSR analysis is a powerful tool
due to its ability to separate interaction from main effects using environmental condition
parameters during the specific growth stages but also because it gives us the answer about
the biological causes of the interaction [19]. The advantage of PLSR over other statistical
approaches is that it can identify only relevant predictor variables, while linear models
require pre-selection of potential predictor variables before analysis and are analytically
limited. When the number of variables is greater than the observations and there is high
collinearity among variables, it is pragmatic to use the PLSR method [20].

Results of several statistical models indicate that the PLSR model is effective in detect-
ing the environmental variables that explain a sizeable proportion of GEI variability [21]
and that this model is also powerful for analyzing the influence of climatic variables on
the biological phenomena variation [22]. PLSR is a novel and robust method of handling
complex cereal phenology and climatic data. Improving grain yield and adaptation is
achieved by synchronizing crop phenology with the environment and identifying crucial
periods during the growing season [23]. Grain yield is formed continually from sowing to
maturity. However, some phases and variables associated with them are more significant
for the determination of the final yield [24]. By knowing the response genotypes to these
factors, we can predict the timing of the phenological phase with this model. For example,
using the PLSR model, the anthesis is highlighted as an important phase for the adaptation
of barley, and the temperature and day length are important variables for determining the
anthesis [23].

There are sparse data on the direct influence of climatic factors on barley yield using
PLSR. The application of the PLSR model in cereals is mainly used on wheat, so data on
barley are very scarce. The temperature is crucial for all phenophases, from sowing to
maturity [25], while the maximum soil temperature at 5 cm in April, May, and June (during
spike growth, anthesis, filling, and maturity stage) and sun hours per day in May are the
factors responsible for the interaction of grain yield in wheat [26]. Minimum and maximum
temperatures during the spike primordia stage (during March), as well as precipitation
during the rapid spike growth and anthesis stage (during April and May), were found to
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be significant factors influencing bread wheat yield [27], while in dry conditions, relative
humidity had a special role in interaction across all periods [15]. In durum wheat, it was
reported that the maximum and mean temperatures during the entire crop cycle were the
most important environmental factors influencing GEI [28]. The most sensitive period in
the development of bread wheat is the rapid spike growth stage [26,27], as well as the
spike primordia growth stage in wheat and triticale [19]. More recently, PLSR has found
application in genomic selection where whole-genome markers are used to predict and
describe a phenotype [29] so that crop phenology can be used for genetic dissection. Apart
from small grains, various authors have used this model on other field crops such as
corn [30], sunflower [31], and soybean [32].

Considering the importance and consequences of interaction in barley breeding, this
study aimed to: (i) estimate GEI for grain yield in winter barley using a linear mixed model;
(ii) determine the most important environmental factors at different stages of development
that influence the GEI of barley grain yield by applying the PLSR model; (iii) assess cultivar
differences in sensitivity to environmental factors at different crop stages; (iv) determine
the relationships of variables in environments favorable for barley growing and predict
grain yield stability in new environments with the help of weather data; (v) single out
suitable test locations for barley selection when the environment represents a combination
of location and years and to give recommended genotypes in these environments; and (vi)
identify genotypes intended for cultivation in wider geographical areas, as well as those
intended for specific areas (wide and specific adaptation).

2. Materials and Methods
2.1. Plant Material and Experimental Design

The data set in this paper represents the average grain yield of 20 winter barley geno-
types, 12 recognized cultivars, and 8 advanced breeding lines of the F7 and F8 generations
marked with J (Table 1). Cultivars and breeding lines originated from the Republic of Serbia.
Genotypes Jagodinac, Maksa, and Rekord were cultivars from the Center for Small Grains
Kragujevac, while the other genotypes were from the Institute for Field and Vegetable
Crops Novi Sad. All cultivars and breeding lines are two-row barley according to the
morphology of the spike, while according to the botanical classification, they are Hordeum
sativum, ssp. distichum var. nutans (glume grains, jagged long awn, rare yellow spike).
Two-row spikes show sterile lateral spikelets, compared to six-row spikes with fertile
lateral spikelets. Based on the average height of the stem, the genotypes were divided
into three groups: low, medium, and high. Genotypes were divided into resistant and
non-resistant based on the stem resistance to lodging, which was noted during the second
growing season in environments KG10 and ZP10. Based on the average number of days
to flowering in all examined environments, early, medium-late, and late genotypes were
distinguished. All cultivars were released between 1977 and 2007 (Table 1).

Field trials were performed over two growing seasons (2008/2009 and 2009/2010),
under dry farming conditions, at three locations in Serbia: Kragujevac (KG)—central Serbia
(Center for Small Grains; 44◦02′ N 20◦56′ E, altitude 185 m), Zemun Polje (ZP)—northern
Serbia (Maize Research Institute; 44◦49′ N, 20◦17′ E, altitude 96 m), and Zaječar (ZA)—
eastern Serbia (Center for Agricultural Research; 43◦53′ N, 22◦17′ E, altitude 144 m). The
six analyzed environments were labeled as follows: KG09, ZP09, and ZA09, representing
locations Kragujevac, Zemun Polje, and Zaječar in the first growing season (2008/2009),
respectively, while KG10, ZP10, and ZA10 represent the same locations in the second
growing season (2009/2010).

The experiments were set up according to the method of randomization (Fisher’s
plan of randomized blocks) in four replications. The area of the elementary plot was 5 m2

(5 m × 1 m). At all sites, sowing was conducted using a machine with a row spacing of
12.5 cm. The soil on which the experiment was performed was uniform and well prepared.
The amount of seeds for sowing per m2 was 400–500 germinating grains, depending on
the characteristics of cultivars and breeding lines. The sowing date was the same for all
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genotypes but differed from year to year (the 25th of October in the first season and the
28th of October in the second season). During the barley vegetation, standard agrotechnical
measures were applied. Grain yield (g m−2) was measured for each plot and adjusted
(t ha−1) to 14% moisture.

Table 1. Examined cultivars and breeding lines of two-row barley.

No. Genotype Height of the
Stem

Resistance to
Lodging Earliness Year of

Release

1. Jagodinac High Non-resistance Late 1992
2. Maksa Medium Non-resistance Early 2003
3. Rekord Low Resistance Late 1999
4. NS-587 Low Resistance Medium-late 2006
5. NS-293 High Non-resistance Medium-late 1982
6. NS-595 Medium Non-restistance Medium-late 2007
7. NS-519 Low Resistance Early 1998
8. NS-565 Low Resistance Early 2003
9. NS-183 High Non-resistance Late 1977
10. NS-525 Low Resistance Early 1999
11. NS-589 Medium Resistance Medium-late 2006
12. NS-593 Low Resistance Medium-late 2007
13. J-110 Low Resistance Early BL
14. J-90 Low Non-resistance Medium-late BL
15. J-96 High Non-resistance Early BL
16. J-82 High Non-resistance Medium-late BL
17. J-103 Low Resistance Late BL
18. J-176 High Resistance Late BL
19. J-81 Low Resistance Medium-late BL
20. J-104 High Non-resistance Medium-late BL

Note: BL—breeding line.

2.2. Soil Conditions

The general characteristics of the soil at the examined locations are given in Table 2.
The experiment in KG was performed on the soil type of Smonitza. The physical properties
of this soil were very unfavorable and belonged to the type of heavy clay. The chemical
analysis of the soil showed an acidic reaction, poor humus, and moderate amounts of total
nitrogen and available phosphorus. The content of available potassium was high. Soil at
the ZP site was a slightly calcareous Chernozem with an optimal amount of humus and
neutral reactions. Total nitrogen content was moderate, while the contents of available
phosphorus and potassium were high. Therefore, this soil belongs to the group of fertile
soils, and its physical characteristics are favorable. The basic type of soil on which the
experiment was conducted in ZA was non-carbonate Smonitza. According to its physical
parameters, it is lighter clay which expressed slightly acidic reaction and a low content
of humus. Total nitrogen and available phosphorus were moderate, while the content of
available potassium was high. Generally, the soil at the ZP site was more fertile than the
soils at the KG and ZA sites, while the soil at the ZA site was slightly more fertile than the
soil at the KG site.

Table 2. Agrochemical analysis of soil.

Locality Humus (%) pH in KCl Total N (%) Available P
(mg 100 g−1)

Available K
(mg 100 g−1)

KG 2.51 4.80 0.16 17.6 29.2
ZP 3.04 7.10 0.19 57 35.0
ZA 2.52 5.67 0.17 18 30.1

Note: KG—Kragujevac, ZP—Zemun Polje, ZA—Zaječar.



Agronomy 2024, 14, 194 5 of 23

2.3. Defining of Environmental Variables

The following meteorological data were available (Table 3): average minimum tem-
perature (mn), average maximum temperature (mx), average temperature variation (tv),
the sum of precipitation (pr), average relative humidity of air (rh), and the number of sun
hours (sh). Climatic data were obtained in the period from the 1st of November to the
30th of June from the official meteorological station of the Republic Hydrometeorological
Institute of Serbia [33], which was located nearby each field experiment. All parameters
were presented as five periods: November–February (1), March (2), April (3), May (4), and
June (5). These periods correspond to the barley growth cycle: vegetative stage, i.e., germi-
nation, emergence, and beginning tillering (1); spike primordia stage, i.e., tillering (2); spike
growth stage, i.e., stem elongation (3); anthesis and grain-filling stage (4); and maturity (5),
respectively. We obtained 30 environmental variables representing the following periods:
November–February (mn1, mx1, tv1, pr1, rh1, sh1), March (mn2, mx2, tv2, pr2, rh2, sh2),
April (mn3, mx3, tv3, pr3, rh3, sh3), May (mn4, mx4, tv4, pr4, rh4, sh4), and June (mn5,
mx5, tv5, pr5, rh5, sh5), whose values are shown in Table 3.

Table 3. Values of environmental variables by environments in period 2008–2010 and multi-year
climatic data (1981–2010).

Period
2008/2009 2009/2010 1981/2010

KG ZP ZA KG ZP ZA KG ZP ZA

Average minimum temperature (◦C)

November–February −0.1 0.4 −1.5 0.3 0.7 −1.8 −0.8 0.4 −2.5
March 2.7 3.6 1.2 2.6 3.4 1.1 1.8 3.6 0.3
April 6.0 8.7 4.9 6.2 7.4 6.2 5.9 8.2 4.7
May 10.6 12.6 9.8 11.6 12.7 10.4 10.6 12.8 9.5
June 14.0 15.0 13.3 15.1 15.8 13.9 13.8 15.3 12.9

Average maximum temperature (◦C)

November–February 8.1 7.1 6.5 8.6 7.5 6.2 7.6 7.2 6.7
March 11.5 12.1 11.6 12.7 12.3 12.0 12.5 12.4 12.1
April 20.8 21.2 18.9 17.9 18.0 17.8 17.8 18.0 18.1
May 25.0 25.2 25.6 22.1 22.6 22.7 23.0 23.5 23.6
June 26.2 25.8 27.0 25.9 26.0 27.0 26.1 26.1 27.3

Average temperature variation (◦C)

November–February 8.2 6.7 8.0 8.3 6.8 8.0 8.3 6.8 9.2
March 8.8 8.5 10.4 10.1 8.9 10.9 10.7 8.8 11.8
April 14.8 12.5 14.0 11.7 10.6 11.6 11.9 9.8 13.4
May 14.4 12.6 15.8 10.5 9.9 12.3 12.4 10.7 14.1
June 12.2 10.8 13.7 10.8 10.2 13.1 12.3 10.8 14.6

Sum of precipitation (mm)

November–February 193.6 210.6 286.4 322.1 303.0 391.5 170.2 199.4 184.5
March 44.3 48.3 58.3 28.6 32.6 64.3 42.3 49.3 40.6
April 17.1 5.9 15.4 78.2 36.1 73.5 53.9 56.1 53.2
May 46.0 42.2 18.0 116.7 67.2 58.9 58.7 58.0 52.4
June 137.8 96.9 76.4 105.1 142.3 95.1 76.4 101.2 58.1

Average relative humidity air (%)

November–February 80 81 85 82 83 85 78 76 79
March 72 70 76 70 69 73 69 63 71
April 65 57 75 72 72 75 67 61 68
May 70 61 72 73 73 76 68 62 69
June 72 68 74 76 74 76 68 63 69
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Table 3. Cont.

Period
2008/2009 2009/2010 1981/2010

KG ZP ZA KG ZP ZA KG ZP ZA

Number of sun hours (h)

November–February 237.0 258.6 208.6 231.6 233.0 210.8 324.3 335.4 292.7
March 96.6 126.3 101.4 125.3 149.6 129.1 144.5 153.2 129.3
April 225.3 224.2 175.9 161.7 171.9 133.1 180.4 188.1 165.7
May 275.0 261.5 287.0 165.9 180.5 179.8 234.5 242.2 223.4
June 192.2 202.7 229.3 211.1 204.3 235.4 257.4 260.9 254.1

Note: KG—Kragujevac, ZP—Zemun Polje, ZA—Zaječar.

For each test environment, five special variables were used (Table 4): bioclimatic
index (bci), hydrothermal coefficient (htc), number of tropical days (ntd), number of cold
days (ncd) [34], and environmental index (EI) according to the model by Finlay and
Willkinson [35].

Table 4. Values of special climate variables in 2008/2009 and 2009/2010.

Special Variables
2008/2009 2009/2010

KG ZP ZA KG ZP ZA

Hydrotherm. coeff. 1.94 1.82 2.41 2.58 2.44 3.29
Bioclimatic index 2.21 2.44 1.71 1.54 1.62 1.13

No. of tropical days 9 10 10 8 10 12
No. of cold days 18 26 11 13 14 26

Environment index 5.28 8.05 6.80 4.32 5.23 4.78
Note: KG—Kragujevac, ZP—Zemun Polje, ZA—Zaječar.

Variable bci is a complex indicator for assessing the conditions of temperature, sun-
shine, and precipitation during the growing season. The optimal range of values depends
on the plant species (for vines, it is 10). It is calculated according to the following formula:

bci = ∑ Ta, i·∑ Si
∑ Ri·d·10

∑ Ta, i—total active temperatures during the growing season (◦C, using a base temperature
of 0 ◦C);
∑ Si—total number of sun hours during the growing season (h);
∑ Ri—total sum of precipitation during the growing season (mm);
d—length of vegetation period (days).

Variable htc is represented by the ratio of precipitation and potential evaporation
during the vegetation period. Therefore, the hydrothermal coefficient is an indicator of the
humidity of a particular place. The climate is considered “dry” if htc < 1, “humid” if htc > 2,
and “optimally humid” for 1 ≤ htc ≥ 2. It is calculated according to the following formula:

htc =
∑K

i=1 Ri

∑k
i=1 Ta, i·0.1

∑k
i=1 Ri—total sum of precipitation during the vegetation period (mm);

∑k
i=1 Ta, i—sum of active temperatures during the growing season (◦C, using a base tem-

perature of 0 ◦C);
k—length of vegetation period (days).

Variable ntd was defined as the number of days when the maximum daily air tem-
perature was equal to or greater than 30 ◦C. Variable ncd was defined as the number of
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days when the maximum daily air temperature was equal to or less than 0 ◦C. Variable EI
represented the average yield of environments expressed in t ha−1.

2.4. Meteorological Conditions of Locations and Environments

Kragujevac (Central Serbia) has a temperate continental climate. Subtropical influences
from the Aegean Sea mean that winters are not as strong as in eastern Serbia. The month
with the highest amount of precipitation is June, while the driest are January and February.
Based on multi-year data (Table 3) and compared to other localities, it is characterized by
the lowest pr1 during the germination, emergence, and tillering of barley, which can affect
the lack of moisture in the soil during spring. Multi-year climatic conditions in Zemun Polje
(north Serbia) can be characterized by a variety of semiarid climates with a pronounced
continental character. Compared to other locations, this location has the mildest winter
and also the highest mn and sh and the lowest tv and rh during all growth cycles of barley
(Table 3). The highest pr1 and pr5 compared to other localities indicate that this location is
not as dry as other parts of the Pannonian Plain and it has favorable conditions for barley
production. Zaječar (east Serbia) is located in the continental climate zone. Due to the
absence of subtropical influence, significant features of this area are cold and harsh winters.
Compared to the other two, this location is characterized by the lowest mn and the highest
tv during the whole growth cycle of barley (Table 3). Multi-year data indicate the highest
mx5 and the lowest pr5 that causes the frequent occurrence of dry periods and heat stroke
during the maturity of barley and the lowest sh during all vegetation, which gives a specific
feature to this area in terms of conditions for barley production.

KG09—higher mx3 and mx4 (above multi-year average); higher tv3 and tv4 (above
multi-year average); lower pr3 (below multi-year average) and higher pr5 (above multi-year
average); lower rh3 (multi-year average); lower sh2 and sh5 (below multi-year average)
and higher sh3 and sh4 (above multi-year average); higher bci; lower htc.

ZP09—higher mn in all periods (multi-year average); higher mx3 and mx4 (above
multi-year average); lower tv1 and tv2 (multi-year average) and higher tv3 and tv4 (above
multi-year average); lower pr3 (below multi-year average); lower rh3, rh4, and rh5; lower
sh5 (below multi-year average) and higher sh3 and sh4 (above multi-year average); higher
bci; lower htc; higher ncd; the highest EI.

ZA09—lower mn in all periods; higher mx4 and mx5; higher tv3 and tv4; lower
pr3 and pr4 (below multi-year average); higher rh2, rh3, and rh5 (above multi-year aver-
age); lower sh2 and sh5 (below multi-year average) as well as higher sh3 and sh4 (above
multi-year average).

KG10—lower mx3 and mx4 (multi-year average); higher pr1 (above multi-year average
and caused waterlogging), pr3, pr4 (caused lodging of stem), and pr5; higher rh3, rh4, and
rh5 (above multi-year average); lower sh3, sh4, and sh5 (below multi-year average); the
lowest EI.

ZP10—higher mn (multi-year average) in all periods; lower mx3 and mx4 (below
multi-year average); lower tv (multi-year average) in all periods; higher pr1 (above multi-
year average and caused waterlogging) and pr5 (caused lodging of stem); higher rh3, rh4,
and rh5 (above multi-year average); lower sh3, sh4, and sh5 (below multi-year average)
and higher sh2 (multi-year average).

ZA10—lower mn (above multi-year average) in all periods; lower mx3 and mx4
(below multi-year average) and higher mx5 (multi-year average); higher pr1 (above multi-
year average and caused waterlogging) and pr3; higher rh3, rh4, and rh5 (above multi-
year average); lower sh3, sh4, and sh5 (below multi-year average); lower bci; higher htc;
higher ncd.

2.5. Statistical Analysis
2.5.1. Linear Mixed Model

Grain yield data of two-row barley from multi-environment trials were analyzed
using the linear mixed model where genotype was fixed, while environment and GEI were
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random. The fitting of the mixed model to each data set was carried out using restricted
maximum likelihood (REML) under two different considerations about residual error
variance (REV), one assumed homogeneous REV and the second assumed heterogeneous
REV. The Akaike information criterion (AIC), proposed by Oman [36], was used to evaluate
models using the REML estimation methods. We also used the likelihood ratio test (LRT)
to assess the relative goodness of fit of the two models. The lower the AIC, the better the
performance of the model.

Differences between pairs of genotypes and environments were tested using Tukey’s
test of multiple comparisons, after which Bonferroni’s correction of probability values was
performed to ensure the prevention of statistical error of the first type. Since the genotype
effects in the linear mixed model were treated as fixed values of individual genotypes,
they are expressed as best linear unbiased estimates (BLUEs) that are identical to the mean
values from the fixed model of variance analysis when data are balanced [37]. Based on
BLUE scores, the parameters of descriptive statistics (average value, standard deviation,
minimum and maximum value, coefficient of variation) were calculated, and the data were
presented graphically using a box plot display.

2.5.2. PLSR Model

Based on two data matrices, Y and Z (which were previously double centered, i.e.,
column centered), we applied the PLSR model. The general idea of this procedure is to
relate several Y variables to several Z variables [38,39]. In the context of plant breeding trials,
the Y matrix represented grain yield data genotypes tested across several environments,
and the Z matrix represented additional information (about environments) collected during
these trials. Both data matrices can be expressed as: Y = TQ’ + F and Z = TP’ + E, where
matrix T contains the Z scores; matrix P contains the Z loadings; matrix Q contains the
Y loadings, and F and E are the residuals of variation. The dependent variable for grain
yield Y matrix was of size 6 × 20 (6 rows corresponding to environments and 20 columns
corresponding to genotypes). There were 35 explanatory variables in the Z matrix of
size 6 × 35 (environments × environmental factors). Vargas et al. [38] stated that the
relationship between Y and Z is transmitted through the latent variables (or dimensions) T.
The number of latent variables (T), which optimally predict variation in the Y matrix, is
determined using a cross-validation procedure [40].

The results of the PLSR procedure are presented using the biplot graph and interpreted
utilizing the “inner-product” principle [41]. Coordinates of genotypes, environments, and
variables that corresponded to the first two PLSR components were simultaneously de-
picted by vectors in a space with starting points at the origin (0.0) and endpoints determined
by the value of the coordinate. The genotypes, environments, and environmental variables
that are located farther from the center of the PLSR biplot caused a larger GEI [42]. Geno-
types and environments having the same directions also have positive interactions, while
those having opposite directions also have negative interactions. For the environmental
variables, a closer association of a particular variable or group of correlated variables to
a specific genotype and environment combination is an indication of the effect on the
interaction. Additionally, the interaction residuals from the Y matrices for each dependent
variable were visualized by heat maps in order to elucidate the interaction pattern simply
and understandably. Details of the univariate and multivariate PLSR algorithms were given
in Vargas et al. [21,38] and Zorić et al. [14]. All statistical parameters as well as the PLSR
model was implemented using the R programming language, Version 4.2.0, 2022-04-22
ucrt [43].

3. Results
3.1. Linear Mixed Model

Grain yield varied significantly among genotypes and environments. The average
value for all genotypes of two-row barleys was 5.74 t ha−1 (Table 5). Based on average
yield across all environments, cultivar Jagodinac had the lowest values (5.15 t ha−1), while
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cultivar NS-525 had the highest values (6.27 t ha−1). Tukey–Kramer’s multiple comparisons
of differences showed that the highest-yielding cultivar NS-525 had a significantly higher
yield only when compared to three cultivars (Jagodinac, Rekord, and NS-293). In relation to
the lowest-yielding cultivar Jagodinac, only four genotypes had significantly higher yields
(NS-525, NS-589, NS-593, and J-176).

Table 5. Average values for grain yield (t ha−1) of two-row barley genotypes in six environments.

No. Genotype
2008/2009 2009/2010

Average
KG ZP ZA KG ZP ZA

1. Jagodinac 4.69 7.09 6.62 3.81 4.55 4.12 5.15 c

2. Maksa 5.07 8.70 6.23 4.35 4.70 5.04 5.68 abc

3. Rekord 4.67 7.45 6.24 4.08 4.44 4.82 5.28 bc

4. NS-587 4.94 7.75 6.21 4.22 4.80 4.73 5.44 abc

5. NS-293 5.14 7.27 6.22 4.10 4.53 4.61 5.31 bc

6. NS-595 5.83 8.52 6.56 4.40 5.24 4.83 5.90 abc

7. NS-519 5.12 7.77 7.24 4.60 5.36 5.08 5.86 abc

8. NS-565 5.69 8.09 6.76 4.71 6.15 3.93 5.89 abc

9. NS-183 5.31 7.57 7.23 4.49 5.24 5.30 5.86 abc

10. NS-525 5.59 8.00 7.88 4.82 6.72 4.63 6.27 a

11. NS-589 5.67 7.95 7.04 4.51 5.65 5.06 5.98 ab

12. NS-593 5.28 7.87 7.09 4.53 6.10 5.33 6.02 ab

13. J-110 6.08 8.21 6.52 3.80 5.18 4.04 5.64 abc

14. J-90 4.70 8.53 7.17 3.94 4.77 4.59 5.62 abc

15. J-96 4.69 8.01 7.31 3.98 5.48 5.23 5.78 abc

16. J-82 5.19 8.66 6.97 4.51 5.47 4.72 5.92 abc

17. J-103 5.41 8.42 7.03 4.71 5.20 4.98 5.96 abc

18. J-176 5.48 8.67 6.67 4.90 5.77 4.67 6.02 ab

19. J-81 5.60 7.89 6.46 4.20 4.83 4.98 5.66 abc

20. J-104 5.42 8.56 6.64 3.79 4.43 4.86 5.62 abc

Average 5.28 bc 8.05 a 6.80 b 4.32 c 5.23 bc 4.78 c 5.74
Note: Different lowercase letters within column (a, b, c) denote statistically significant differences (p < 0.05)
between genotypes and environments; KG—Kragujevac, ZP—Zemun Polje, ZA—Zaječar.

Among environments (Table 5), KG10 had the lowest average grain yield (4.32 t ha−1).
In contrast, ZP09 had the highest average grain yield (8.05 t ha−1), and this value was
significantly different from the yields observed in the other environments. The lowest
average yield values of the genotype observed by environment were recorded for breeding
line J-104 (3.79 t ha-1) in KG10, while the highest was for cultivar Maksa (8.70 t ha−1) in
ZP09 (Table 5). The examined genotypes achieved the lowest yield values for both years of
research in Kragujevac (4.80 t ha−1) and the highest in Zemun Polje (6.64 t ha−1). The first
research season was much more favorable, so the average yields were higher (6.71 t ha−1)
compared to the second season (4.78 t ha−1).

The distribution of genotypes by environment has been shown in the box plot
(Figure 1). There was a difference concerning the years of testing at all three locations.
The median values, represented by a thicker line, were closer to the average values. The
minimum and maximum values of genotypes are marked with thin lines. The genotypes
with extreme values (separated circles) were the cultivars NS-565 (3.93 t ha−1) in ZA10 and
NS-525 (6.72 t ha−1) in ZP10. Colored squares represent the interquartile range (IQR). It
can be noticed that, in Zemun Polje, in both years (ZP09 and ZP10), IQR was the largest,
and the smallest was in ZA10.

Based on AIC to explain the variation in grain yield of two-row barley, a linear
mixed model with heterogeneous REV with AIC = −211.4 compared to homogeneous REV
(AIC = −210.4) was favored. The fixed effect of genotype (G) and random effect of GEI
showed high significance (p < 0.01), while the random effect of the environment (E) was
significant (p < 0.05) for the total grain yield variation (Table 6).
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Figure 1. Box plots for grain yield of two-row barley genotypes. Note: KG09, ZP09, and
ZA09—Kragujevac, Zemun Polje, and Zaječar in 2008/2009, respectively; KG10, ZP10, and
ZA10—Kragujevac, Zemun Polje, and Zaječar in 2009/2010, respectively.

Table 6. Linear mixed model with heterogeneous REV of grain yield of twenty two-row barley
genotypes across six environments.

Source of Variation
Fixed Effect

df 1 df 2 F p Value

Genotype (G) 19 95.1 3.13 0.0001 **

Source of Variation
Random Effects

Component of Variance ± SD Z p Value

Environment (E) 1.966 ± 1.248 1.57 0.0477 *
Interaction (GEI) 0.153 ± 0.022 6.76 <0.0001 **

Residual1 0.012 ± 0.002 5.30 <0.0001
Residual2 0.007 ± 0.001 5.29 <0.0001
Residual3 0.012 ± 0.002 5.37 <0.0001
Residual4 0.015 ± 0.003 5.41 <0.0001
Residual5 0.015 ± 0.003 5.38 <0.0001
Residual6 0.012 ± 0.002 5.38 <0.0001

Note: df—degree of freedom, SD—standard deviation, F—values of F-test, Z—scores indicate how many standard
deviations values are below or above the population mean, * and ** represent significant differences at p < 0.05
and p < 0.01, respectively.
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3.2. PLSR

For the grain yield of two-row barley, two highly significant latent dimensions
(p < 0.01) were singled out by the cross-evaluation method. That explained the influ-
ence of climate variables on the interaction. The first dimension explained 31.4% and the
second explained 12.3% of the variance of the interaction (Table 7 and Figure 2). In total,
43.7% of the sum of squares of the interaction was explained. The variance of the fourteen
variables (sh1, tv2, mn2, rh3, bci, htc, pr1, sh5, sh3, rh1, rh4, rh5, mx5, and mx3) presented
in Table 7 was largely explained by the first PLSR dimension (>70%).

Table 7. Proportion of total variance (%) of environmental variables explained by the first and second
PLSR dimensions and loadings of variables with both dimensions.

Variable
Dimension 1 (31.4%) Dimension 2 (12.3%)

Variance (%) x Loadings Variance (%) x Loadings

sh1 92.6 −0.250 1.6 −0.005
tv2 92.1 0.234 0.1 0.039

mn2 83.9 −0.224 14.8 −0.123
rh3 82.6 0.244 6.3 −0.117
bci 80.1 −0.230 17.8 0.122
htc 79.4 0.221 10.0 −0.066
pr1 78.2 0.209 10.6 −0.099
sh5 77.4 0.209 3.0 0.086
sh3 75.6 −0.220 18.3 0.109
rh1 73.0 0.214 0.5 0.016
rh4 72.6 0.231 13.6 −0.150
rh5 72.3 0.227 21.2 −0.155
mx5 71.4 0.209 25.1 0.137
mx3 71.0 −0.204 21.5 0.194
mn1 66.8 −0.193 30.0 −0.181
mn3 54.7 −0.198 6.8 −0.029
mn4 49.0 −0.174 34.6 −0.161
tv5 45.7 0.162 52.3 0.210
rh2 38.4 0.152 56.4 0.205
pr3 37.7 0.152 44.0 −0.148
tv1 35.5 0.151 1.5 0.042

mn5 21.3 −0.124 70.7 −0.239
EI 25.0 −0.142 43.4 0.215

pr2 22.9 0.100 56.7 0.256
mx1 22.1 −0.104 28.0 −0.175
ntd 19.8 0.098 8.2 0.109
pr5 19.1 −0.085 23.7 −0.215
mx4 11.8 −0.094 83.5 0.250
sh4 10.7 −0.086 81.2 0.236
ncd 3.2 −0.075 4.6 0.157
tv4 1.9 0.028 90.2 0.260
tv3 1.5 −0.032 64.9 0.211
mx2 0.3 −0.016 75.7 −0.208
sh2 0.3 −0.011 57.6 −0.210
pr4 0.1 0.013 77.9 −0.223

The environmental variables explained more than 70% by both dimensions are in bold type. Note: mn1, mx1, tv1,
pr1, rh1, sh1—average minimum and maximum temperature, average temperature variation, sum of precipitation,
average relative humidity, number of sun hours in period November–February; mn2, mx2, tv2, pr2, rh2, sh2—same
parameters in March; mn3, mx3, tv3, pr3, rh3, sh3—same parameters in April; mn4, mx4, tv4, pr4, rh4, sh4—same
parameters in May; mn5, mx5, tv5, pr5, rh5, sh5—same parameters in June, respectively; EI—environmental index,
bci—bioclimatic index, htc—hydrothermal coefficient, ntd—number of tropical days, ncd—number of cold days.
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Figure 2. PLSR biplot for grain yield of two-row barley genotypes. Note: mn1, mx1, tv1, pr1, rh1,
sh1—average minimum and maximum temperature, average temperature variation, sum of precipi-
tation, average relative humidity, number of sun hours in period November–February; mn2, mx2, tv2,
pr2, rh2, sh2—same parameters in March; mn3, mx3, tv3, pr3, rh3, sh3—same parameters in April;
mn4, mx4, tv4, pr4, rh4, sh4—same parameters in May; mn5, mx5, tv5, pr5, rh5, sh5—same parameters
in June, respectively; EI—environmental index, bci—bioclimatic index, htc—hydrothermal coefficient,
ntd—number of tropical days, ncd—number of cold days; KG09, ZP09, and ZA09—Kragujevac,
Zemun Polje, and Zaječar in 2008/2009, respectively, KG10, ZP10, and ZA10—Kragujevac, Zemun
Polje, and Zaječar in 2009/2010, respectively.

These variables were associated with Dimension 1 and had the highest absolute
loadings with the first dimension. The first dimension can be presented as a contrast
between sh1 with the highest negative loadings (−0.250) and rh3 with the highest positive
loadings (0.244) with the first dimension. The second PLSR dimension explained over
70% of the variance in six variables (mn5, mx4, sh4, tv4, mx2, and pr4). The second
dimension was a contrast between mn5 (−0.239) and tv4 (0.260). These variables associated
with Dimension 2, except for mn5, pr4, and mx2, had positive loadings with the second
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dimension. The variables ntd and ncd were poorly explained by both the first and second
dimensions (<20%).

In the PLSR biplot (Figure 2), it was noticed that the first dimension separated environ-
ment variables. Positive loadings had variables that related to rh, tv (except tv3), pr (except
pr5), htc, and ntd, and negative ones were related to mn, mx (except mx5), sh (except sh5),
EI, bci, and ncd. This dimension mostly separated cultivars and breeding lines. Positive
loadings had cultivars (except Maksa, NS-565, and NS-595) and negative breeding lines
(except J-96 and J-81). The second dimension separated environments by year (positive
loadings had environments in the first season, while negative loadings had environments
in the second season).

Variables and genotypes are presented in the PLSR biplot as points and environments
as vectors. Genotypes and environmental variables located farther from the center of the
PLSR biplot caused a larger GEI and vice versa. Therefore, genotypes J-104, J-90, J-176,
NS-565, and NS-593 had a large contribution to GEI, while genotypes J-103, J-81, Maksa,
NS-293, NS-589, and NS-525 had the smallest effect on interaction. All environment vectors
(except KG09) were long, which indicated that GEI was most significant in them. A shorter
vector for KG09 indicated less contribution of GEI, i.e., differences between genotypes’
mean yield were non-significant. Variables sh1, tv2, rh3, and tv4 had a more significant
influence in determining the GEI than variables ntd and ncd.

While the length of the vector shows the contribution to the overall interaction, the
angle or direction of the vector shows the similarity in the interaction between environ-
ments, the correlation of variables, the strength of the interaction between genotypes and
environments, and the relationship of variables with combinations of genotypes and en-
vironments, indicating their effect on interaction. An acute angle, i.e., the same direction,
shows a stronger positive correlation between the components, while an obtuse angle, i.e.,
opposite directions, indicates a strong negative correlation. A right angle indicates zero
relationship. There was a similarity of interactions (positive correlation) of ZP09 with KG09,
ZP10 with KG10, and ZA09 with ZA10. Also, the environments of Zaječar had relatively
similar interactions (positive correlation) observed over the years, which indicated that
they affect genotypes similarly. KG09 and KG10, as well as ZP09 and ZP10, had a weak
mutual correlation (negative correlation) and, thus, different influences on the interaction.

The Spearman’s correlation coefficients are shown with the help of a heat map
(Figure 3), and they confirm the biplot. A positive correlation was observed in all pe-
riods for mx with sh and tv (except March) and pr with rh (except June), while that between
sh with tv was observed during April, May, and June. A negative correlation was observed
for mx with pr and rh (except June), mn with tv, and pr with sh (except March). Variables
that contributed to the interaction with the PLSR model were mainly related to the EI,
representing environmental mean grain yield. There were several exceptions, like sh1,
rh3, mx2, and mx5. EI, bci, and htc were associated with identical variables, and due to
the strong negative correlation of htc with both indices, this relationship with variables
was the opposite. The Spearman’s coefficient highlights variable pr3 that was significantly
negatively correlated with bci and EI and positively correlated with htc. This variable had
proportions in the first and second dimensions of 37.7 and 44.0%, respectively, and was
moderately connected.

Based on the position on the PLSR biplot (Figure 2) and the correlation among variables
(Figure 3), the clustering of certain genotypes has been shown. The first cluster consisted of
genotypes NS-593, NS-565, J-176, and NS-587. These genotypes had positive synergy with
the environments ZP10 and KG10, which were associated with high pr4, rh3, rh4, rh5, mn2,
and mx2. Genotypes NS-595, J-82, J-104, J-90, and J-110 were positively associated with
ZP09 and KG09 and formed the second cluster. The performance of these genotypes was
influenced by high values of bci, sh1, sh3, sh4, mx4, and tv4 and lower values of htc, along
with variables that were more closely associated with the first cluster. The third cluster
consisted of genotypes Jagodinac, Rekord, NS-293, NS-183, NS-519, and J-96 and had a
positive synergy with both environments in Zaječar (ZA09 and ZA10). The performance of
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these genotypes was associated with high rh1, tv2, mx5, and sh5, and lower mn during the
whole season.
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Figure 3. Spearman’s coefficient correlation among environmental variables. Note: mn1, mx1, tv1,
pr1, rh1, sh1—average minimum and maximum temperature, average temperature variation, sum
of precipitation, average relative humidity, number of sun hours in period November–February;
mn2, mx2, tv2, pr2, rh2, sh2—same parameters in March; mn3, mx3, tv3, pr3, rh3, sh3—same
parameters in April; mn4, mx4, tv4, pr4, rh4, sh4—same parameters in May; mn5, mx5, tv5, pr5,
rh5, sh5—same parameters in June, respectively; EI—environmental index, bci—bioclimatic index,
htc—hydrothermal coefficient, ntd—number of tropical days, ncd—number of cold days. Circle sizes
represent the significance of correlations between the variables, with larger circles in darker shades
indicating stronger positive or negative associations, and smaller circles in lighter shades suggesting
weaker associations.

4. Discussion

For the analysis of yield trial data from multiple environment trials, it is prevailing
to assume a linear mixed model, where genotypes are fixed, and environments and inter-
actions are random [44], which is congruent with our study. The mixed model should be
routinely used for genotype evaluation in multi-environment trials since it is considered
superior compared to the classical ANOVA model [45]. Since a heterogeneous mixed model
was chosen in our study, this further implies that the heterogeneity of REV generally exists
and indicates that the REV varied across the environments.
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A sample of 20 barley genotypes, in terms of size, can be considered random and
representative. The results presented in this paper reflect the complexity of interaction.
The presence of GEI could be attributed to the differences among the genotypes and
environmental conditions of the three sites across two years. Considering that the PLSR
model explained a 43.7% sum of squares of interactions, for further analysis, it will be
necessary to include the other variables that were not included in our research.

The PLSR method was shown to be effective in detecting environmental explanatory
variables associated with factors that explained large portions of GEI. The highest loadings
of variables indicated a high correlation with grain yield [38]. Although the first dimension
in our research explained the higher portion of interactions, the variables closely related to
the second dimension cannot be ignored. According to Vargas et al. [21], the second PLSR
factor improves the prediction accuracy of the model, even if it is not significant.

In our study, the first and second dimensions were statistically significant, and thus,
twenty variables related to both dimensions were singled out. A substantial contribution to
the interaction of almost all examined environments was due to the large number of isolated
variables, which concurs with research by Reynolds et al. [19]. Kondić-Špika et al. [27]
singled out variables to explain the interaction based on the positive or negative relationship
between the highest-yielding and the lowest-yielding environments. Considering that with
the approach used by Kondić-Špika et al. [27], variables rh1, tv1, tv2, sh5, and mx5 would
not be included, we did not use it in our research. Our research on barley yield interactions
showed different variables in all periods, i.e., phenophases of barley development, which
indicates that grain yield is formed continuously from sowing to maturity [24].

The variables emphasize the importance of precipitation and sun hours from November–
February (pr1, sh1) when barley goes through germination, emergence, and the beginning
of tillering (vegetative stage). Pržulj and Momčilović [46] indicated that barley grain yield
was positively correlated with precipitation and the sum of active temperatures in the
vegetative period. Therefore, the high vegetative mass before flowering is a prerequisite for
high yields. With regular winter precipitation, winter barley usually completes the vegeta-
tion before the first spring moisture deficit and successfully uses the moisture accumulated
during the winter months. Water excess can negatively affect barley seed production,
especially after germination [47]. That concurs with our results and represents one of
the reasons for the lower grain yield in the second growing season. Ploschuk et al. [48]
stated that depending on the waterlogging duration, phase development, soil type, and
genotypes, reductions in barley yield range from 18 to 71%, while wheat is much more
tolerant (between 14 and 29%). In our research, temperatures did not show significance.
However, temperatures’ indirect effect through the sun hours was noticed. Using the PLSR
model, Reynolds et al. [19] singled out solar radiation as significant for the interaction in
wheat in the vegetative phase. The negative impact on the yield of relative humidity from
November–February (rh1) can be indirectly explained by the relationship with the amount
of precipitation in this period.

Our study indicated that barley favors warmer night temperatures during March
(mn2). In ecological conditions of Serbia, it is a period when the spike primordia stage takes
place (tillering and beginning of stem elongation), and potential grain and spike numbers
are determined at temperatures between 6 and 20 ◦C [49]. Maximum temperatures (mx2)
also showed significance, which is the reason for the positive effect on the yield of slight
temperature variations (tv2) in this period. This concurs with the findings of Kondić-Špika
et al. [27] and Reynolds et al. [19], who obtained similar results on wheat by applying the
PLSR model, highlighting the importance of temperature variables. McMaster et al. [50]
emphasize the importance of the temperature in the double ridge phase on the apical
meristem that takes place during tillering, which is the basis for potential spike fertility and
grain yield.

The variables sh3 and mx3 had a significant influence on interaction and a positive
effect on yield. During April, barley grows intensively in height and forms biomass, which
is highly important for grain yield [51]. Kondić-Špika et al. [27] and Abbate [52] suggested
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that bread wheat yield is the most sensitive to environmental conditions during the rapid
spike growth stage (April in Serbian conditions). Calderini et al. [53] indicate that solar
energy at this stage influences kernel weight potential and that grain number is increased
in conditions of lower average temperature and a higher number of sun hours. This partly
concurs with our findings since more sun hours and maximum temperatures positively
affected the yield and produced higher productivity of the first growing season compared
to the second one.

The largest number of variables (mx4, tv4, sh4, pr4, rh4) showed their importance
during May, when the anthesis and filling stage took place in the climatic conditions of
Serbia. Porker et al. [23] pointed out the importance of the period of anthesis on the yield
and adaptation in barley, which is also shown by our research. This is the most active period
for photosynthesis in barley, the basic physiological process of plant growth that provides
the necessary energy, and when most of the organic matter of yield is produced. Favorable
temperatures and enough light enable as many flowers as possible to be fertilized and as
much matter as possible to be transported to the grain, which directly affects the yield [54].
These conditions were also singled out by Dodig et al. [26], who applied the PLSR model to
study the interaction affecting wheat yield, which concurs with our investigation. Voltas
et al. [55] indicated the importance of temperatures during grain filling, while Kondić-
Špika et al. [27] reported a negative impact of low-temperature variations on the yield
in May (tv4), which is highlighted in our research. The most negative influence of high
temperatures occurs during anthesis and grain filling, which reduces the conversion of
simple sugars into starch [56]. High temperatures during the grain-filling period had an
impact on yield by reducing grain number, grain weight, and grain quality [57], while
heat stress for five days in the middle of this period decreased the yield of barley by
about 35% [58]. Pržulj and Momčilović [59] indicated that a combination of moderate
temperatures and adequate rainfall levels during anthesis and grain filling enables the
achievement of a high yield of barley. These authors define temperatures in the grain-filling
period as moderately high when the maximum temperature is between 15 ◦C and 25–30 ◦C
and very high, i.e., heat stress, when the maximum temperatures are between 35 ◦C and
40 ◦C. Based on that, during the experiments, the maximum temperatures were moderately
high, but the second growing season had a period of ten days with much lower values
(<10 ◦C). In our study, the reduction of the assimilation process and reduction of yields
during the second growing season were also influenced by lower values of maximum
temperatures (mx4), temperature variations (tv4), and sun hours (sh4). Arenas-Corraliza
et al. [60] indicated that barley shows better acclimation ability to shade compared to wheat.
However, reduced light conditions cause lower photosynthetic activity and grain yield in
general, which is confirmed by this study. Low light intensity decreases stem strength by
restraining carbohydrate assimilation (especially lignin biosynthesis) and reducing culm-
wall thickness [61]. The relationship with lodging resistance in wheat and barley described
by Li et al. [62] and Yu et al. [63] was one of the reasons why lodging was recorded in the
second growing season of our research.

Both a lack and excess of and precipitation in this stage can negatively affect barley
grain yield. Compared to other cereals, barley is well adapted to drought [64], but the
lack of accessible water in the grain-filling period strikes photosynthesis. This condition
results in reduced accumulation of biomass, more abortive flowers and grains, a decrease
in the mass of individual grains [65,66], acceleration of the grain-filling period [67], and
a reduction of grain yield in two-row barleys by 28.8% [68]. High values of precipitation
cause waterlogging and lodging of the stem. Our findings indicate that high precipitation
in May (pr4) affected the significant interaction and yield reduction during the second
season in environments KG10 and ZP10. This concurs with de San Celedonio et al.’s [47]
findings, which reported that barley is the most sensitive to waterlogging around the
flowering phase.

Lodging is the state of permanent displacement of the stems from their upright position
and is one of the main factors constraining grain yield stability in barley depending on the
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lodging intensity and the development stage of its occurrence. Caierão et al. [69] indicated
that the greatest lodging-induced reductions in potential grain yield in barley and other
cereals occur when crops are lodged flat at anthesis or early on in grain filling (25–75%),
which was confirmed by our research. Precipitation at the beginning of the filling stage
affected the lodging and thus reduced yields in environment KG10. Smaller yield losses
also occur when lodging occurs at a later stage of development, especially in maturity [70].
This is probably one of the reasons why the precipitation in June was not significant for the
interaction, even though, in the second growing season, there was lodging (ZP10) caused
by precipitation in this period.

The lower the humidity is, the easier it is for the plant to release water since as the
relative humidity of the air surrounding the plant rises, the transpiration rate falls. This
reduces stomatal conductance for water vapor and gases and moves nutrients and water,
resulting in a photosynthesis reduction [71]. Under these conditions, the other vital plant
processes are severely restricted, and as a result, developing flower growth and new growth
are damaged. Csajbók et al. [72] indicated that with the development of winter barley, the
positive correlation between assimilation rate, transpiration rate, and stomatal conductance
increases and reaches a maximum at the end of April and throughout May, when flowering
and grain filling occur. This concurs with our observations since the variables rh3 and rh4
have shown significance for the interaction, and their high values had an adverse impact
on the fertilization of flowers, as well as on the assimilation and transport of matter in the
grain during the second growing season.

Sun hours, minimum and maximum temperatures, and relative humidity during
June (sh5, mn5, mx5, and rh5, respectively) showed importance for barley maturity. Yield
components of barley are formed during the whole vegetation, but kernel weight is formed
during the period between anthesis and physiological maturity [73]. Majoul-Haddad
et al. [74] stated that high-temperature stress causes earlier harvest maturity, producing
shriveled grain and decreasing the yield of small grains by up to 50%. By applying the
PLSR model for wheat yield during maturity, Dodig et al. [42] found the significance of
maximum soil temperatures (related to maximum air temperature and radiation), which
was confirmed by our research.

Jacott and Boden [75] reported the importance of considering high minimum and
maximum temperatures in assessing the response of wheat and barley to a warming
climate, particularly during the later productive stages. In the conditions of Serbia, it rarely
happens that minimum temperatures influence the yield or maturity of barley before June,
while Garcia et al. [76] indicated that the lower the latitude is, the higher the grain yield
losses are due to night temperature increase. The effect of high night temperatures may be
correlated with a decrease in the amount of photoassimilates available for plant growth
caused by higher respiration at night and accelerating the process of maturity, which leads
to reductions in the final grain weight [77].

The indirect effect of humidity is that damp, stagnant conditions encourage mold
and bacterial diseases, which can lead to reduced yields throughout the growing season,
especially during the filling and maturity of barley (rh4, rh5).

Our investigation points out the influence of the ratio of precipitation and temperature
(climate humidity), as well as the ratio of precipitation, temperature, and sun hours during
the whole vegetation, which is indicated by a hydrothermal coefficient and bioclimatic
index (htc and bci, respectively). This concurs with the results of Voltas et al. [55], who
used the PLSR model to explain interactions and barley yield by the relationship between
precipitation and temperature during the entire vegetation period. Vargas et al. [21] did
not find that precipitation affects the interaction, but only temperatures and sun hours.

All the environments were low yielding and humid by the hydrothermal coefficient
(htc > 2) in the second growing season. At the same time, they had lower values of
the bioclimatic index. Reynolds et al. [19] also pointed out that precipitation may be a
characteristic of low-yielding environments. However, in the first growing season, ZA09
was a high-yielding and humid environment (htc > 2), unlike ZP09 (high yielding) and
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KG09 (low yielding), which were optimally humid (1 ≤ htc ≥ 2). The values of these
two indices for high-yielding environments ZP09 and ZA09 were between 1.82 (optimally
humid) and 2.41 (humid) for htc and between 2.44 and 1.71 for bci, so the optimal values
for the growth and development of barley are in this range. The possible explanation why
KG09 (1.94 and 2.21, respectively) belongs to the group of low-yielding environments is that
edaphic conditions at KG09 are probably poorer than in other investigated environments.

The results also showed that genotypes do not respond similarly to environmental
variables at different stages of development, and therefore, we observed three clusters
of genotypes. The first cluster consists of high-yielding genotypes NS-593, NS-565, and
J-176 (two out of the three highest yielding) and one low-yielding genotype, NS-587. These
genotypes represent younger genetic material created after 2000. They positively interacted
with humid environments ZP10 and KG10 (recorded lodging of the stem). Based on the
biplot display, it is suggested that these genotypes’ performances are associated with high
precipitation during the spike growth stage onwards when barley is most sensitive to
lodging, which can significantly reduce yields. This interaction can be partly explained
by less sensitivity to lodging, which may be caused by lower stem height (all were low
except J-176) or some other feature (wall thickness or more intense lignin production).
Therefore, genotype J-176 may be a significant source of genes in further breeding due to its
specific tolerance to lodging. These environments are also characterized by poor conditions
for photosynthetic activity (negatively associated with temperatures and sun hours, as
well as positively associated with relative humidity during April and May). However,
the genotypes showed great stability regarding environmental effects on grain number
and, especially, kernel weight determination in the spike growth and grain-filling stage.
Csajbók et al. [72] indicate a large diversity in barley in terms of assimilation rate in poorer
conditions for photosynthesis, which may be the reason for the better adaptability of these
genotypes. These conditions reduced the positive temperature effect for grain number
determination during the spike primordia stage in March.

The second cluster represented a group more sensitive to these conditions and con-
sisted of high-yielding genotypes NS-595 and J-82 and low-yielding genotypes J-104, J-90,
and J-110. All these genotypes belong to younger genetic material released after 2000. They
had a positive interaction with optimally humid environments (ZP09 and KG09). This
suggested that these genotypes favor highly moderate temperature conditions and sun
hours in which assimilates are created (during the spike growth and grain-filling stage in
April and May, respectively), which indicates that high yield was driven principally by
kernel weight. These genotypes mostly had high and medium heights of the stem (except
for J-90 and J-110). However, it was assumed that the interaction was partly a consequence
of more sensitivity to the lodging of genotypes (except for J-110) in conditions represented
in humid environments (ZP10 and KG10).

The third cluster consisted of three of the lowest-yielding genotypes, Jagodinac,
Rekord, and NS-293, as well as high-yielding NS-183, NS-519, and J-96, which had a
positive interaction with both humid environments in Zaječar. Except for the breeding line
J-96, all cultivars were released before 2000 and represent older genetic material. Perfor-
mances of these genotypes were associated with high temperatures and sun hours during
June, as well as lower minimum temperatures during the whole season. Presumably, these
genotypes were well adapted to warmer conditions during maturity. The earliness did
not show any significance since positive interactions were realized with early (Jagodinac,
NS-183, and Rekord), later (J-96 and NS-519), and medium-late (NS-293) genotypes. Dodig
et al. [78] also confirms this claim by pointing out that two-row barley generally showed
good adaptability to poorer weather conditions at the grain-filling and maturity stage, so
that earliness is not as important as in six-row forms. These environments were character-
ized by low values of precipitation during these phases (pr4 and pr5), and therefore a lower
probability of lodging, which explains the fact that the genotypes mostly had a taller stem
(except NS-519 and Rekord). Therefore, better adaptability to these conditions of these
genotypes we can explain by the high stem biomass. According to Savić et al. [79], a taller
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stem is related to high stem biomass, which determines the potential for accumulation and
remobilization of dry matter from stem to grain in stress conditions. Less sensitivity to cold
conditions (especially night) in stages during winter and spring is considered as important
regarding genes for frost resistance. These genotypes showed stability under relatively poor
environmental conditions concerning grain and spike number determination in the spike
primordia stage during March (negatively correlated with mn2 and mx2, and positively
with tv2).

Most genotypes showed a positive interaction with low-yielding and humid environ-
ments. These environments have affected both the highest-yielding (NS-525, J-176, and
NS-593) and the lowest-yielding (Jagodinac, NS-293, and Rekord) genotypes. The same
results were reached by Dodig et al. [78] and Hilmarsson et al. [80], who indicated better
adaptability of two-row barley in low-yielding environments compared to six-row barley,
which is more favorable in high-yielding environments.

The study of interaction is the basis for genotype selection intended for cultivation
in wider geographical areas and for those intended for specific areas [81]. In our study,
genotypes J-104, J-90, J-176, NS-565, and NS-593 had significant contributions to the inter-
action, which, according to Gauch [82], indicated that these genotypes were under more
substantial influence of the environment. On the other hand, genotypes that showed a
smaller contribution to the interaction reacted better to changes in external factors and
are intended for growing in wider geographical areas, thus indicating stability. Elakhdar
et al. [9] highlighted that in order to use the beneficial effects of the interaction and the
selection of favorable barley genotypes to be more precise, the stability and average yield
values should be considered. Thus, the identification of genotypes with wide adaptation
would be possible. Therefore, genotypes NS-525, NS-589, and J-103 stand out for their
stability and yield above the general average, so we can consider them widely adaptable
and recommend them for all investigated localities.

In such cases, when the environments are location-year combinations, Zobel et al. [83]
points out that a site suitable for prediction and recommendation is the one whose interac-
tion effects slightly differ from year to year. Also, it is convenient for the environments to
be more discriminating, i.e., informative, which corresponds to less stable environments.
Except for KG09, all environments showed contributing interactions and discriminating
effect, but KG09 and KG10, as well as ZP09 and ZP10, showed variations in interaction
effect, which will cause changes in rank and absolute yield from year to year and will make
the production recommendation more difficult. Zaječar, as a locality, is, therefore, the most
suitable and the most reliable for examining grain yield, both due to the small difference in
the interaction effect between its environments and due to the discriminating effect of both
environments. The genotypes recommended for production in Zaječar are the following:
Jagodinac, Rekord, NS-293, NS-183, NS-519, and J-96.

5. Conclusions

The largest number of variables showed their importance during May when the an-
thesis and filling stage took place in the climatic conditions of Serbia. During these phases,
barley was generally the most sensitive to the environmental factors that cause interaction.
During the spike primordia phase, only temperature variables showed importance. Tem-
perature variables did not show significance only in the vegetative phase, but they had an
indirect effect over the sun hours. Generally, the first season was moderately humid (based
on precipitation) with a warm and sunny spring, while the second season was humid with
a colder spring, which caused a significantly lower yield.

Information about differences among cultivars in sensitivity to environmental factors
at different crop stages could be used to breed germplasm with less sensitivity to GEI if
lines with complementary adaptation can be crossed and selected appropriately. Data
related to the causes of interaction should be used to source genes for resistance to stress
conditions. Weather data could be used in conjunction with long-term data to predict
the relative yield stability of these crops in new environments or in response to climate



Agronomy 2024, 14, 194 20 of 23

change. Knowledge of statistically significant environmental and phenological factors in
GEI enables the effectiveness of molecular research. Thus, our research indicates that the
expression of crop developmental genes in the anthesis and grain-filling stage is important
for understanding the interaction in two-row barley.

The variables used in this study are only part of a large number of factors that affect
the expression of genotypes, which emphasizes the complexity of the interaction itself and
the physiological processes that affect it. Also, the specific adaptations of the genotypes are
partially explained by the characteristics of the genotypes, such as the height of the stem
and resistance to lodging.

Using the PLSR model, superior genotypes can be singled out in terms of stability
and average yield values (NS-525, NS-589, and J-103), as well as suitable localities for
production recommendation and test location for selection and breeding purposes. In
Kragujevac and Zemun Polje, the unpredictable crossover interactions dominated over
the predictable ones. Such interactions are typically associated with years, which makes
mega-environments less numerous and fewer advantages from specific adaptations could
be taken. Zaječar is the most suitable and the most reliable of the studied localities for
yield testing, and specific interactions were significant. Therefore, its environment can
be considered as one mega-environment. Therefore, emphasize it as a specific location in
relation to the other two and eastern Serbia in relation to other regions.
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68. Kandić, V.; Dodig, D.; Sečanski, M.; Prodanović, S.; Branković, G.; Titan, P. Grain yield, agronomic traits, and protein content of
two- and six-row barley genotypes under terminal drought conditions. Chil. J. Argric. Res. 2019, 79, 648–657. [CrossRef]

69. Caierão, E. Effect of induced lodging on grain yield and quality of brewing barley. Crop Breed. Appl. Biotechnol. 2006, 6, 215–221.
[CrossRef]

70. Berry, P.M.; Spink, J. Predicting yield losses caused by lodging in wheat. Field Crops Res. 2012, 137, 19–26. [CrossRef]
71. Bai, Y.; Zhang, J.; Wu, Y.; Huang, R.; Chang, Y.; Lei, X.; Song, X.; Pei, D. Possibility of Increasing the Growth and Photosynthetic

Properties of Precocious Walnut by Grafting. Sustainability 2020, 12, 5178. [CrossRef]
72. Csajbók, J.; Pepó, P.; Kutasy, E. Photosynthetic and Agronomic Traits of Winter Barley (Hordeum vulgare L.) Varieties. Agronomy

2020, 10, 1999. [CrossRef]
73. Slafer, G.A. Genetic basis of yield as viewed from a crop physiologist’s perspective. Ann. Appl. Biol. 2003, 142, 117–128. [CrossRef]
74. Majoul-Haddad, T.; Bancel, E.; Martre, P.; Triboi, E.; Branlard, G. Effect of short heat shocks applied during grain development on

wheat (Triticum aestivum L.) grain proteome. J. Cereal Sci. 2013, 57, 486–495. [CrossRef]
75. Jacott, C.N.; Boden, S.A. Feeling the heat: Developmental and molecular responses of wheat and barley to high ambient

temperatures. J. Exp. Bot. 2020, 71, 5740–5751. [CrossRef] [PubMed]
76. García, G.A.; Serrago, R.A.; Dreccer, M.F.; Miralles, D.J. Post-anthesis warm nights reduce grain weight in field-grown wheat and

barley. Field Crops Res. 2016, 195, 50–59. [CrossRef]
77. Sadok, W.; Jagadish, S.V.K. The Hidden Costs of Nighttime Warming on Yields. Trends Plant Sci. 2020, 25, 644–651. [CrossRef]
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