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Abstract: Artificial intelligence (AI) is fundamentally transforming smart buildings by increasing
energy efficiency and operational productivity, improving life experience, and providing better
healthcare services. Sudden Infant Death Syndrome (SIDS) is an unexpected and unexplained death
of infants under one year old. Previous research reports that sleeping on the back can significantly
reduce the risk of SIDS. Existing sensor-based wearable or touchable monitors have serious drawbacks
such as inconvenience and false alarm, so they are not attractive in monitoring infant sleeping
postures. Several recent studies use a camera, portable electronics, and AI algorithm to monitor the
sleep postures of infants. However, there are two major bottlenecks that prevent AI from detecting
potential baby sleeping hazards in smart buildings. In order to overcome these bottlenecks, in this
work, we create a complete dataset containing 10,240 day and night vision samples, and use post-
training weight quantization to solve the huge memory demand problem. Experimental results verify
the effectiveness and benefits of our proposed idea. Compared with the state-of-the-art AI algorithms
in the literature, the proposed method reduces memory footprint by at least 89%, while achieving
a similar high detection accuracy of about 90%. Our proposed AI algorithm only requires 6.4 MB
of memory space, while other existing AI algorithms for sleep posture detection require 58.2 MB to
275 MB of memory space. This comparison shows that the memory is reduced by at least 9 times
without sacrificing the detection accuracy. Therefore, our proposed memory-efficient AI algorithm has
great potential to be deployed and to run on edge devices, such as micro-controllers and Raspberry
Pi, which have low memory footprint, limited power budget, and constrained computing resources.
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1. Introduction

Information technology, especially the Internet of Things (IoT) and artificial intelli-
gence (AI), becomes increasingly popular in smart building applications, such as occupancy
estimation for energy-efficient building operations [1,2], and demand-oriented air condi-
tioners [3]. For example, with the help of distributed household IoT devices, AI algorithms
have been widely used to model the energy consumption characteristics of smart buildings
and find the optimal solutions of parameter thresholds and control parameters. AI algo-
rithms have also been studied to intelligently interpret the visual contents of surveillance
cameras and identify the number of residents and their locations in smart buildings. Thus,
the operation of air conditioners is adjusted to provide “just-right” heating or cooling
services. In addition, smart buildings can adjust the indoor thermal environment, such
as temperature, humidity, or airflow, to improve the comfort of building occupants [4].
Large companies, such as IBM or Intel, are also committed to developing AI algorithms for
building performance optimization.

In the United States, Sudden Infant Death Syndrome (SIDS) is one of the leading
causes of sudden and unexpected death in babies under one year of old. Many studies
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point out that letting babies sleep on their stomachs can easily lead to SIDS [5,6]. Therefore,
the American Academy of Pediatrics recommends that babies should sleep on their backs
because this can keep the airway open. It is reported that babies have the lowest risk when
sleeping on their backs, followed by sleeping on their sides. Sleeping on the stomach is
at the highest risk, because it compresses a baby’s chin, narrows the airway, and restricts
breathing. However, in practice, it is difficult to let babies always sleep on their backs
because it is easy for them to roll over to sleep on their stomachs.

In order to monitor sleeping status, a series of sensor-based wearable or touchable
monitors have been developed [7–12]. For example, IoT-based smart posture detection
systems have been developed in [10–12], where a pressure sensing mattress is used to
collect body pressure data that are processed for posture recognition. Sleep experiments
were conducted on an infant in [10], and the reported classification of baby sleep posture
reached 88%. In [11], pressure sensors are placed in a sensing cushion, which is used to
collect ten children’s sitting pressure data. Although infant sleep posture is not involved
to detect in [11], the average classification accuracy for children sitting posture is 95%.
In [12], the authors proposed to recognize sleep positions with body pressure images and
achieved a high recognition accuracy. When various sensors are placed on babies, these
baby monitors can track the breathing, body temperature, heart rate of sleeping babies,
etc. Then, if a baby monitor observes some abnormal activity, such as stopping breathing
or slowing down heart rates, it will send a warning alert to parents. Although it sounds
attractive, these wearable or touchable baby monitors suffer from two limitations. First,
these monitor systems include various electrodes or sensors located on a crib mattress
or the waist and feet of an infant’s body. In order to collect reliable data, these pads
and sensors need to fit or touch a baby’s body well at any time of sleep. In fact, it is
inconvenient for babies to always wear these pads or sensors correctly when they sleep.
Second, these baby monitors often send out false alarms, which can increase the anxiety of
many parents [13,14]. Therefore, parents are most likely to suffer from increased stress or
even depression, which affects their sleep quality and emotion.

In order to get rid of the shortcomings of wearable sensor-based baby monitors, re-
searchers began to investigate contactless camera-based monitoring, which detects sleeping
postures through cameras and AI algorithms. The researchers in [15] predict that future
research on sleep health will be data-driven and AI algorithms will play a critical role.
Instead of using wearable body sensors or electrodes for signal collection, AI algorithms
analyze the output of cameras and classify sleeping postures. Compared with sensor-
based baby monitors, this approach is user convenient and cost-effective. In [16], infrared
cameras and depth sensors were used to collect data, and then a convolutional neural
network (CNN) classifies sleeping postures with an accuracy of 94%. However, this idea
was only verified on a small dataset containing 1880 samples, and this approach has not
been validated in the baby sleep scenarios. Furthermore, due to the use of depth sensors
and infrared cameras, its hardware cost is expensive. Later, in order to reduce the system
cost, the researchers in [17] used 4250 daytime baby sleep images from ordinary cameras to
explore eight different CNN architectures. The highest classification accuracy of 87.8% is
achieved in a CNN consisting of four convolutional layers and two dense layers. To further
increase the classification accuracy, the researcher in [18] explored three CNN architectures.
Inspired by GoogLeNets and ResNets, the researcher proposed to add skip connections
to standard CNN architectures. Skipping effectively simplifies the network by using an
average pool on each feature at the end, so keeps fairly low parameters. The dataset for
baby sleep images is the same as [17]. Besides, in order to accommodate his CNN architec-
tures in portable electronics, the researcher [18] proposed to reduce the number of feature
maps. Thus, based on a ResNet network with 16 convolution layers and 3 dense layers,
the corresponding classification accuracy is 89%. Recently, the researcher [19] proposed to
use DenseNet-121 for baby sleep posture classification. DenseNet, also known as dense
convolutional network, is a type of convolutional neural networks, in which each layer is
connected to all subsequent layers. Since each layer in DenseNets receives collective knowl-
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edge from all preceding layers, the information flow among different layers is enhanced.
Therefore, this type of network is thinner and more compact [20]. Compared with other AI
algorithms, fewer parameters and higher accuracy can be potentially achieved through
dense connection. As a result, DenseNet-121 tends to have fewer parameters and a smaller
memory footprint. Unfortunately, the researcher [19] only demonstrated his AI algorithm
function very well with baby doll pictures, but did not evaluate the classification accuracy
using real infant sleep images. Moreover, in [21], a CNN architecture (i.e., Inception-v3 [22])
with transfer learning is used for sleep posture classification. As a widely used image
recognition model, Inception-v3 improves the computational efficiency and meanwhile
keeps fewer parameters. Although the classification of adult sleep scenes shows an accu-
racy of around 90% on a dataset with only 1200 non-baby sleep images, the effectiveness of
this Inception-v3 architecture has not been tested on real infant sleep datasets.

Table 1 summarizes the accuracy and disadvantages of these existing AI algorithms.
From the above discussion and Table 1, it is clear that these existing contactless camera-
based baby sleep monitoring studies have not fully met the requirements of AI for edge
computing in smart buildings [23–25]. To date, two major bottlenecks are preventing AI
from detecting potential infant sleep hazards in smart buildings. First, current datasets of
baby sleep posture are not large or diverse. Generally speaking, the performance of AI
algorithms is improved by adding more training samples [26], and a high-diversity dataset
can maximize the information contained [27]. However, the researchers [16] use 1880 data
samples, the researchers [17,18] use 4250 daytime baby sleep images, the researchers [21]
use 1200 data samples, while the researcher [19] uses baby doll pictures to approximate
real baby sleep images. Although babies sleep at night most of the time, existing datasets
do not contain night-vision sleep images. Therefore, it is necessary to generate a large and
diverse baby sleep posture dataset to train and evaluate AI algorithms. Second, as stated
in [18,19], memory constraint is a major challenge for using deep learning AI algorithms in
edge computing systems. AI algorithms must not only fit in the program memory of edge
computing systems (such as micro-controllers, Raspberry Pi), but also leave space in the
memory so that operating systems or CPU kernels can run smoothly. For example, under
the Raspberry Pi 3 A+’s maximum memory constraint of 512 MB, it can run lightweight
programs and scripts. Therefore, if an AI algorithm requires several hundred Megabytes of
memory, it may not be able to run on edge computing systems. To deal with this challenge,
AI algorithms must be optimized to a small memory footprint for real-time operations on
edge systems.

Table 1. Summary of Existing AI Algorithms for Contactless Camera-Based Sleep Posture Detection.

Existing Work Year AI Algorithm Accuracy Disadvantages

[16] 2016 CNN with 3 convolution and 2 dense layers 94%

1. Expensive due to using a combination of depth
sensors and infrared camera;

2. A small dataset (1880 samples)
3. Does not consider minimizing memory footprint

[17] 2020 CNN with 4 convolution and 2 dense layers 88%
1. A small dataset (4250 samples)
2. Diversity issue: all samples are daytime images
3. A large memory footprint (275 MB)

[18] 2021 ResNet with 16 convolution and 3 dense layers 89%
1. A small dataset (4250 samples)
2. Diversity issue: all samples are daytime images
3. A large memory footprint (147 MB)

[19] 2021 DenseNet-121 N/A
1. A small dataset with baby doll images
2. Lack of real baby sleep images
3. A large memory footprint (58.2 MB)

[21] 2021 Inception-V3 90%
1. A small dataset (1200 samples)
2. Lack of real baby sleep images
3. A large memory footprint (175.7 MB)

This work 2021 CNN with post-training weight quantization 90% 1. Post-training weight quantization may cause a
slight decrease in accuracy
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In order to solve the aforementioned two research bottlenecks, in this work, we
investigate and propose an optimized AI algorithm for infant sleep posture classification.
Regarding the contribution of the body of knowledge, this work makes the following two
contributions: (1) we have generated a large and diverse dataset for training and evaluating
AI algorithms. This dataset contains 10,240 day and night-vision baby sleep images. (2) We
propose a new AI algorithm and use the post-training weight quantization technique
to minimize memory usage. In this way, the data type of weight parameters in our AI
algorithm is converted from 32-bit floating points to 8-bit integers. Thus, these quantized
weights are easy to store and run in many edge computing devices (e.g., 8-bit ATmega328P
micro-controller). In order to evaluate the proposed AI algorithm, we have implemented
it in a Python program and run it on TensorFlow and Keras platforms. The experimental
results show that with a very small memory footprint of 6.4 MB, a classification accuracy of
about 90% is obtained. Compared with the state-of-the-art AI algorithms in the literature,
the proposed idea achieves a comparable detection accuracy, while the memory footprint
decreases from at least 58.2 MB to 6.4 MB, a reduction of at least 9 times. Therefore, our
proposed memory-efficient AI algorithm has great potential to be deployed and to run
on edge devices, such as micro-controllers and Raspberry Pi, which have low memory
footprint, limited power budget, and constrained computing resources.

2. AI Algorithm
2.1. Proposed AI Algorithm—Convolutional Neural Networks (CNNs)

In this work, we choose CNN because it is the simplest neural network architecture
that transforms input images into output classification results. CNN has been utilized to
recognize heavy construction equipment [28], safety hardhats [29], and baby movement
tracking [30]. Figure 1 shows the proposed AI algorithm for infant sleep posture classi-
fication. This CNN consists of a series of stacked layers, including convolutional layers,
pooling layers, and dense layers. Input images are infant sleeping pictures with a dimen-
sion of 256 × 256 × 3, which indicates a width of 256 pixels, a height of 256 pixels, and
3 color channels of RGB. In this AI algorithm, input images undergo multiple convolutions
to obtain advanced features for binary classification.

Next, let us describe the network layers of this CNN. Generally speaking, these
convolution and pooling layers are for feature extraction, while these dense layers are
for object classification. Convolution refers to sliding convolution kernels (i.e., filters) on
inputs to sweep over the full inputs and perform linear matrix multiplications. As shown
in Figure 1, in our algorithm, the size of each filter is 3 × 3, and the number of filters
is 16, 32, 64, and 64, respectively. Since the convolution layer is the core building block,
these four filters involve a lot of matrix multiplications to extract image features. Pooling
layers are used to effectively down sample the output dimension of the prior layer (i.e.,
convolution layer). As a result, the pooling operation reduces the number of parameters
to be trained as well as the amount of computation performed by the following layer. In
our algorithm, we choose a pooling size of 2 × 2 to take the maximum value in a 2 × 2
pooling window. In this way, the most present features after convolution are retained and
highlighted. As listed in Table 2, the pooling operation halves each dimension. For example,
the output shape of the first convolution layer is 256 × 256 × 16, in contrast, the output
shape of the first pooling layer is 128 × 128 × 16. The purpose of batch normalization
is to normalize the outputs of the previous layer. Specifically, values are normalized by
subtracting the mean and then dividing by the standard deviation. In this way, all the
values lie on a common scale between 0 and 1. Thus, the gradient explosion problem is
alleviated by using batch normalization [31,32], and extreme gradients accumulated from
the previous convolution and pooling layers are eliminated. Batch normalization helps to
make our algorithm more stable during training, thereby accelerating the training process
and reducing the overfitting phenomena [33]. The flatten layer converts input data into
a one-dimensional array to facilitate the next layer (i.e., dense layer). Here, the output of
the last pooling layer is transformed into a single long feature vector. The dense layer, also
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known as a fully-connected layer, serves the actual classification function. In our algorithm,
there are three dense layers with 384, 128, and 1 neuron, respectively. Each dense layer
multiplies the input by a weight matrix and then is adjusted by adding a bias vector. Since
there are two possible classification results for output prediction, the sigmoid function is
used to map any input to an output ranging from 0 to 1. In our algorithm, the loss function
is binary_crossentropy, which computes the cross-entropy loss between true labels and
predicted labels. In short, through these stacked layers, this CNN converts pixel values of
input images layer by layer to final classification.
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Figure 1. Proposed AI algorithm for infant sleep posture classification.

Table 2 lists detailed information on the model layer, type, number of filters, output
shape, and number of parameters. The total number of trainable parameters is about
6.4 million. We can see that most of the parameters are located at the big fully connected
layer after the flatten layer (about 6.3 million of the total 6.4 million parameters). Compared
with the existing CNN algorithm [17], this CNN is composed of fewer filters and greatly
reduces the size of dense layers, thereby reducing the memory footprint. In addition, batch
normalization layers are proposed to mitigate the gradient explosion problem and improve
classification accuracy.

Table 2. Summary of existing AI algorithms for contactless camera-based sleep posture detection.

Layer Name Layer Type Number of Filters Output Shape Number of Parameters

Conv2d Conv2D 16 (256, 256, 16) 448

Max_pooling2d MaxPooling2D (128, 128, 16) 0

Conv2d_1 Conv2D 32 (128, 128, 32) 4640

Max_pooling2d_1 MaxPooling2D (64, 64, 32) 0

Batch_normalization Batch Normalization (64, 64, 32) 128

Conv2d_2 Conv2D 64 (64, 64, 64) 18,496

Max_pooling2d_2 MaxPooling2D (32, 32, 64) 0

Conv2d_3 Conv2D 64 (32, 32, 64) 36,928

Max_pooling2d_3 Maxpooling2D (16, 16, 64) 0

Batch_normalization Batch Normalization (16, 16, 64) 256

Flatten Flatten 16,384 0

Dense Dense 384 6,291,840

Dropout Dropout 384 0

Dense_1 Dense 128 49,280

Dense_2 Dense 1 129
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2.2. Post–Training Weight Quantization

When the 6.4 million floating-point parameters in Table 2 are implemented in edge
systems, they occupy 51.3 MB of memory space, which is expensive and often is not
available to use. In order to make the proposed CNN run smoothly in memory-constrained
edge systems, we propose to apply post-training weight quantization to our pre-trained AI
algorithms. There are two benefits of weight quantization: (a) reducing memory footprint
to save parameters, and (b) accelerating computation to enable smooth and fast running AI
algorithms on edge systems.

Figure 2a shows a traditional convolution operation that does not involve weight
quantization, so the weight defaults to 32-bit floating-point data. As illustrated in Figure 2b,
instead of the 32-bit floating-point type, each weight of the pre-trained AI algorithm is
converted to an 8-bit integer type. Thus, it is estimated that the memory usage of AI
algorithms can be reduced a lot through weight quantization.

As quantization noise occurs when a continuous random variable is converted to a
discrete one, quantization noise reduces the precision of weights, it may lead to a decrease
in classification accuracy. Fortunately, researchers have found that weight precision is not
very sensitive for deep learning AI algorithms. As a result, deep AI algorithms can get
along well with small changes in weights due to quantization. Prior studies have reported
that 8-bit post-training weight quantization may slightly reduce the accuracy of the model,
while significantly improving the hardware computation latency [34,35].
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3. Experiments and Discussion
3.1. Datasets Generation

Datasets are critical in deep learning since AI algorithms rely heavily on data [36,37].
The rule of thumb is that a sufficient dataset needs to contain at least 10 times the number
of trainable parameters in an AI algorithm. To meet this condition, we generated three
datasets (i.e., daytime dataset, night-vision dataset, and mixed dataset in Table 3). The
mixed dataset is a large and diverse dataset containing 10,240 day and night vision samples.
As illustrated in Figure 3, these night-vision images are converted from daytime images, so
this mixed dataset covers both daytime and night-vision scenes. Each dataset is randomly
spitted into 70% for the training set, 20% for the validation set, and 10% for the testing
set. The training and validation sets are used for training, tuning, and evaluation of AI
algorithms, while the testing set is used to estimate the final prediction performance after
completing the training phase.
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Table 3. Summary of three datasets generated for AI algorithms in this work.

Dataset Subset Number of Samples Percentage

Daytime dataset (5120 daytime images)

Training Set 3584 70%

Validation Set 1024 20%

Testing Set 512 10%

Night-vision dataset (5120 night-vision images)

Training Set 3584 70%

Validation Set 1024 20%

Testing Set 512 10%

Mixed dataset (10,240 daytime and night vision images)

Training Set 7168 70%

Validation Set 2048 20%

Testing Set 1024 10%

3.2. Experimental Environment and Setup

In this work, we use TensorFlow and Keras to train and evaluate our proposed AI
algorithm. TensorFlow is an open-source software platform for machine learning [38],
and it supports a variety of attractive programming features in deep learning, such as
the efficient execution of tensor operations on GPUs. Keras is an open-source application
programming interface (API) written in Python that can run on the TensorFlow platform.
By providing a user-friendly interface and functions, Keras facilitates us to explore the
potential and scalability of TensorFlow. In this study, TensorFlow and Keras API run on
a hardware computing system, which consists of a 64-bit Ubuntu operating system and
four NVIDIA TITAN XP graphics processors (GPUs). The memory size of each GPU is
12 GB and the operating frequency is 1582 MHz. Therefore, the device memory bandwidth
reaches 578 GB/s, which is enough to support 12.15 TFLOPs of full-precision floating-point
(32-bit) computing performance. To accelerate deep learning and model training, we use
NVIDIA CUDA toolkit 11.0 that includes GPU-accelerated libraries, compilers, runtime
libraries for debugging and optimization. Figure 4a shows the traditional AI training and
evaluation process without weight quantization. The AI algorithm is trained with the
stochastic gradient descent (SGD) optimizer on the training and validation sets. Then,
the well-trained AI model is evaluated with the testing set to obtain the classification
accuracy. In contrast, as shown in Figure 4b, the weight post-quantization process is added.
Through it, the well-trained AI model becomes a quantized AI model for evaluation. In
this work, Google’s TensorFlow Lite tool is adopted to perform the post-training weight
quantization process.
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3.3. Experimental Results and Discussion

All the weights of the AI algorithm are trained by the SGD optimizer [39,40]. The
learning rate is a hyper-parameter that controls the speed at which the SGD optimizer
updates weights to their best values. Therefore, the learning rate is viewed as an important
hyper-parameter to tune for training deep neural networks. If the learning rate is fixed,
a large learning rate may learn faster, but there is a risk of reaching sub-optimal weight
values. Although the training process is slow, it is necessary to set a very small learning
rate so that weights are stable at their global optimal values. In contrast, learning rate
decay can dynamically adapt learning steps to reduce training time and help the network
converge near the minimum [41]. Deep network training usually starts from a relatively
large learning rate in the beginning, then decreases the learning rate during training to
allow more fine-grained weight updates. Therefore, in this work, we use the exponential
decay function in Keras to gradually reduce the learning rate over time. We set up an initial
learning rate of 0.001 and a learning rate decay parameter of 10−6. In our experiments,
we found the initial learning rate and its decay parameter are not sensitive to the datasets.
Moreover, the number of epochs is set to 250, which is long enough to allow network
training to converge well. Instead of training individual input images, a mini-batch size of
64 is selected so that 64 input images are learned as a group.

Let us first look at the experimental results of our AI algorithms before applying weight
quantization. In order to check if our generated datasets are good, we run experiments
on the daytime dataset, night-vision dataset, and mixed dataset, respectively. Figure 5
shows the experimental results of the loss and classification accuracy on the training
and validation sets. We can see that the validation loss has an initial high value and
then gradually decreases. After 200 epochs, the validation loss becomes very flat, which
indicates the AI model fits well without overfitting. In addition, the training accuracy
and validation accuracy are finally stabilized at around 0.99 and 0.92, respectively. Note
that the validation set is used to fine-tune the weights of the AI algorithm for accuracy
improvement. Figures 6 and 7 show similar loss curves and accuracy curves. The validation
accuracy on the night-vision dataset is around 0.9, slightly lower than the training on the
daytime dataset.

Next, we perform weight quantization on these well-trained AI models. Then, we
run experiments on the testing sets to obtain the final test accuracy after completing the
training phase. Since the existing works in the literature only provide experimental results
on datasets containing daytime baby sleep images, we compare our AI algorithm on
the daytime dataset with them for a fair comparison. As shown in Table 4, the memory
footprints in [17–19,21] are 275 MB, 174 MB, 58.2 MB, and 175.7 MB, respectively. Due to
memory limitations, these AI algorithms may not fit on edge computing systems, such
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as microcontrollers, smaller FPGAs, or low-end Raspberry PIs. Without applying weight
quantization, our proposed AI algorithm results in a memory footprint of 51.3 MB, which
saves at least 12% of memory space compared to these existing works. Thanks to the
weight quantization, the memory footprint can be further decreased by 44.9 MB, which
means another 88% reduction. Meanwhile, due to weight quantization, the test accuracy
is slightly improved from 90.8% to 91.6%. As a result, our proposed AI algorithm only
consumes 6.4 MB of memory.

Table 4. Comparison with existing contactless camera-based AI algorithms for baby sleep posture detection on the
daytime dataset.

Existing Work Dataset Weight Quantization Memory Footprint Test Accuracy

[17] 4250 daytime images No 275 MB 88%

[18] 4250 daytime images No 174 MB 89%

[19] Baby doll pictures instead of real baby pictures No 58.2 MB N/A

[21] 1200 non-baby sleep images No 175.7 MB 90.2%

This work Daytime dataset (5120 images)
No 51.3 MB 90.8%

Yes 6.4 MB 91.6%
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The researchers [19,21] only reported that their AI algorithms are DenseNet-121 and
Inception-v3, but did not evaluate the classification accuracy using real baby sleep im-
ages. Therefore, in order to make a fair comparison, we evaluated these existing AI
algorithms [17–19,21] on the same dataset (i.e., the mixed dataset), plotted their experi-
mental results in Figures 8–11, and listed their performance results in Table 5. We can see
that the best test accuracy of 91.0% corresponds to [21]. Compared with these existing AI
algorithms, this work reduces memory footprint by at least 89%, while maintaining similar
classification accuracy. In our proposed AI algorithm, the use of weight quantization leads
to a negligible degradation in test accuracy (i.e., 0.2%). The experimental results in Table 5
are also plotted and visualized in Figure 12, where the x-axis and y-axis represent memory
usage and test accuracy, respectively. Compared with the existing work [18], this work
has achieved a 27-fold reduction in memory footprint and a 0.7% improvement in test
accuracy. Compared with the existing work [19], this work has achieved a 9-fold reduction
in memory usage with a 1.3% drop in test accuracy.
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Table 5. Comparison with existing contactless camera-based AI algorithms for baby sleep posture detection on the
mixed dataset.

Dataset Weight Quantization Memory Footprint Test Accuracy Comments

Mixed dataset (10,240 images)

[17] No 275 MB 89.5%
Compared with these
existing AI algorithms,

this work reduces
memory footprint by at

least 89%, while
maintaining similar

classification accuracy.

[18] No 174 MB 89.3%

[19] No 58.2 MB 91.0%

[21] No 175.7 MB 91.1%

This work
No 51.3 MB 89.9%

Yes 6.4 MB 89.7%

The confusion matrix of each AI algorithm is also plotted in Table 6. The probability
for true positives (TP), true negatives (TN), false positives (FP), and false negatives (FN)
are listed in this table. We can see that our algorithm leads to a much lower false-negative
rate (i.e., 11%), while the false-negative rate of other algorithms is at least 13%. Note the FN
error is a test result that incorrectly indicates baby sleep hazard does not hold, but in fact
the baby’s sleep posture is not safe. That means no threat is observed even though a threat
exists. In baby sleep monitoring applications, it is desirable to have a lower false-negative
rate, because a lower false-negative rate allows parents to trust the detection performance
of our AI algorithm more, and thus helps parents reduce fear, worry, and anxiety.

Table 6. Confusion matrix comparison with existing contactless camera-based AI algorithms for baby
sleep posture detection on the mixed dataset.

[17] Negative (predicted) Positive (predicted)

Negative (actual) TN = 0.93 FP = 0.07

Positive (actual) FN = 0.13 TP = 0.87
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Table 6. Cont.

[18] Negative (predicted) Positive (predicted)

Negative (actual) TN = 0.93 FP = 0.07

Positive (actual) FN = 0.15 TP = 0.85

[19] Negative (predicted) Positive (predicted)

Negative (actual) TN = 0.95 FP = 0.05

Positive (actual) FN = 0.14 TP = 0.86

[21] Negative (predicted) Positive (predicted)

Negative (actual) TN = 0.94 FP = 0.06

Positive (actual) FN = 0.14 TP = 0.86

This work Negative (predicted) Positive (predicted)

Negative (actual) TN = 0.92 FP = 0.08

Positive (actual) FN = 0.11 TP = 0.89

To our best knowledge, this work is the first to construct a night-vision baby sleep
dataset and use the daytime and night-vision hybrid dataset to train AI algorithms. We
expect this work will promote parent-child interaction. Thanks to the smaller memory
requirement and higher detection accuracy, the proposed AI algorithm can be easily
integrated into a baby monitor, which usually supports two-way audio transmission. Since
the proposed design automatically monitors baby sleep posture and sends warnings or
captured baby images to the parents’ mobile phones, parents do not need to stand next to
their baby, especially at night, to understand their baby’s sleep status. As a result, parents
can relieve stress and even depression to a large extent, thereby improving their sleep
quality and mood.

4. Conclusions

In order to deal with Sudden Infant Death Syndrome (SIDS), it is desirable to develop
and optimize AI algorithms for contactless camera-based infant sleep posture detection.
In this work, we generate a large and diverse dataset for AI training and evaluation. This
dataset contains 10,240 day and night-vision baby sleep images. In addition, we propose a
CNN AI algorithm and use the post-training weight quantization technique to minimize
memory usage. In this way, the data type of weight parameters in our AI algorithm is
converted from 32-bit floating points to 8-bit integers. Experiments demonstrate that the
proposed AI algorithm achieves high classification accuracy with a small memory footprint.
Compared with the existing state-of-the-art works in the literature, our proposed memory-
efficient AI algorithm supports comparable test accuracy of around 90% and consumes
only 6.4 MB memory, which means at least a 9-fold memory reduction compared to other
existing AI algorithms.

Although post-weight quantization can significantly reduce memory footprint, some
information is lost when floating-point weights are converted into integer weights during
the quantization process. In order to reduce this negative impact, in future work, we plan
to integrate quantization-aware training into our proposed AI algorithm. Quantization-
aware training is to simulate the quantization behavior and save integer parameters in
training, and use quantized weights for output inference. Therefore, generally speaking,
quantization-aware training is prone to higher detection accuracy than post-weight quan-
tization in this work. Furthermore, since our proposed AI algorithm does not require
substantial memory space or computing capacity, in future work, we plan to implement
and run our developed AI algorithm in edge computing devices, such as micro-controllers
or Raspberry Pi.
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