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Abstract: Time series forecasting using machine learning algorithms has gained popularity recently.
Random forest is a machine learning algorithm implemented in time series forecasting; however, most
of its forecasting properties have remained unexplored. Here we focus on assessing the performance
of random forests in one-step forecasting using two large datasets of short time series with the
aim to suggest an optimal set of predictor variables. Furthermore, we compare its performance to
benchmarking methods. The first dataset is composed by 16,000 simulated time series from a variety
of Autoregressive Fractionally Integrated Moving Average (ARFIMA) models. The second dataset
consists of 135 mean annual temperature time series. The highest predictive performance of RF is
observed when using a low number of recent lagged predictor variables. This outcome could be
useful in relevant future applications, with the prospect to achieve higher predictive accuracy.

Keywords: ARFIMA; ARMA; machine learning; one-step ahead forecasting; random forests; time
series forecasting; variable selection

1. Introduction

1.1. Time Series Forecasting and Random Forests

The use of machine learning algorithms in predictive modelling (see for the definition [1]) and in
the specific case of time series forecasting has increased considerably recently [2]. Relevant applications
can be found in the review papers [3–6].

Time series forecasting can be classified into two categories according to the forecast horizon, i.e.,
one-step and multi-step forecasting [2,7]. The one-step forecasting (examined here) is useful in single
applications, e.g., in assessing forecasting methods using simulations [8], engineering forecasting [9,10],
environmental forecasting [11,12], and financial forecasting [13–17]. Furthermore, the recursive and
the DiRec multi-step forecasting strategies depend on the one-step forecasting. In particular, one-step
ahead forecasts are used in the recursive strategy, while in each step the forecasted value of the previous
step is used as additional input, without changing the forecasting model. The DiRec strategy combines
the recursive strategy, but the forecasting model changes in every step [7].

The random forest (RF) is a machine learning algorithm introduced in [18], which can be used
for classification and regression. It is popular because it can be applied to a wide range of prediction
problems, it has a few parameters to tune, it is simple to use, it has been successfully applied to
many practical problems and it can deal with small sample sizes, high-dimensional feature spaces,
and complex data structures [19,20]. A review and a simple presentation of the RF algorithm can
be found in [20–22]. Regression using RF can be implemented for time series forecasting purposes.
Representative applications can be found in many scientific fields including these of engineering [23,24],
environmental and geophysical sciences [25–27], financial studies [28,29], and medicine [30], with
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varying performance. Furthermore, small datasets are used in these applications; therefore, the results
cannot be generalized.

The performance of the RF algorithm depends on the tuning of its parameters and the variable
selection (also known as feature selection). Procedures for estimating the optimal set of parameters are
proposed in several studies. These procedures consider the performance of the algorithm depending on
the selected variables [22,31], the number of trees [32,33], the number of possible directions for splitting
at each node of each tree [20,34] (p. 199), and the number of examples in each cell, below which the cell
is not split [20,35]. There are also some studies examining the RF properties in a theoretical context [19].

The performance of machine learning algorithms is usually assessed using single case studies.
Sometimes large datasets composed of real-world studies are used for benchmarking and the
comparison of several algorithms [7,36–40]. Moreover, [41] proposes the use of simulations as
a considerable alternative. Respective applications can be found in [42,43].

1.2. A Framework to Assess the Performance of Random Forests in Time Series Forecasting

In usual regression problems, a sample consisting of observations of the dependent variable
and the respective observations of the predictor variables is given. The regression model is trained
using this sample. Prediction is then performed when new observations of the predictor variables
are obtained. If we decide to use fewer predictor variables than that included in the sample, then the
size of the training set does not change. Moreover, it is important that the inclusion of unimportant
predictor variables does not seriously impact the predictive performance of RF, as indicated in [34]
(p. 489). On the other hand, using RF for time series forecasting is not identical to the simple regression
case. In this case, the role of the predictor variables is taken by previous values of the time series
(lagged variables). Therefore, increasing the number of predictor variables, i.e., the selected lagged
variables, inevitably results in reducing the length of the training set. Using fewer predictor variables
instead may reduce the information obtained by the available knowledge of the temporal dependence.

The analytical computation of the performance is not attainable, due to the complexity of the
RF algorithm [20]. Nevertheless, an empirical answer could be given in the context of a large
experiment. Furthermore, in this simulation experiment the RF could be compared to benchmarking
methods, whose performance is known a priori, theoretically. Here we perform a large simulation
experiment, in which we use 16,000 simulated time series from a variety of Autoregressive Fractionally
Integrated Moving Average (ARFIMA) models [44,45]. Similar studies using simulations from the
family of ARFIMA models can be found in [46,47], although to a lesser extent and implementing
different methods. Simulation studies are effectively complemented when integrated with case studies;
consequently, we additionally apply the methods to a dataset of 135 mean annual instrumental
temperatures from the dataset in [48]. The length of each simulated and observed time series is 101.

We compare the performance of five algorithms in forecasting the 101st value of each time series,
when fitted to its first 100 values. The five algorithms implemented in the study are two naïve methods,
an ARFIMA model, the theta method and the RF algorithm. The naïve methods usually perform well
in predicting time series [37] and the ARFIMA processes are traditional methods which are frequently
used for time series forecasting [45]. The theta method has been recently introduced and is also one
of the most successful forecasting methods [49]. We use various versions of the RF algorithm with
respect to the number of predictor variables, while the optimization of the parameter set is performed
using methods proposed in [50,51]. The metrics used for the comparison are the mean absolute error
(MAE), the mean squared error (MSE), the mean absolute percentage error (MAPE), and the linear
regression coefficient. The analysis performed here regards time series simulated from stationary
stochastic processes, while stationary models are also used to model the temperature time series.

1.3. Aim of the Study

The primary aim of our study is to investigate how the performance of RF is related to the variable
selection in one-step forecasting of short time series. The proposed framework in Section 1.2 can help
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in providing an empirical answer to the problem of variable selection. In conclusion, it is shown that
a low number of recent lagged variables performs better, highlighting the importance of the training
set’s length. The RF algorithm is proven to be competent in time series forecasting, even though
it has not exhibited the best performance in most of the examined cases. This does not imply that
the RF are of little practical value. Instead, as has been shown in [12], there is not a universally best
forecasting method, therefore, in practical applications we should use multiple methods for obtaining
a good forecast. In such cases, we emphasize that appropriate methodologies for the optimization of
the performance of each method should be used. Our contribution regards the optimization of the
forecasting performance of the RF.

2. Methods and Data

In Section 2, we present the methods and data used in the present study. In particular, we
present the definitions of the models used for simulation and testing, as well as the forecasting
methods. Additionally, we present the temperature data, also used for the testing of the methods.
The codes and data to reproduce the study are available as supplementary material (see Appendix A).
The computations were performed using the R programming language [52].

2.1. Methods

2.1.1. Definition of ARMA and ARFIMA Models

Here, we provide the definitions of the autoregressive moving average (ARMA) and ARFIMA
stochastic processes, while the reader is also referred to [45] (pp. 6–65, 489–494) for further information.
A time series in discrete time is defined as a sequence of observations x1, x2, . . . , of a certain
phenomenon, while the time t is stated as a subscript to each value xt. A time series can be modelled
by a stochastic process. The latter is a sequence of random variables x1, x2, . . . . Random variables are
underlined according to the notation used in [53].

Let us consider a stationary stochastic process of normally-distributed random variables.
The mean µ of the stochastic process is defined by:

µ := E[xt], (1)

The standard deviation function σ of the stochastic process is defined by:

σ := (Var[xt])0.5 (2)

The covariance function between xt and xt+k, γk of the stochastic process is defined by:

γk := E[(xt − µ)(xt+k − µ)] (3)

The correlation function between xt and xt+k, ρk of the stochastic process is defined by:

ρk := γk/σ2 (4)

A normal stationary stochastic process {at} is called a white noise process, if it is a sequence of
uncorrelated random variables. Let us consider hereinafter that the white noise is a variable with zero
mean, unless mentioned otherwise, and standard deviation σa.

We define the stochastic process {yt} by:

yt := xt − µ (5)
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Let us consider the operator B, which is defined by:

Bjxt = xt−j (6)

Then the operator φp(B) is defined by:

φp(B) := (1 − φ1B − . . . − φpBp) (7)

The stochastic process {xt} is an autoregressive AR(p) model, if:

φp(B)yt = at, (8)

which can be written in the following form:

yt = φ1yt−1 + . . . + φpyt−p + at (9)

Let us also consider the operator θq(B), which is defined by:

θq(B) := (1 + θ1B + . . . + θqBq) (10)

The stochastic process {xt} is a moving average MA(q) model, if:

yt = θq(B) at, (11)

which can be written in the following form:

yt = at + θ1at−1 + . . . + θqat−q (12)

The stochastic process {xt} is an autoregressive moving average ARMA(p, q) model, if

φp(B)yt = θq(B)at, (13)

which can be written in the following form:

yt = φ1yt−1 + . . . + φpyt−p + at + θ1at−1 + . . . + θqat−q (14)

Let d ∈ (−0.5, 0.5). The stochastic process {xt} is an ARFIMA(p, d, q), if

φp(B)(1 − B)dxt = θq(B)at (15)

2.1.2. Simulation of ARMA and ARFIMA Models

We simulate the ARMA and ARFIMA processes using the arima.sim built in R function [52] and
the fracdiff.sim algorithm of the R package fracdiff [54], respectively.

2.1.3. Forecasting Using ARMA and ARFIMA Models

Here we present how we can use ARMA and ARFIMA models in one-step ahead time series
forecasting. The specific applications of the forecasting methods are presented in Section 2.1.8. We
consider a time series of n observations. Let us also consider a model fitted to the n observations and
subsequently used to forecast xn+1. Let xn and ψ represent the last observation and the forecast of
xn+1, respectively. The methods using ARMA and ARFIMA models can be used as benchmarks in
the simulation experiments. In fact, these methods are expected to perform better than the rest, when
applied to the synthetic time series, since the latter are simulated using ARMA or ARFIMA models
(see Section 2.1.8). We examine two cases.
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In the first case we assume that the time series are modelled by an ARMA(p, q), in which p and
q are predefined, while the parameters must be estimated. We fit ARMA models to the data using
the arima built in R function. During the implementation process, the values of p, q are set equal
to the respective values used in the corresponding simulation experiment. The function applies the
maximum likelihood method to estimate the values of the AR and MA parameters φ1, ..., φp, θ1, ..., θq

of the models. We use the fitted ARMA model in forecast mode by implementing the predict built in R
function [52].

In the second case, we assume that the time series can be modelled by an ARFIMA(p, d, q) model
with unknown parameters. We fit an ARFIMA model to the data using the arfima function of the R
package forecast [55,56]. The values of p, d, q are estimated using the Akaike Information Criterion
with a correction for finite sample sizes (AICc), with d ranging between −0.5 and 0.5. The function
applies the maximum likelihood method to estimate the values of the AR and MA parameters φ1, ...,
φp, θ1, ..., θq of the models. The order selection and parameter estimation procedures are explained, for
example, in [57] (Chapter 8.6). We use the fitted ARFIMA model in forecast mode by implementing
the forecast function of the forecast R package.

2.1.4. Forecasting Using Naïve Methods

We use two naïve forecasting methods, the last observation naïve and the average naïve, which
are amongst the most commonly used benchmarks [57] (Chapter 2.3). The produced forecasts are
given by (16) and (17) respectively:

ψ = xn (16)

ψ = (x1 + . . . + xn)/n (17)

The naïve methods presented here are benchmarks, because they are the simplest forecasting
methods in terms of theoretical complexity and computational cost.

2.1.5. Forecasting Using the Theta Method

We implement a simple version of the theta forecasting method, which was introduced in [49],
through the thetaf function of the R package forecast. Theta uses a given time series to create two
or more auxiliary time series with different (modified) local curvatures with respect to the original,
namely the “Theta-lines”. The latter are extrapolated separately and subsequently combined with
equal weights to produce the forecast. The modification of the local curvatures is implemented using
the “Theta-coefficient” θ, which is applied to the second differences of the time series.

The here adopted version uses two Theta-lines, for θ = 0 and θ = 2. This specific version performed
well in the M3-Competition [37], while later [58] proved its equivalence to simple exponential
smoothing (SES) with drift. For the exponential smoothing forecasting methods, and particularly
for their implementation into a state space framework, the reader is referred to [57] (Chapter 7)
and [59], respectively.

2.1.6. Random Forests

RF is a vague term [20]. Here we use the original RF algorithm introduced in [18]. In particular,
we present the version of the algorithm used for regression. The specific version of the algorithm
has been implemented in the randomForest R package [60]. The remainder of the section is largely
reproduced from [20] with adaptations, while identical notation is used in [20,60]. The present Section
is not intended to provide a detailed description of RF. The interested reader can find further details
in [20], while the computations are reproducible (Appendix A).

We assume that the u is a random vector with k elements. The aim is to predict v by estimating
the regression function:

m(u) = E[v|u = u] (18)
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given the fitting sample:
Ss = ((u1, v1), . . . , (us, vs)) (19)

which are independent realizations of the random variable (u, v). Therefore, the aim is to construct an
estimate ms of the function m.

A random forest is a predictor constructed by growing M randomized regression trees. For the j-th
tree in the family, the predicted value at u is denoted by ms(u; θj, Ss), where θ1, ..., θM are independent
random variables, distributed as θ and independent of Ss. The random variable θ is used to resample
the fitting set prior to the growing of individual trees and to select the successive directions for splitting.
The prediction is then given by the average of the predicted values of all trees.

Before constructing each tree, bs observations are randomly chosen from the elements of u. These
observations are used for growing the tree. At each cell of the tree, a split is performed by maximization
of the CART-criterion (defined in [20]) by selecting mtry variables randomly among the k original ones,
picking the best variable/split point among the mtry and splitting the node into two daughter nodes.
The growing of the tree is stopped when each cell contains fewer than nodesize points.

The parameters used in RF are bs ∈ {1, . . . , s}, mtry ∈ {1, . . . , k}, nodesize ∈ {1, . . . , bs},
and M ∈ {1, 2, . . . }. In most studies, it is agreed that increasing the number of trees does not decrease the
predictive performance; however, it results in an increase of the computational cost. Oshiro et al. [32]
suggests a range between 64 and 128 trees in a forest based on experiments. Kuhn and Johnson [34]
(p. 200) suggest using at least 1000 trees. Probst and Boulesteix [33] suggest that the highest performance
gain is achieved when training 100 trees. In the present study, we use M = 500 trees.

The number of sampled data points in each tree and the number of examples in each cell below
which the cell is not split are set equal to their default values in the randomForest R package, i.e., equal
to the sample size and nodesize = 5, respectively. These are reported to be good values [20,35].

The parameter mtry is estimated during the validation phase by implementing the trainControl
function of the R package caret [50,51]. The optimal mtry is found by using bootstrap resampling,
i.e., randomly sampling the validation test with reselection (the size of the bootstrap sample must be
equal to the size of the validation test), fitting the model in the bootstrap sample and measuring its
performance in the remaining set, i.e., the data not selected by the bootstrap sampling. Twenty-five
iterations are used in the resampling procedure. The optimal mtry is found by calculating the average
performance of the fitted models, while the search for the optimal value of the parameter is performed
in a grid. The root mean squared error (RMSE) is used to measure the performance. The optimal
mtry minimizes the RMSE. Details on the theoretical background of the method can be found in [34]
(pp. 72–73). The regression function of Equation (18) is defined by the model, which is fitted to the
validation test using the optimal mtry value.

2.1.7. Time Series Forecasting Using Random Forests

Using RF for one-step time series forecasting is straightforward and similar to the way that RF
can be used for regression. Let g be the function obtained from the training of RF, which will be used
for forecasting xn+1, given x1, . . . , xn. If we use k lagged variables then the forecasted xn+1 is given by
the following equation for t = n + 1:

xt = g(xt−1, . . . , xt−k), t = k + 1, . . . , n + 1 (20)

The function g is not in closed form, but can be obtained by training the RF algorithm
using a training set of size n − k. In each sample of the fitting set the dependent variable is xt,
for t = k + 1, . . . , n + 1, while the predictor variables are xt−1, . . . , xt−k. When the number of predictor
variables k increases, the size of the training set n − k decreases (an example is presented in Figure 1).
The training set, which includes n – k samples, is created using the CasesSeries function of the rminer
R package [61,62]. Finally, the fitting is performed using the train function of the caret R package and
the forecasted value of xn+1 is obtained using the predict function of the caret R package.
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Kuhn and Johnson [34] (p. 463) defines the variable importance as the overall quantification of the
relationship between the predictor variables and the predicted value. Here we use the first measure of
variable importance in RF as defined in the randomForest R package [60]. From the training procedure
using k predictor variables, we keep the variables with positive variable importance and define a new
set of predictor variables, which includes these variables. Then we repeat the forecasting procedure.
In this case, the size of the sample depends on the minimum index of the subset of predictor variables
when forecasting xn+1, e.g., if the minimum index is n + 1 − k, then the training set is of size n − k.
However, using fewer predictor variables decreases the computational cost.

2.1.8. Summary of the Methods

In Table 1, we summarize the methods presented in Sections 2.1.3–2.1.7. In Table 2, we present
the category of data to which we apply each specific case of the ARMA and ARFIMA model based
methods in Section 3. In Table 3, we present the 12 different variable selection procedures used by the
RF algorithm.

Table 1. Summary of the methods presented in Sections 2.1.3–2.1.7 and their abbreviation as used in
Section 3.

Method Section Brief Explanation

arfima 2.1.3 Uses fitted ARMA or ARFIMA models
naïve1 2.1.4 Forecast equal to the last observed value, Equation (16)
naïve2 2.1.4 Forecast equal to the mean of the fitted set, Equation (17)
theta 2.1.5 Uses the theta method

rf 2.1.7 Uses random forests, Equation (20)

Table 2. Methods presented in Section 2.1.3 for forecasting using ARMA and ARFIMA models and
their specific applications in Section 3.

Method Application in Section 3

1st case in Section 2.1.3 Simulations from the family of ARMA models
2nd case in Section 2.1.3 Simulations from the family of ARFIMA models, with d 6= 0
2nd case in Section 2.1.3 Temperature data

Table 3. Variable selection procedures used by the RF algorithm.

Method Explanatory Variables

rf05, rf10, rf15, rf20, rf25, rf30, rf35, rf40, rf45, rf50 Uses the last 5, . . . , 50 variables

rf20imp, rf50imp Uses the most important variables from the last
20 and 50 variables respectively
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2.1.9. Metrics

Here we define the metrics used in the comparisons. The error (E) is defined by:

E := ψ − xn+1 (21)

The absolute error (AE) is defined by:

AE := |ψ − xn+1| (22)

The squared error (SE) is defined by:

SE := (ψ − xn+1)2 (23)

The percentage error (PE) is defined by:

PE := (ψ − xn+1)/xn+1 (24)

The absolute percentage error (APE) is defined by:

APE := |ψ − xn+1/xn+1| (25)

The metrics defined in Equations (21)–(25) can be used for the assessment of the performance
in single experiments. To assess the forecasting performance using a set of multiple simulations,
the metrics must be summarized. Let N be the number of the conducted forecasting experiments. Let
the serial number of each experiment i be stated as a subscript to each metric value Ei, AEi, SEi, PEi
and APEi. Then, the mean of the errors (MoE) is defined by:

MoE := (E1 + . . . + EN)/N (26)

The median of the errors (MdoE) is defined by:

MdoE := median(E1, . . . , EN) (27)

The mean of the absolute errors (MoAE) is defined by:

MoAE := (AE1 + . . . + AEN)/N (28)

The median of the absolute errors (MdoAE) is defined by:

MdoAE := median(AE1, . . . , AEN) (29)

The mean of the squared errors (MoSE) is defined by:

MoSE := (SE1 + . . . + SEN)/N (30)

The median of the squared errors (MdoSE) is defined by:

MdoSE := median(SE1, . . . , SEN) (31)

The mean of the percentage errors (MoPE) is defined by:

MoPE := (PE1 + . . . + PEN)/N (32)
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The median of the percentage errors (MdoPE) is defined by:

MdoPE := median(PE1, . . . , PEN) (33)

The mean of the absolute percentage errors (MoAPE) is defined by:

MoAPE := (APE1 + . . . + APEN)/N (34)

The median of the absolute percentage errors (MdoAPE) is defined by:

MdoAPE := median(APE1, . . . , APEN) (35)

The means and the medians can substantially differ when outliers are observed; therefore, they are
both useful in the assessment of the forecasting performance. Another useful metric of the forecasting
performance, when assessing multiple experiments simultaneously, is the slope of the regression. Let i
also be stated as a subscript to each forecast ψi and its corresponding true value xn+1,i. The regression
coefficient a (or slope of the regression) is estimated to measure the dependence of ψ1, . . . , ψN on
xn+1,1, . . . , xn+1,N, when this dependence is expressed by the following linear regression model:

ψi = a xn+1,i + b (36)

In Table 4, we present the range of the values of the metrics and their values when the forecast
is perfect.

Table 4. Metrics of forecasting performance, their range and respective values when the forecast
is perfect.

Metric Equation Range Metric Values for Perfect Forecast

error (21) [−∞, ∞] 0
absolute error (22) [0, ∞] 0
squared error (23) [0, ∞] 0

percentage error (24) [−∞, ∞] 0
absolute percentage error (25) [0, ∞] 0

linear regression coefficient (36) [−∞, ∞] 1

A discussion on the appropriateness of the metrics to measure the performance of the forecasting
methods can be found in [57] (Chapter 2.5) and [63], while [64,65] extensively discuss metrics connected
to the regression coefficient. Here we preferred to use the metrics of Table 4, due to their simplicity.

2.2. Data

Here we present the data used in the present study. We used two large datasets. The first was
obtained from simulations from the models presented in Section 2.1.2. The second dataset is a set of
observed annual temperatures.

2.2.1. Simulated Time Series

We used 16 models from the family of ARFIMA models presented in Section 2.1.1. Each model
corresponds to a simulation experiment as presented in Table 5. Each simulation experiment includes
1000 simulated time series of size 101 from the models of Table 5.
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Table 5. Simulation experiments, their respective models and their defined parameters. See Section 2.1.1
for the definitions of the parameters.

Experiment Model Parameters

1 ARMA(1, 0) φ1 = 0.6
2 ARMA(1, 0) φ1 = −0.6
3 ARMA(2, 0) φ1 = 0.6, φ2 = 0.2
4 ARMA(2, 0) φ1 = −0.6, φ2 = 0.2
5 ARMA(0, 1) θ1 = 0.6
6 ARMA(0, 1) θ1 = −0.6
7 ARMA(0, 2) θ1 = 0.6, θ2 = 0.2
8 ARMA(0, 2) θ1 = −0.6, θ2 = −0.2
9 ARMA(1, 1) φ1 = 0.6, θ1 = 0.6
10 ARMA(1, 1) φ1 = −0.6, θ1 = −0.6
11 ARMA(2, 2) φ1 = 0.6, φ2 = 0.2, θ1 = 0.6, θ2 = 0.2
12 ARFIMA(0, 0.40, 0)
13 ARFIMA(1, 0.40, 0) φ1 = 0.6
14 ARFIMA(0, 0.40, 1) θ1 = 0.6
15 ARFIMA(1, 0.40, 1) φ1 = 0.6, θ1 = 0.6
16 ARFIMA(2, 0.40, 2) φ1 = 0.6, φ2 = 0.2, θ1 = 0.6, θ2 = 0.2

2.2.2. Temperature Dataset

The real-world dataset includes 135 mean annual instrumental temperature time series extracted
from the database of [48]. The database includes observed mean monthly temperatures. We extracted
stations, which included mean monthly temperatures for the period 1916–2016, i.e., 101 years of
observations. We discarded stations with missing data. We depict the 135 remaining stations in
Figure 2. The stations cover a considerable part of the Earth’s surface, therefore, they can represent
diverse behaviours observed in geophysical time series. The mean annual temperatures were obtained
by averaging per year the monthly values.
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3. Results

Here we present the results from the application of the methods to the data presented in Section 2.
We use two datasets including time series of size 101. The two datasets include simulated time series
and observed temperatures. The fitting is performed in the first 100 values of the time series, while
the methods are compared in forecasting the 101st value. The application of the methods to specific
datasets was presented in Section 2.1.8.

3.1. Simulations

We present the results from the application of the methods to the simulated time series. Each
simulation experiment lasts 30 h, while the computation time for all the methods excluding RF is some
minutes. In particular, we present the boxplots of the absolute errors and the errors. Furthermore, we
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present the medians of the absolute errors, medians of the squared errors and the regression coefficients.
The rf methods were optimized by minimizing the RMSE, therefore, the most representative figures of
their predictive performance are the ones presenting the squared errors. Given that the information
presented by the boxplots of the squared errors (available in the supplementary information) is
minimal, we mostly present here results related to the absolute errors of the forecasts. The two
approaches yield equivalent results, as shown in the present sections. Additionally, the primary aim of
the present study is the optimization of the predictive performance of the RF, therefore, the results of
the methods described in Section 2, should be assessed using various methods. Detailed results for all
the experiments can be found in the analysis.html file in Appendix A.

In Figure 3, we present a typical example in which we test the methods when applied to the
1000 time series simulated from the ARMA(1, 0) model with φ1 = 0.6. In this typical example, we
observe that all methods perform similarly with respect to the absolute and squared errors. The rf30
method is the best amongst the rf methods, while arfima has the best performance and naïve2 has
the worst performance. The arfima method is approximately 5% better than the best rf methods.
The naïve1 and theta methods perform similarly to the best rf methods. The simplest rf method, i.e.,
rf1, performs well. In fact, its performance is comparable to the best rf methods, i.e., rf20imp, rf25,
and rf30. Regarding the use of important variables, introduced with the rf20imp and the rf50imp
methods, their performance is similar to that of the rf20 and rf50 methods, respectively.

When looking at the regression coefficients, the pattern of the performance of the methods is clear.
The rf methods are better when using fewer predictor variables. The naïve1 method performs better
than all methods, followed by the theta and arfima methods.
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In Figures 4–6, we present the boxplots of the absolute errors for the cases of the ARMA and
ARFIMA models. It seems that in most cases, the rf methods with less predictor variables are better
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compared to the rf methods with many predictor variables according to the median of the absolute
errors. The range of the absolute errors seems to get wider when using more predictor variables,
as well as the number and the magnitude of outliers. The differences between all cases of the rf are
small. The arfima method is the best, as expected, while the naïve and theta methods have varying
predictive performance.
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from each ARFIMA model used in the present study.

The distribution of the forecasts errors is also of interest. In Figures 7–9, we present the boxplots
of the errors for the ARMA and ARFIMA cases. All the methods are unbiased, in the sense that



Algorithms 2017, 10, 114 14 of 25

the median forecast error is approximately equal to 0, while most boxplots are symmetric around 0.
The dispersion of the errors presented in Figures 7–9 has already been quantified by the boxplots of
the absolute errors in Figures 4–6.
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Given the vast amount of experiments and results, as well as the small differences between
the performances of the various rf methods, we summarize the results using the rankings of the
methods in each experiment, e.g., in Figure 10, we present the rankings of all methods in the simulation
experiments with respect to the mean and median of the absolute errors. Due to the small differences
between all the rf methods, a heatmap presenting the computed values for the mean and median of
the absolute errors (and not their rankings) would be almost monochrome and, thus, not appropriate
for the purpose of the present study.
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blue colours.

Regarding the means of the absolute errors, the arfima method exhibits the best performance in
all cases. In most cases of the ARMA simulation experiments (experiments numbered from one to 11),
we observe that the rf methods are better than the rest methods. We observe a pattern in which the
performance of the rf methods decreases when the number of predictor variables increases. The rf20imp
method is generally better than the rf20 method, while the rf50imp method is worse than the rf50
method. The naïve and theta methods perform similarly. In the case of the ARFIMA simulations,
the results are similar regarding the performance of the arfima methods and the intercomparison
between the rf methods. However, in this case, the naïve1 and theta methods perform better than the
rf methods.

When looking at the medians of the absolute errors, the arfima method has the best performance.
In contrast to the cases of the means of the absolute errors, the pattern of the decreasing performance
of the rf methods, when increasing the number of predictor variables is less uniform. Nevertheless,
the overall pattern suggests that the performance of the rf decreases with the increase of the number of
predictor variables. Importantly, Figure 10 highlights the competence of the rf methods in time series
forecasting of small time series. In fact, rf exhibit better performance in comparison to all the methods
but the arfima benchmark. This is definitely worth consideration.
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Moreover, in Figure 11, we present the ranking of the methods with respect to the mean and
median of the squared errors. The pattern is similar to that of Figure 10. Indeed the increase in the
number of predictor variables decreases the performance of the RF algorithm.
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In Figure 12, we present the ranking of the methods with respect to the regression coefficient.
In general, the arfima methods are the best performing, while naïve2 is the worst method. We observe
a pattern regarding the ARMA-simulated time series in which the naïve1 and theta methods are the
best performing in the simulated experiments 1, 3, 5, 7, 9, and 11. In these experiments, the parameter
values of the ARMA models are positive. In contrast, the simulation experiments 2, 4, 6, 8, and 10
correspond to ARMA models with at least one negative parameter.
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Regarding the rf methods, they are almost uniformly better when using fewer predictor variables.
Furthermore, the methods using important variables are better, compared to the respective methods,
in which the full number of predictor variables is used.
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3.2. Temperature Analysis

Regarding the application of the methods to the temperature dataset, we present the full results
in the temperature_analysis.html file in Appendix A. Here we present some results necessary for
the following discussion. In more detail, in Figure 13, we present the boxplots of the forecasts and
their comparison to the test values. In terms of this specific comparison, naïve1 exhibits the best
performance, since the median and range of its forecasts closely resemble the corresponding test values.
The naïve2 method is the worst. The other methods are similar.
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To highlight possible differences between the rf methods, we further present some comparisons
based on the metric values. In Figure 14, we present the boxplots of the error, absolute error, squared
error, and absolute percentage error values. The errors are mostly negative. Additionally, the respective
distributions of the rf methods are closer to each other than to the respective distributions of naïve1,
naïve2, and theta, while the distribution of the errors of the arfima method is rather closer to those of
the rf methods. The same applies to the distributions of the other metrics. The far outliers produced
in terms of absolute percentage error by almost all the methods can be explained by the presence of
temperature values, which are close to zero.
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Moreover, Figure 15 focuses on the average-case performance of the methods with respect to all
the computed metrics (presented in Section 2.1.9). A comparison with respect to this performance can
ease the ranking of the methods. With regards to this particular ranking, the naïve1 and theta methods
are clearly the best, while the naïve2 method is clearly the worst. The arfima method exhibits worse
performance than naïve1 and theta, but better than the naïve2 method.
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Regarding the rf methods, the best performance is exhibited by the rf10 method in terms of the
median of errors, median of absolute error, and median of squared errors. On the contrary, with
respect to the median of percentage errors and the median of absolute percentage errors the best rf
method is rf20imp. In general, the performance of the rf05, rf10, rf15, rf20, rf20imp methods are close
in terms of the median values of the metrics. The same applies to the performance of all the remaining
rf methods, which nevertheless are worse. The arfima method has a similar performance with the
worst rf methods.

In Figure 16, we present the regression coefficients between the forecasted and the test values.
Here the differences between the methods are negligible. The best method is theta, followed by the rf05
and arfima methods. Moreover, the regression coefficient increases with the increase of the number of
predictor variables. Additionally, using the important variables results in better results, e.g., rf20imp is
better than rf20.Algorithms 2017, 10, 114  21 of 26 
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4. Discussion

Most of the studies focusing on time series forecasting aim at proposing a forecasting method
based on its performance (compared to other methods, usually a few), when applied within a small
number of case studies (e.g., [8,14,26,28,30]). Recognizing this specific fact and aiming at providing
a tangible contribution in time series forecasting using RF, we have conducted an extensive set of
computational experiments. These experiments were designed to create an empirical background on
the effect of the variable selection on the forecasting performance, when implementing RF in one-step
forecasting of short time series. We have examined two large datasets, a dataset composed of simulated
time series and a temperature dataset. The latter is used complementary to the former for more
concise findings.

The provided outcome is clear for the selected procedure of parameter tuning and for both the
datasets examined and, thus, we would like to suggest its consideration in future applications. RF have
performed better mostly when using a few recently lagged predictor variables. This outcome could be
explained by the fact that increasing the number of lagged variables inevitably leads to reducing the
length of the training set and concomitantly to reducing the information exploited from the original
time series during the model fitting phase. On the contrary using many predictor variables in other
types of regression problems does not seriously impact the predictive performance of RF [34] (p. 489).

In general, the results suggest that the RF algorithm performs well in one-step ahead forecasting
of short time series. Nevertheless, other forecasting algorithms may exhibit better performance in
some cases. This does not apply to every experiment conducted, neither does it imply that RF should
not be used in one-step ahead time series forecasting in favour of these other algorithms as shown
in [24–26,30]. In fact, in [12] the interested reader can find a small-scale comparison on 50 geophysical
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time series, which illustrates the fact that an algorithm can perform better or worse depending on the
time series examined.

Furthermore, we focused on the RF algorithm and tried to improve its performance, under the
condition that this algorithm was found to be competent. Therefore, there is a question of whether
the condition that the random forests algorithm is competent is true, which will be answered in the
following. The differences between the forecasting methods are mostly small and the performance of
the RF algorithm is always comparable with the performance of other algorithms (this is the reason we
used the ranking of the methods in the heatmaps and not the values of the metrics). The RF algorithm
was found to be competent in the experiments using the simulated dataset, being worse than the arfima
algorithm (a good benchmark for the case of the simulated time series) only, but in general better
compared to the other methods (naïve1, naïve2, and theta methods). The RF algorithm was found to
be competent in the experiment using the temperature dataset, being better than the arfima and naïve2
methods and worse than naïve1 and theta. We also found that the suboptimal RF (i.e., the ones that use
many predictor variables) were mostly worse than the other methods, while the optimized RF were
competent, thus highlighting the role of the variable selection in improving the performance of the RF.

Based on this fact, we would like to propose the use of a variety of algorithms in each forecasting
application. Furthermore, since we believe that all the methodological choices (e.g., the variable
selection in forecasting using machine learning) should be based on theory, or at least on evidence
(which can be provided by extensive studies, like the present), rather than be made at will, we suggest
that the performance of all the algorithms to be used in a specific application should have been
previously optimized.

In addition to the main contribution of the present study, some other noteworthy findings have
been derived through the analyses as well. These findings are summarized subsequently and highlight
the merits of the adopted methodological framework. In general, we observe rather small differences
between the various RF methods which, however, might be essential to some applications. Importantly,
we observe that simple methods can perform extremely well with respect to the rest in specific
autocorrelation schemes, as also concluded in other large comparisons (e.g., [37]) or reported by
evidence in smaller studies (e.g., [12]). Particularly for the experiment conducted on real-world time
series, we observe that the minimum absolute error in forecasting next year’s temperature using RF
was approximately equal to 0.6 ◦C. This outcome is definitely important for geosciences, suggesting
that temperature is a process difficult to forecast.

Moreover, the present study is one of the first applying benchmarking to assess the forecasting
performance of random forests in time series forecasting and, therefore, a discussion about its
effectiveness is meaningful. The achievement of a long-term optimal performance of a specific machine
learning algorithm requires a firm strategy, which could result through studies like the present.
Benchmarking was proven useful in highlighting the small magnitude of the differences between the
various RF methods, while providing an upper and a lower bound in the performance of the latter,
thus enabling one of the main conclusions, i.e., that RF is competent in one-step ahead forecasting
of small time series. Therefore, we acknowledge the benefits of the benchmarking implementation
within large-scale comparisons for creating a more faithful image of the goodness of performance
characterizing the forecasting algorithms that can hardly be examined analytically, e.g., other machine
learning algorithms.

Finally, reproducibility was a key consideration of this paper. The codes are available in the
supplementary information, while the reader is encouraged to use them either for verification purposes,
or for future research activities.

5. Conclusions

Random forests are amongst the most popular machine learning algorithms. The improvement of
their performance in one-step forecasting of short time series was certainly worth attempting, since
they have also proven to be a competent forecasting algorithm. These performance improvements and
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competencies are suggested by an extensive set of experiments, which use large datasets in conjunction
with performance benchmarking. The results of these experiments clearly indicate that using a few
recent variables as predictors during the fitting process leads to higher predictive accuracy for the
random forest algorithm used in this study.

Of course, there are limitations in our study. In particular, the results were obtained using short
time series, while there may be better procedures to find the optimal sets of parameters. However, this
is the largest experiment conducted with the aforementioned aim. We hope that this outcome will be
of use in future applications.

Supplementary Materials: The supplementary material is available online at www.mdpi.com/1999-4893/10/4/
114/s1.
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Appendix A

The supplementary materials found as a zip file at http://dx.doi.org/10.17632/nr3z96jmbm.1
include all codes and data used in the manuscript. There is a readme file with detailed instructions on
how to run each code and save the results. Two .html files, including the results and visualizations
presented here, as well as more results which could not be included here for reasons of brevity,
but enhance our finding,s can also be found in the supplementary material.

The analyses and visualizations were performed in R Programming Language [52] by using
the contributed R packages caret [50,51], forecast [55,56], fracdiff [54], gdata [66], ggplot2 [67],
randomForest [60], readr [68], reshape2 [69], and rminer [61,62].
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