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Abstract: This article extends the scheduling problem with dedicated processors, unit-time tasks, and
minimizing maximal lateness Lmax for integer due dates to the scheduling problem, where along with
precedence constraints given on the set V = {v1, v2, . . . , vn} of the multiprocessor tasks, a subset of
tasks must be processed simultaneously. Contrary to a classical shop-scheduling problem, several
processors must fulfill a multiprocessor task. Furthermore, two types of the precedence constraints
may be given on the task set V. We prove that the extended scheduling problem with integer release
times ri ≥ 0 of the jobs V to minimize schedule length Cmax may be solved as an optimal mixed graph
coloring problem that consists of the assignment of a minimal number of colors (positive integers)
{1, 2, . . . , t} to the vertices {v1, v2, . . . , vn} = V of the mixed graph G = (V, A, E) such that, if two
vertices vp and vq are joined by the edge [vp, vq] ∈ E, their colors have to be different. Further, if two
vertices vi and vj are joined by the arc (vi, vj) ∈ A, the color of vertex vi has to be no greater than the
color of vertex vj. We prove two theorems, which imply that most analytical results proved so far for
optimal colorings of the mixed graphs G = (V, A, E), have analogous results, which are valid for the
extended scheduling problems to minimize the schedule length or maximal lateness, and vice versa.

Keywords: unit-time schedule; multiprocessor task; makespan; lateness; mixed graph coloring

1. Introduction

The world of manufacturing includes the following two main groups: custom manu-
facturing and mass production. In custom manufacturing, the quantity of the produced
items may be small. Such production is highly flexible to enable a customization to the
specific needs of the clients. Consequently, humans mostly perform custom manufacturing.
Conversely, high automation characterizes scenarios of mass production, which consists
of a fixed order of operations, uniform (equal) operation durations, a lack of the process
flexibility, and an absorption of costs derived from the defective production units [1].

In our article, we focus on the above mass production, which presupposes the schedul-
ing problems with unit processing times of the jobs to minimize either makespan Cmax (the
schedule length) or maximal lateness Lmax. Scheduling models with equal (unit) processing
times of the jobs are an approximation for coping with the mass-industrial productions
and manufactures of similar items, particularly for job-shop manufacturing that allows a
manager to personalize an individual item [2].

Unit-time shop-scheduling problems to minimize the makespan are equivalent to an
optimal graph coloring problem that consists of assigning a minimal number of colors to
the vertices of a graph such that no two adjacent vertices have the same color.

If a unit-time, shop-scheduling problem requires both precedence and incompatibility
constraints; a mixed graph coloring [3] allows modeling such a shop-scheduling problem.
Since publishing article [3], many studies on the unit-time shop-scheduling problems with
minimizing the makespan are based on mixed graph colorings.

Algorithms 2021, 14, 246. https://doi.org/10.3390/a14080246 https://www.mdpi.com/journal/algorithms

https://www.mdpi.com/journal/algorithms
https://www.mdpi.com
https://orcid.org/0000-0002-9971-6169
https://doi.org/10.3390/a14080246
https://doi.org/10.3390/a14080246
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.3390/a14080246
https://www.mdpi.com/journal/algorithms
https://www.mdpi.com/article/10.3390/a14080246?type=check_update&version=2


Algorithms 2021, 14, 246 2 of 20

Let G = (V, A, E) denote a mixed graph with the set V = {v1, v2, . . . , vn} 6= ∅ of
the vertices placed at the first position in parenthesis, the set A of the arcs at the second
position, and the set E of the edges at the third position. The arc (vi, vj) ∈ A is an ordered
pair of vertices vi and vj, while the edge [vp, vq] ∈ E is an unordered pair of vertices vp
and vq. If the equality A = ∅ holds, one has a graph G = (V,∅, E). If the equality E = ∅
holds, one has a digraph G = (V, A,∅). A mixed graph G = (V, A, E) under consideration
contains no multiple arcs, no multiple edges, and no loops.

Article [3] introduces an optimal mixed graph coloring problem as follows.

Definition 1 ([3]). An integer-valued function c : V → {1, 2, . . . , t} is called a coloring c(G)
of the mixed graph G = (V, A, E) if the non-strict inequality c(vi) ≤ c(vj) holds for each arc
(vi, vj) ∈ A and the relation c(vp) 6= c(vq) holds for each edge [vp, vq] ∈ E. A mixed graph
coloring c(G) is optimal if it uses a minimal number χ(G) of different colors c(vi) ∈ {1, 2, . . . , t};
such a minimal number χ(G) of the used colors being called a chromatic number of the mixed graph
G = (V, A, E).

If the equality A = ∅ holds, the coloring c(G) is a usual coloring of the vertices of the
graph G = (V,∅, E). Contrary to coloring of the vertices of the graph G = (V,∅, E) that
exists for any graph G = (V,∅, E), a mixed graph G = (V, A, E) may be un-colorable; see
the following criterion proved in [3].

Theorem 1 ([3]). A coloring c(G) of the mixed graph G = (V, A, E) exists if and only if the
digraph (V, A,∅) has no circuit containing adjacent vertices in the graph (V,∅, E).

The mixed graph G = (V, A, E) is colorable if there exists a coloring c(G) of the mixed
graph G = (V, A, E); otherwise, the mixed graph G = (V, A, E) is un-colorable.

In articles [4,5], it is shown that a job-shop scheduling problem with unit processing
times of the operations and the minimization of the makespan may be represented as an
optimal coloring c(G) of the specified mixed graph G = (V, A, E).

Finding an optimal coloring c(G) of the mixed graph G = (V, A, E) is an NP-hard
problem even if the equality A = ∅ holds [6].

In article [7], it is shown that any job-shop scheduling problem with unit processing
times of the operations to minimize the total completion time ∑ Ci may be represented as a
mixed graph coloring with the minimization of the sum of colors of path-endpoints in the
mixed graph G = (V, A, E); see [8,9]. Hereafter, Ci denotes a completion time of the job Ji.
The unit-time scheduling problem with the minimization of the makespan is NP-hard even
for three dedicated machines [10]. The unit-time job-shop scheduling problem with the
minimization of the total completion time ∑ Ci is also NP-hard [11].

Articles [12–15] investigate the complexity of the job-shop scheduling problem with
a fixed number of jobs and a fixed number of machines, provided that a job may be
processed several times by the same machine. Articles [13,16] investigate the com-
plexity of the job-shop scheduling problems with any fixed regular objective function.
Articles [17–23] study different types of connections between mixed graph colorings and
unit-time shop-scheduling problems. Article [24] is a survey on the mixed graph coloring
problems and the equivalent unit-time shop-scheduling problems.

In this article, we show that any optimal coloring c(G) of the mixed graph G =
(V, A, E) is equivalent to finding an optimal schedule for the corresponding partially
ordered multiprocessor tasks with unit processing times and the minimization of maximal
lateness Lmax. Contrary to a classical shop-scheduling problem, several dedicated machines
must process a multiprocessor task. Along with two types of the precedence constraints
given on the set V = {v1, v2, . . . , vn} of the multiprocessor tasks, it is necessary to process
a specified subset of the tasks simultaneously.

The equivalence of the considered scheduling problems and the corresponding mixed
graph coloring problems implies that most analytical results and algorithms developed for
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a wide class of the shop-scheduling problems generate analogous results and algorithms
for optimal mixed graph colorings c(G), and vice versa.

In what follows, we use the terminology from books [25,26] for graph theory and that
from books [27,28] for scheduling theory.

2. Closed Results Published on the Mixed Graph Coloring Problems and the
Equivalent Unit-Time Shop-Scheduling Problems to Minimize the Makespan

To classify different scheduling problems, one can use a three-field notation α|β|γ
introduced in [29], where field α specifies a processing system along with a machine
number, field β job characteristics, and field γ an objective function [28].

2.1. A Unit-Time Minimum-Length Job-Shop Scheduling Problem

We first consider the following job-shop scheduling problem J|ti = 1|Cmax with
unit processing times of the given operations and the objective criterion Cmax to mini-
mize the makespan. In the job-shop scheduling problem J|ti = 1|Cmax , a set of the jobs
J =

{
J1, J2, . . . , J|J|

}
must be optimally processed on the different (dedicated) machines

M =
{

M1, M2, . . . , M|M|
}

. A job Jk ∈ J consists of the set V(k) =

{
vk1 , vk2 , . . . , vk

|V(k) |

}
of

the linearly ordered operations: (vk1 , vk2 , . . . , vk
|V(k) |

). A specified machine from the set M

is required to process (without preemptions) the operation vi from the set V = ∪|J|k=1V(k).
The processing time ti of each operation vi in the set V is equal to 1.

Let the set Vi =
{

vi1 , vi2 , . . . , vi|Vi
|

}
⊆ V denote a set of all operations processed by

machine Mi ∈ M. Any pair of the operations processed by the same machine cannot be
processed simultaneously in any feasible schedule.

In order to solve the job-shop scheduling problem J|ti = 1|Cmax , it is necessary to
find a non-preemptive schedule (each operation must be processed without preemptions),
whose length Cmax = max

{
C1, C2, . . . , C|J|

}
(the makespan) is minimum among lengths

of all feasible schedules, where the completion time Ck of the job Jk ∈ J is equal to the
completion time ck

|V(k) |
of the last operation vk

|V(k) |
of the job Jk ∈ J.

In articles [4,5,8,9], it is shown that the job-shop scheduling problem J|ti = 1|Cmax
may be represented as an optimal coloring c(G) of the specified mixed graph G =
(V, A, E). Based on Definition 1, one can represent every job Jk ∈ J as a union of the path
(vk1 , vk2 , . . . , vkrk

) in the directed subgraph (V, A,∅) of the mixed graph G = (V, A, E)
and the chain (vk1 , vk2 , . . . , vkrk

) in the subgraph (V,∅, E). As a result, we determine

the vertex set V = ∪|J|k=1V(k) of the mixed graph G = (V, A, E), the set of the arcs

A = ∪|J|k=1

{
(vk1 , vk2), (vk2 , vk3), . . . , (vkrk−1, vkrk

)
}

, and the subset E∗ of the edge set E,
which are defined based on the following implications:

(vp, vq) ∈ A⇒ [vp, vq] ∈ E∗ (1)

Due to Definition 1, the remaining subset E\E∗ of the edges in the subgraph (V,∅, E\E∗)
of the mixed graph G = (V, A, E) is determined by |M| cliques

{
vi1 , vi2 , . . . , vi|Vi

|

}
, where

the set Vi =
{

vi1 , vi2 , . . . , vi|Vi |

}
consists of all operations processed by machine Mi ∈ M.

Due to this, any pair of operations from the set Vi ⊆ V cannot be processed simultaneously.
It is clear that the constructed mixed graph G = (V, A, E) determines the complete input
date for the job-shop scheduling problem J|ti = 1|Cmax ; see articles [4,5] for details. Thus,
one can call such a scheduling problem as a job-shop scheduling problem J|ti = 1|Cmax on
the mixed graph G = (V, A, E).

Article [4] shows that if the mixed graph G = (V, A, E) determines the input date
for the job-shop scheduling problem J|ti = 1|Cmax , then this mixed graph G = (V, A, E)
must possess the following mandatory properties.
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Property 1. The following partition: (V, A,∅) = (V(1), A(1),∅)∪(V(2), A(2),∅)∪ . . .
∪(V(r), A(r),∅) holds, where each directed subgraph (V(k), A(k),∅) of the mixed graph
G = (V, A, E) is a path (vk1 , vk2 , . . . , vkrk

) for each index k ∈ {1, 2, . . . , r}.

Property 2. Edge [vi, vj] belongs to the set E∗ if and only if the implication (1) holds.

Property 3. The following partition: (V,∅, E\E∗) = (V1,∅, E1)∪(V2,∅, E2)∪ . . . ∪(Vm,∅, Em)
holds, where each subgraph (Vk,∅, Ek) of the mixed graph G = (V, A, E) is a complete
graph for each index k ∈ {1, 2, . . . , m}.

Article [4] contains the proof of the following theorem.

Theorem 2 ([4]). Any job-shop scheduling problem J|ti = 1|Cmax on mixed graph G = (V, A, E)
is equivalent to optimal coloring c(G) of the mixed graph G = (V, A, E). Conversely, any optimal
coloring c(G) of mixed graph G = (V, A, E) possessing properties 1–3 is equivalent to a job-shop
scheduling problem J|ti = 1|Cmax on the mixed graph G = (V, A, E)

To illustrate Theorem 2, we consider the following Example 1 of the job-shop schedul-
ing problem J|ti = 1|Cmax with four jobs and five machines; see Figure 1.
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Figure 1. Mixed graph G = (V, A, E) determining the input date for Example 1 of the job-shop scheduling problem
J|ti = 1|Cmax , optimal mixed graph coloring c(G) being equivalent to Example 1.

Example 1. The machine set {M1, M2, . . . , M5} = M have to process the job set {J1, J2, J3, J4} =
J, where the job J1 ∈ J includes the set V(1) = {v1, v2, v3} of the linearly ordered operations:
(v1, v2, v3). The job J1 ∈ J is represented by a union of the path (v1, v2, v3) in the digraph
(V, A,∅) and the chain (v1, v2, v3) in the graph (V,∅, E). The job J2 ∈ J includes the
set V(2) = {v4, v5, v6, v7, v8} of the linearly ordered operations: (v4, v5, v6, v7, v8). The job
J2 ∈ J is represented by a union of the path (v4, v5, v6, v7, v8) in the digraph (V, A,∅)
and the chain (v4, v5, v6, v7, v8) in the graph (V,∅, E). The job J3 ∈ J includes the set
V(3) = {v9, v10, v11, v12} of the linearly ordered operations: (v9, v10, v11, v12). The job J3 ∈ J
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is represented by a union of the path (v9, v10, v11, v12) in the digraph (V, A,∅) and the chain
(v9, v10, v11, v12) in the graph (V,∅, E). The job J4 ∈ J includes the set V(4) = (v13, v14, v15)
of the linearly ordered operations: (v13, v14, v15). The job J4 ∈ J is represented by a union
of the path (v13, v14, v15) in the digraph (V, A,∅) and the chain (v13, v14, v15) in the graph
(V,∅, E). The set V1 = {v1, v4} is a set of operations processed by machine M1.

In Figure 1, the forbiddance to process the operations from the set V1 simultaneously
is determined by the clique {v1, v4} in the graph (V,∅, E). Machine M2 processes the
operations V2 = {v2, v5, v10}. The forbiddance to process a pair of operations from the set
V2 simultaneously is determined by the clique {v2, v5, v10}. Machine M3 processes the
operations V3 = {v3, v7, v12, v13}. The forbiddance to process operations from the set V2
simultaneously is determined by the clique {v3, v7, v12, v13}. Machine M4 processes the
operations V3 = {v9, v11, v15}. The forbiddance to process a pair of operations from the set
V2 simultaneously is determined by the clique {v9, v11, v15}. Machine M5 processes the
operations V5 = {v6, v8, v14}. The forbiddance to process a pair of operations from the set
V2 simultaneously is determined by the clique {v6, v8, v14}.

In Figure 1, a specified color is used to indicate all operations Vi =
{

vi1 , vi2 , . . . , vi|Vi
|

}
⊆

V processed by the same machine Mi ∈ M.
Note that the mixed graph G = (V, A, E) depicted in Figure 1 possesses properties

1–3. An optimal coloring c(G) of this mixed graph G = (V, A, E) is determined as follows:
c(v1) = 2, c(v2) = 4, c(v3) = 6, c(v4) = 1, c(v5) = 2, c(v6) = 3, c(v7) = 4, c(v8) = 5,
c(v9) = 1, c(v10) = 3, c(v11) = 4, c(v12) = 5, c(v13) = 1, c(v14) = 2, c(v15) = 3.
Due to Theorem 2, this coloring c(G) of the mixed graph G = (V, A, E) determines an
optimal schedule for the job-shop scheduling problem J|ti = 1|Cmax on the mixed graph
G = (V, A, E) depicted in Figure 1. Thus, the equalities χ(G) = 6 = Cmax hold.

2.2. A General Shop Unit-Time Scheduling Problem to Minimize the Makespan

The general shop scheduling problem G|ti = 1|Cmax is a generalization of the job-
shop scheduling problem J|ti = 1|Cmax considered in Section 2.1. In the former problem
G|ti = 1|Cmax , along with the linear orders given on the sets V(k), Jk ∈ J, there are also
given the precedence constraints between operations belonging to different jobs in the set
J. We next consider two types of the precedence constraints provided that the problem
G|ti = 1|Cmax be modeled as a coloring c(G) of the mixed graph G = (V, A, E).

If the completion time ckp of the operation vkp of the job Jk ∈ J has to precede the
start time slq of the operation vlq of the job Jl ∈ J, where k 6= l, then the mixed graph
G = (V, A, E) must contain both arc (vkp , vlq) ∈ A and edge [vkp , vlq ] ∈ E. In what follows,
we denote this type of the precedence constraints as: vkp → vlq . Hence, if the precedence
constraint vp → vq holds for the general shop scheduling problem G|ti = 1|Cmax , then
the implication (1) must hold for the arc (vp, vq) ∈ A , i.e., (vp, vq) ∈ A⇒ [vp, vq] ∈ E∗ ,
where E∗ ⊆ E.

If the start time skp of the operation vkp of the job Jk ∈ J has to precede the start time slq
of the operation vlq of the job Jl ∈ J, where k 6= l, then the mixed graph G = (V, A, E) must
contain only arc (vkp , vlq) ∈ A as an addition. In what follows, we denote this type of the
precedence constraints as: vkp 7→ vlq . Hence, if the precedence constraint vp 7→ vq holds
for the general shop scheduling problem G|ti = 1|Cmax , then the implication (1) does not
hold for the arc (vp, vq) ∈ A .

Article [23] contains the proof of Theorem 3 on the connection between the mixed
graph coloring problem and the general shop scheduling problem G|ti = 1|Cmax .

Theorem 3 ([23]). Any general shop scheduling problem G|ti = 1|Cmax on the mixed graph
G = (V, A, E) is represented as an optimal coloring c(G) of the mixed graph G = (V, A, E).

Note that the inverse claim to Theorem 3 is not correct, i.e., there exists a problem
of optimal coloring of the mixed graph, which cannot be represented as a general shop
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scheduling problem G|ti = 1|Cmax . We next consider Example 2 of the general shop
scheduling problem G|ti = 1|Cmax on the mixed graph G∗ = (V, A∗, E∗), which defers
from the mixed graph G = (V, A, E) depicted in Figure 1 by three arcs and one edge.

Example 2. The general shop scheduling problem G|ti = 1|Cmax on the mixed graph
G∗ = (V, A∗, E∗) is the same as Example 1 of the problem J|ti = 1|Cmax with only excep-
tion that there are precedence constraints between operations belonging to different jobs
Jk from the set J. These additional precedence constraints are given as follows: v7 7→ v1 ;
v12 7→ v5 ; and v14 → v9. Thus, for the mixed graph G∗ = (V, A∗, E∗), the following
equalities hold: A∗ = A∪{(v7, v1 ), (v12, v5), (v14, v9)}; E∗ = E∪{[v9, v14]}.

An optimal schedule for Example 2 is determined by the following optimal coloring
c(G∗) of the mixed graph G∗ = (V, A∗, E∗): c(v1) = 8, c(v2) = 9, c(v3) = 10, c(v4) = 1,
c(v5) = 6, c(v6) = 7, c(v7) = 8, c(v8) = 9, c(v9) = 3, c(v10) = 4, c(v11) = 5, c(v12) = 6,
c(v13) = 1, c(v14) = 2, c(v15) = 4. This coloring c(G∗) is optimal; χ(G∗) = 10. The optimal-
ity of the schedule determined by the coloring c(G∗) follows from the fact that the mixed
graph G∗ = (V, A∗, E∗) includes the path (v13, v14, v9, v10, v11, v12, v5, v6, v7, v1, v2, v3),
whose length is equal to 10. Thus, the inequality χ(G∗) ≥ 10 must hold.

2.3. Scheduling Multiprocessor Tasks with Unit Durations

Contrary to the above classical problems J|ti = 1|Cmax and G|ti = 1|Cmax , where a
single machine (processor) fulfills an operation, in the processing system with multiproces-
sor tasks [28], a task (operation) requires either one machine or several machines during
the fulfillment of the multiprocessor task (MPT for short). As usual, two tasks requiring at
least one common machine cannot be processed simultaneously.

Chapter 10 of the book [28] (pp. 264–283) presents the complexity results for the
general shop minimum-length scheduling problem GMPT|ti = 1|Cmax with multipro-
cessor tasks. To solve the scheduling problem GMPT|ti = 1|Cmax means to construct an
optimal schedule for processing the partially ordered multiprocessor tasks (operations)
V = {v1, v2, . . . , vn} by the machines M =

{
M1, M2, . . . , M|M|

}
.

There has been increasing interest in multiprocessor scheduling, i.e., in scheduling
models, where tasks require several processors simultaneously. Many scheduling prob-
lems fit in this model and a large amount of research has been carried on theoretical
multiprocessor scheduling. Due to a wide practical importance scheduling problems with
multiprocessor tasks have attracted considerable attention from researchers; see [30–41].
The main part of article [34] is a presentation of the results in multiprocessor tasks schedul-
ing both for parallel and for dedicated processors. The problems GMPT|ti = 1|γ . with
unit processing times have been considered in articles [30–34].

The general shop scheduling problem G|ti = 1|Cmax is a special case of the scheduling
problem GMPT|ti = 1|Cmax . Article [23] studies more general shop problem
GcMPT|ti = 1|Cmax including the problem GMPT|ti = 1|Cmax as a special case.

Let two types of the precedence constraints vkp → vlq and vkp 7→ vlq be given in
the problem GcMPT|ti = 1|Cmax . Furthermore, it is required that a subset V(k) ={

vk1 , vk2 , . . . , vk|V(k)|

}
of the tasks V = {v1, v2, . . . , vn} ⊇ V(k) must be processed simul-

taneously. In order to present the latter requirement, a circuit (vk1 , vk2 , . . . , vk|V(k)| , vk1) is
included to the directed subgraph (V, A,∅) of the mixed graph G = (V, A, E), where the fol-
lowing relations hold: A′c =

{
(vk1 , vk2), (vk2 , vk3), . . . , (vk|V(k)|−1, vk|V(k)|), (vk|V(k)| , vk1)

}
⊆ A.

Let the input data of the general shop problem GcMPT|ti = 1|Cmax include w sub-
sets V(1), V(2), . . . , V(w) of the set V = {v1, v2, . . . , vn} such that all tasks in the set
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{
vk1 , vk2 , . . . , vk|V(k)|

}
= V(k) ⊆ V, must be processed simultaneously in any feasible sched-

ule. We obtain the following Ac subset of the set A of arcs:

Ac =
w
∪

k=1

{
(vk1 , vk2), (vk2 , vk3), . . . , (vk|V(k)|−1, vk|V(k)|), (vk|V(k)| , vk1)

}
⊆ A (2)

Every example of the general shop scheduling problem GcMPT|ti = 1|Cmax uniquely
determines a mixed graph G = (V, A, E) with Ac ⊆ A, which presents the input data
for this example. Thus, to determine an example of the general shop scheduling problem
GcMPT|ti = 1|Cmax , it is sufficient to determine the mixed graph G = (V, A, E) for this
example. Such an example is called a problem GcMPT|ti = 1|Cmax on the mixed graph
G = (V, A, E). Article [23] contains the proofs of the following two theorems.

Theorem 4 ([23]). A feasible schedule for the general shop scheduling problem GcMPT|ti = 1|Cmax
on the mixed graph G = (V, A, E) exits if and only if the digraph (V, A,∅) has no circuit con-
taining adjacent vertices in the graph (V,∅, E).

Theorem 5 ([23]). Any solvable general shop scheduling problem GcMPT|ti = 1|Cmax on the
mixed graph G = (V, A, E) is equivalent to finding an optimal coloring c(G) of the mixed graph
G = (V, A, E). Conversely, for any colorable mixed graph G = (V, A, E), there exists a general
shop scheduling problem GcMPT|ti = 1|Cmax on the mixed graph G = (V, A, E), which is
equivalent to finding an optimal coloring c(G) of the mixed graph G = (V, A, E).

To illustrate Theorems 4 and 5, we consider Example 3 of the problem GcMPT|ti = 1|Cmax
on the mixed graph G = (V, A, E) presented in Figure 2. The job J1 ∈ J includes the set
V(1) = {v1, v2, v3} of the linearly ordered operations: (v1, v2, v3). In Figure 2, the job J1 ∈ J
is presented by a union of the path (v1, v2, v3) in the digraph (V, A,∅) and the chain
(v1, v2, v3) in the graph (V,∅, E). The job J2 ∈ J includes the set V(2) = {v4, v5, v6} of the
linearly ordered operations: (v4, v5, v6). The job J2 ∈ J is presented by a union of the path
(v4, v5, v6) in the digraph (V, A,∅) and the chain (v4, v5, v6) in the graph (V,∅, E). The job
J3 ∈ J includes the set V(3) = {v7, v8, v9} of the linearly ordered operations: (v7, v8, v9). The
job J3 ∈ J is presented by a union of the path (v7, v8, v9) in the digraph (V, A,∅) and the
chain (v7, v8, v9) in the graph (V,∅, E). The job J4 ∈ J includes the set V(4) = {v10, v11, v12}
of the linearly ordered operations: (v10, v11, v12). The job J4 ∈ J is presented by a union
of the path (v10, v11, v12) in the digraph (V, A,∅) and the chain (v10, v11, v12) in the graph
(V,∅, E).

Machine M1 processes the operations V1 = {v1, v4}. In Figure 2, the forbiddance to
process the operations from the set V1 simultaneously is determined by the edge [v1, v4] in
the graph (V,∅, E). Machine M2 processes the operations V2 = {v2, v5}. The forbiddance
to process the operations from the set V2 simultaneously is determined by the edge [v2, v5].
Machine M3 processes the operations V3 = {v2, v4}. The forbiddance to process any pair
of operations from the set V3 simultaneously is determined by the edge [v2, v4]. Machine
M4 processes the operations V4 = {v5, v8, v10}. The forbiddance to process any pair of
operations from the set V4 simultaneously is determined by the clique {v5, v8, v10} in the
graph (V,∅, E). Machine M5 processes the operations V5 = {v6, v9, v11}. The forbiddance
to process any pair of operations from the set V5 simultaneously is determined by the
clique {v6, v9, v11}. Machine M6 processes the operations V6 = {v7, v9}. The forbiddance to
process the operations from the set V6 simultaneously is determined by the edge [v7, v9].
Machine M7 processes the operations V7 = {v2, v8}. The forbiddance to process the op-
erations from the set V7 simultaneously is determined by the edge [v2, v8]. Machine M8
processes the operations V8 = {v9, v10}. The forbiddance to process the operations from
the set V8 simultaneously is determined by the edge [v9, v10]. Machine M9 processes the
operations V9 = {v7, v12}. The forbiddance to process the operations from the set V9 si-
multaneously is determined by the edge [v7, v12]. Machine M10 processes one operation
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V10 = {v3}. The machines, which are used to process the task vi ∈ V, are presented near
the vertex vi in Figure 2.
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Figure 2. Mixed graph G = (V, A, E) determining Example 3 of the general shop scheduling problem GcMPT|ti = 1|Cmax

with 4 jobs and 10 machines, optimal mixed graph coloring c(G) being equivalent to Example 3.

The precedence relations between operations belonging to different jobs are given
as follows: v3 7→ v6 ; v6 7→ v3 ; v8 7→ v4 ; and v12 → v1 . These precedence constraints are
presented by arcs {(v3, v6), (v6, v3), (v8, v4), (v12, v1)} ⊂ A and edge [v1, v12] ∈ E.

The digraph (V, A,∅) has only one circuit (v3, v6, v3) and this circuit has no adjacent
vertices in the graph (V,∅, E) Since the digraph (V, A,∅) has no circuit containing adjacent
vertices in the graph (V,∅, E), there exists a feasible schedule for Example 3 of the problem
GcMPT|ti = 1|Cmax on the mixed graph G = (V, A, E); see Theorem 4.

Due to Theorem 5, an optimal schedule for Example 3 is determined by the following
optimal coloring c(G) of the mixed graph G = (V, A, E): c(v1) = 4, c(v2) = 5, c(v3) = 6,
c(v4) = 2, c(v5) = 3, c(v6) = 6, c(v7) = 1, c(v8) = 2, c(v9) = 3, c(v10) = 1, c(v11) = 2,
c(v12) = 3. The coloring c(G) is optimal; χ(G) = 6. The optimality of the schedule
determined by the coloring c(G) follows from the fact that the mixed graph G = (V, A, E)
includes the path (v10, v11, v12, v1, v2, v3), whose length is equal to 6. Therefore, the non-
strict inequality χ(G) ≥ 6 must hold.

3. Two Equivalent Problems of Scheduling Unit-Time Multiprocessing Tasks as
Optimal Colorings of the Mixed Graphs

We next prove that any general shop scheduling problem GcMPT|ti = 1, [ri]|Cmax
with non-negative integer release times ri ≥ 0 of the jobs Ji ∈ J is equivalent to an
optimal coloring c(G) of the mixed graph G = (V, A, E). Since all release times ri are
non-negative integer numbers, the input data for the general shop scheduling problem
GcMPT|ti = 1, [ri]|Cmax may be represented by the mixed graph G = (V, A, E). Thus,
Theorem 4 is correct for this scheduling problem as well.
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3.1. Scheduling Unit-Time Multiprocessing Tasks to Minimize the Makespan as an Optimal Mixed
Graph Coloring Problem

In the general shop scheduling problem GcMPT|ti = 1, [ri]|Cmax , a multiprocessor
task vi ∈ V may be regarded as a job Ji. The job Ji may include ether one task (operation)
vi ∈ V or more than one task (several operations).

Let a simple job be a job consisting of a single task (operation).

Theorem 6. Any solvable general shop scheduling problem GcMPT|ti = 1, [ri]|Cmax on the
mixed graph G = (V, A, E) is equivalent to finding an optimal coloring c(G) of the mixed graph
G = (V, A, E). Conversely, for any colorable mixed graph G = (V, A, E), there exists a general
shop scheduling problem GcMPT|ti = 1, [ri]|Cmax on the mixed graph G = (V, A, E), which is
equivalent to finding an optimal coloring c(G) of the mixed graph G = (V, A, E).

Proof. Every solvable general shop scheduling problem GcMPT|ti = 1|Cmax defines a
mixed graph G′ = (V′, A′, E′) presenting the input data for this problem. Using this mixed
graph G′ = (V′, A′, E′), we construct a mixed graph G = (V, A, E) determining the input
data for the general shop scheduling problem GcMPT|ti = 1, [ri]|Cmax . To this end, for
each job Ji ∈ J, we add vertices vi01

, . . . , vi0ri−1
to the set V′ and path (vi01

, . . . , vi0ri−1
, vi1),

whose length is equal to ri, to the directed subgraph (V′, A′,∅) of the mixed graph G′.
We also add the chain (vi01

, . . . , vi0ri−1
, vi1), whose length is equal to ri, to the subgraph

(V′,∅, E′) of the mixed graph G′. Let G = (V, A, E) denote a mixed graph obtained from

the mixed graph G′ = (V′, A′, E′), where V = V′∪{
n
∪

i=1

{
vi01

, . . . , vi0ri−1

}}
=: V′∪V0. It is

easy to see that the constructed mixed graph G = (V, A, E) determines the input data for
the general shop scheduling problem GcMPT|ti = 1, [ri]|Cmax . Since there is a feasible
schedule for the general shop scheduling problem GcMPT|ti = 1, [ri]|Cmax , the directed
subgraph (V, A,∅) of the mixed graph G = (V, A, E) has no circuit containing the adjacent
vertices in the graph (V,∅, E) (due to Theorems 1 and 4). �

Any solvable example of the general shop scheduling problem GcMPT|ti = 1, [ri]|Cmax
on the mixed graph G = (V, A, E) is equivalent to finding an optimal coloring c(G) of the
mixed graph G = (V, A, E) due to the correspondence of the terms used in the optimal
coloring c(G) of the mixed graph G = (V, A, E) and those used in the optimal schedule
existing for this example of the general shop scheduling problem GcMPT|ti = 1, [ri]|Cmax .
Table 1 presents the correspondence of these terms.

Due to the existence of the clique
{

vi1 , vi2 , . . . , vi|Vi |

}
in the graph (V,∅, E), each

machine Mi ∈ M in the general shop scheduling problem GcMPT|ti = 1, [ri]|Cmax on the
mixed graph G = (V, A, E) can process at most one task within a unit-time semi-interval
from the following set:

{[0, 1], (1, 2], (2, 3], . . . , (t− 1, t]} (3)

Furthermore, it is easy to see that an optimal coloring c : V → {1, 2, . . . , χ(G)} of
the mixed graph G = (V, A, E) determines the optimal assignment of the tasks V to the
following minimal number of the unit-time semi-intervals:

{[0, 1], (1, 2], (2, 3], . . . , (χ(G)− 1, χ(G)]} (4)

Such an assignment of the tasks (operations) V to the minimal number of the unit-time
semi-intervals (4) is optimal since it determines a feasible schedule for processing the tasks
(operations) V, whose length is equal to the chromatic number χ(G) of the mixed graph
G = (V, A, E) that determines the input data for the general shop scheduling problem
GcMPT|ti = 1, [ri]|Cmax .

Due to the correspondence of terms used in the coloring c(G) of the mixed graph
G = (V, A, E) and those used in the general shop scheduling problem GcMPT|ti = 1, [ri]|Cmax
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on the mixed graph G = (V, A, E) (see Table 1), one can conclude that any solvable example of
the general shop scheduling problem GcMPT|ti = 1, [ri]|Cmax on the mixed graph G = (V, A, E)
is equivalent to finding an optimal coloring c(G) of the mixed graph G = (V, A, E).

Table 1. The correspondence of terms used in mixed graph coloring c(G) and those used in the general shop scheduling
problem GcMPT|ti = 1, [ri]|Cmax on the mixed graph G = (V, A, E).

Terms of Mixed Graph Coloring c(G)
Corresponding Terms of General Shop Scheduling Problem

GcMPT|ti=1,[ri]|Cmax

Vertex vi ∈ V\V0 Unit-time task vi ∈ V\V0 (operation)

Vertices on the path (chain) (vk1
, vk2 , . . . , vk|V(k) |

) in the digraph

(V, A,∅) (in the graph (V,∅, E))
A set V(k) =

{
vk1

, vk2 , . . . , vk|V(k) |

}
of the linearly ordered tasks

(vk1
, vk2 , . . . , vk|V(k) |

) of the job Jk ∈ J

A path (chain) (vi0
1
, . . . , vi0

ri−1
, vi1 ) of the length ri in the digraph

(V, A,∅) (in the graph (V,∅, E))
A release time ri ≥ 0 of the job Ji ∈ J

A clique
{

vi1 , vi2 , . . . , vi|Vi |

}
in the graph (V,∅, E) Tasks Vi =

{
vi1 , vi2 , . . . , vi|Vi |

}
processed by machine Mi ∈ M

Arc (vi,vj) in the digraph (V, A,∅)
A precedence constraint vi 7→ vj determined between

operations belonging to different jobs

Arc (vp, vq) in the digraph (V, A,∅) and edge [vp, vq] in the
graph (V,∅, E)

A precedence constraint vp → vq determined between tasks
(operations) belonging to different jobs

A circuit (vk1
, vk2 , . . . , vk|V(k)| , vk1

) in the digraph (V, A,∅),
where Ac ⊆ A

Tasks V(k) =
{

vk1
, vk2 , . . . , vk|V(k)|

}
⊆ V, which must be

processed simultaneously

A coloring c(G) of the mixed graph G = (V, A, E) A schedule for the problem GcMPT|ti = 1, [ri]|Cmax

An optimal coloring c(G) of the mixed graph G = (V, A, E) An optimal schedule for the problem GcMPT|ti = 1, [ri]|Cmax
on the mixed graph G = (V, A, E)

The chromatic number χ(G) The minimal value of makespan Cmax

Next, we prove the following converse claim: for any colorable mixed graph G =
(V, A, E), there exists a general shop scheduling problem GcMPT|ti = 1, [ri]|Cmax on the mixed
graph G, which is equivalent to finding an optimal coloring c(G) of the mixed graph G = (V, A, E).
To this end, we detect a set Ω of all circuits existing in the directed subgraph (V, A,∅) of
the mixed graph G = (V, A, E) and consider two possible cases.

Case I. Let the set Ω be empty; Ω = ∅.

Then, the desired general shop scheduling problem GcMPT|ti = 1, [ri]|Cmax on the
mixed graph G = (V, A, E) may be determined using the following Algorithm 1.

Algorithm 1. Constructing the general shop scheduling problem GcMPT|ti = 1, [ri]|Cmax , which
is equivalent to the optimal coloring c(G)

Input: A mixed graph G = (V, A, E) without circuits in the digraph (V, A,∅).
Output: A general shop scheduling problem GcMPT|ti = 1, [ri]|Cmax on the mixed graph

G = (V, A, E), which is equivalent to finding an optimal coloring c(G) of the mixed graph
G = (V, A, E).

Step 1: Partition the graph (V,∅, E) into maximum connected components: (V,∅, E)
= (V1,∅, E1)∪ . . . ∪Vm,∅, Em) ∪(Vm+1,∅,∅) . . . ∪(Vm+r,∅,∅), where the subgraph
(Vk,∅, Ek) is a maximum (with respect to the inclusion) connected component of the graph
(V,∅, E) for each index k ∈ {1, . . . , m} such that |Vk|≥ 2 . Let the subgraph (Vj,∅,∅) determine
an isolated vertex for each index j ∈ {m + 1, . . . , m + r}. Denote this isolated vertex as:{

vj1

}
= Vj. Set M = ∅, k = 1, i = 0, and l0 = 0.
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Step 2: IF k = m + 1 GOTO step 5 ELSE find all maximum (with respect to the inclusion)
complete vertex-induced subgraphs (V1

k ,∅, E1
k ) , . . . , (Vlk

k ,∅, Elk
k ) of the graph (Vk,∅, Ek).

Set r = 1 and i := i + lk−1 + 1.
Step 3: FOR index i, supplement machine Mi to the already constructed machine set;

M := M ∪ {Mi}. Establish that all tasks in the clique Vr
k of the connected graph (Vk,∅, Ek)

must be processed by machine Mi ; Vr
k = Vi =

{
vi1 , vi2 , . . . , vi|Vi |

}
, where all tasks{

vi1 , vi2 , . . . , vi|Vi |

}
must be processed by machine Mi in any feasible schedule. Set i := i + 1.

Step 4: IF i = ∑k
h=0 lh THEN set k := k + 1 GOTO step 2 ELSE set r := r + 1 GOTO step 3.

Step 5: FOR each index j ∈ {m + 1, . . . , m + r}, supplement machine Mi+j−m to the already

constructed machine set M; M := M ∪
{

Mi+j−m

}
. Establish that task vj1 , Vj =

{
vj1

}
, which is

isolated in the graph (V,∅, E), must be processed by machine Mi+j−m
. Establish that machine Mi+j must process only task vj1 . Set M := M ∪ {Mi+1, . . . , Mi+r}.

Step 6: FOR each arc (vp, vq) ∈ A such that the implication (1) holds and E∗ ⊆ E,
determine the precedence constraint vp → vq , which means that processing the task vp must be

completed before starting the task vp in any feasible schedule.
Step 7: FOR each arc (vp, vq) ∈ A such that the implication (1) does not hold, determine the

precedence constraint vp 7→ vq , which means that processing the task vp must be started before
the start time of the task vp in any feasible schedule.

Step 8: The desired general shop scheduling problem GcMPT|ti = 1, [ri]|Cmax on the mixed
graph G = (V, A, E) is constructed, where the precedence constraints on the task set V are
determined at step 6 and step 7. Further, the set M of the machines is determined at step 3 and
step 5 STOP.

Case II. Let the set Ω be not empty; Ω 6= ∅.

Since the mixed graph G = (V, A, E) is colorable, each circuit (vk1 , vk2 , . . . , vk|V(k)| , vk1)

in the set Ω has no adjacent vertices in the graph (V,∅, E) (due to Theorem 1). Thus,
all tasks

{
vk1 , vk2 , . . . , vk|V(k)|

}
= V(k) must be processed simultaneously in any feasible

schedule existing for the general shop scheduling problem GcMPT|ti = 1, [ri]|Cmax on
the mixed graph G = (V, A, E), where the circuit (vk1 , vk2 , . . . , vk|V(k)| , vk1) exists in the
directed subgraph (V, A,∅).

Let Ω =
w
∪

k=1
V(k) =

w
∪

k=1

{
(vk1 , vk2 , vk3 , . . . , vk|V(k)|−1, vk|V(k)| , vk1)

}
. We delete all arcs

Ac determined in (2) from the mixed graph G = (V, A, E) and apply Algorithm 1 to the
obtained circuit-free mixed graph G0 = (V, A\Ac, E). As a result, we obtain the general
shop scheduling problem GcMPT|ti = 1, [ri]|Cmax on the mixed graph G0 = (V, A\Ac E),
which is equivalent to finding an optimal coloring c(G0) of the mixed graph G0 = (V, A\Ac E).
Thus, the general shop scheduling problem GcMPT|ti = 1, [ri]|Cmax on the mixed graph
G = (V, A, E) is equivalent to finding an optimal coloring c(G) of the mixed graph
G = (V, A, E).

It is easy to see that Algorithm 1 described in the proof of Theorem 6 shows that for
any colorable mixed graph G = (V, A, E), one can construct the general shop scheduling
problem GcMPT|ti = 1, [ri]|Cmax on the mixed graph G = (V, A, E), which is equivalent
to finding an optimal coloring c(G) of the mixed graph G = (V, A, E), and all jobs in
the set J are simple. To illustrate Theorem 6, we consider Example 4 of the general shop
scheduling problem GcMPT|ti = 1, [ri]|Cmax on the mixed graph G = (V, A, E) depicted
in Figure 3.
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Figure 3. Mixed graph G = (V, A, E) determining Example 4 of the general shop scheduling problem
GcMPT|ti = 1, [ri]|Cmax , optimal mixed graph coloring c(G) being equivalent to Example 4.

Example 4. Let ten dedicated machines {M1, M2, . . . , M10} = M have to process four jobs
{J1, J2, J3, J4} = J with release times given as follows: r1 = 3, r2 = 5, r3 = 3, r4 = 2.

The job J1 ∈ J includes the set V(1) = {v1, v2, v3} of the linearly ordered operations:
(v3, v2, v1). In Figure 3, the job J1 ∈ J is represented as a union of the path (v3, v2, v1) in the
digraph (V, A,∅) and the chain (v1, v2, v3) in the graph (V,∅, E). The job J2 ∈ J includes
the set V(2) = {v4, v5, v6} of the linearly ordered operations: (v6, v5, v4). The job J2 ∈ J
is represented as a union of the path (v6, v5, v4) in the digraph (V, A,∅) and the chain
(v4, v5, v6) in the graph (V,∅, E). The job J3 ∈ J includes the set V(3) = {v7, v8, v9} of the
linearly ordered operations: (v9, v8, v7). The job J3 ∈ J is represented as a union of the
path (v9, v8, v7) in the digraph (V, A,∅) and the chain (v7, v8, v9) in the graph (V,∅, E).
The job J4 ∈ J includes the set V(4) = {v10, v11, v12} of the linearly ordered operations:
(v12, v11, v10). The job 4 is represented as a union of the path (v12, v11, v10) and the chain
(v10, v11, v12) in the graph (V,∅, E).

The machine M1 processes the operations V1 = {v1, v4}. The forbiddance to process
operations from the set V1 simultaneously is determined by the edge [v1, v4] in the graph
(V,∅, E). The machine M2 processes the operations V2 = {v2, v5}. The forbiddance to
process operations from the set V2 simultaneously is determined by the edge [v2, v5]. The
machine M3 processes the operations V3 = {v2, v4}. The forbiddance to process a pair of
operations from the set V3 simultaneously is determined by the edge [v2,v4]. The machine
M4 processes the operations V4 = {v5, v8, v10}. The forbiddance to process operations from
the set V4 simultaneously is determined by the clique {v5, v8, v10} in the graph (V,∅, E).
The machine M5 processes the operations V5 = {v6, v9, v11}. The forbiddance to process a
pair of operations from the set V5 simultaneously is determined by the clique {v6, v9, v11}.
The machine M6 processes the operations V6 = {v7, v9}. The forbiddance to process opera-
tions from the set V6 simultaneously is determined by the edge [v7, v9]. The machine M7
processes the operations V7 = {v2, v8}. The forbiddance to process operations from the set
V7 simultaneously is determined by the edge [v2, v8]. Machine M8 processes the operations
V8 = {v9, v10}. The forbiddance to process operations from the set V8 simultaneously is
determined by the edge [v9, v10]. The machine M9 processes the operations V9 = {v7,v12}.
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The forbiddance to process operations from the set V9 simultaneously is determined by the
edge [v7, v12]. The machine M10 processes one operation V10 = {v3}.

The precedence constraints between operations belonging to different jobs are given as
follows: v3 7→ v6 ; v6 7→ v3 ; v4 7→ v8 ; v1 → v12 . In Figure 3, these precedence constraints
are presented by four arcs (v3, v6), (v6, v3), (v4, v8), (v1, v12) and one edge [v1, v12] in the
mixed graph G = (V, A, E). The release time r1 = 3 of the job J1 ∈ J is presented as a union
of the path (v15, v14, v13, v3) in the digraph (V, A,∅) and the chain (v15, v14, v13, v3) in the
graph (V,∅, E). The release time r2 = 5 of the job J2 ∈ J is presented as a union of the path
(v20, v19, v18, v17, v16, v6) in the digraph (V, A,∅) and the chain (v20, v19, v18, v17, v16, v6) in
the graph (V,∅, E). The release time r3 = 3 of the job J3 ∈ J is presented as a union of the
path (v23, v22, v21, v9) in the digraph (V, A,∅) and the chain (v23, v22, v21, v9) in the graph
(V,∅, E). The release time r4 = 2 of the job J4 ∈ J is presented as a union of the path
(v25, v24, v12) in the digraph (V, A,∅) and the chain (v25, v24, v12) in the graph (V,∅, E).
The digraph (V, A,∅) has one circuit (v3, v6, v3), which has no adjacent vertices in the
graph (V,∅, E) Since the digraph (V, A,∅) has no circuit containing adjacent vertices
in the graph (V,∅, E), there exists a feasible schedule for Example 4 of the general shop
scheduling problem GcMPT|ti = 1, [ri]|Cmax on the mixed graph G = (V, A, E) (due to
Theorem 4).

Due to Theorem 6, an optimal schedule for Example 4 is determined by the following
optimal coloring c(G) of the mixed graph G = (V, A, E) depicted in Figure 3: c(v1) = 8,
c(v2) = 7, c(v3) = 6, c(v4) = 9, c(v5) = 8, c(v6) = 6, c(v7) = 11, c(v8) = 10, c(v9) = 4,
c(v10) = 11, c(v11) = 10, c(v12) = 9, c(v13) = 3, c(v14) = 2, c(v15) = 1, c(v16) = 5,
c(v17) = 4, c(v18) = 3, c(v19) = 2, c(v20) = 1, c(v21) = 3, c(v22) = 2, c(v23) = 1,
c(v24) = 2, c(v25) = 1. The coloring c(G) with χ(G) = 11 is optimal since the mixed
graph G = (V, A, E) includes the path (v20, v19, v18, v17, v16, v6, v3, v2, v1, v12, v11, v10) of
the length 11. Thus, the non-strict inequality χ(G) ≥ 11 must hold.

3.2. Finding a Makespan Optimal Schedule with Integer Release Times Reduces to Finding a
Schedule with a Smallest Maximal Lateness for Integer Due Dates

We next prove the equivalence of the general shop scheduling problem GcMPT|ti = 1,
[ri]|Cmax with integer release times ri ≥ 0, Ji ∈ J, and the general shop scheduling problem
GcMPT|ti = 1, [di]|Lmax to minimize the maximal lateness Lmax = max{Ci − di : Ji ∈ J}
with integer due dates di ≥ 0, Ji ∈ J. To illustrate the proof of Theorem 7, we use Examples
4 of the general shop scheduling problem GcMPT|ti = 1, [ri]|Cmax on the mixed graph
G = (V, A, E) depicted in Figure 3.

Theorem 7. Any solvable general shop scheduling problem GcMPT|ti = 1, [ri]|Cmax on the
mixed graph G = (V, A, E) with integer release times ri ≥ 0 is equivalent to a general shop
scheduling problem GcMPT|ti = 1, [di]|Lmax with integer due dates di ≥ 0, and vice versa.

Proof. The general shop scheduling problem GcMPT|ti = 1, [ri]|Cmax under consideration
is solvable. Thus, due to Theorem 6, the mixed graph G = (V, A, E) is colorable. Hence,
due to Theorem 1, the directed subgraph (V, A,∅) of the mixed graph G = (V, A, E)
has no circuit containing adjacent vertices in the graph (V,∅, E). Given the general
shop scheduling problem GcMPT|ti = 1, [ri]|Cmax on the mixed graph G = (V, A, E),
we next construct the general shop scheduling problem GcMPT|ti = 1, [di]|Lmax with
integer due dates. In the general shop scheduling problem GcMPT|ti = 1, [di]|Lmax , the
same set of the jobs J =

{
J1, J2, . . . , J|J|

}
enter the processing system simultaneously

at time r = 0. The set J =
{

J1, J2, . . . , J|J|
}

of the jobs must be processed on the set

M =
{

M1, M2, . . . , M|M|
}

of the dedicated machines. We assume that in the general shop
scheduling problem GcMPT|ti = 1, [di]|Lmax , every machine Mi ∈ M has to process the
same subset Vi =

{
vi1 , vi2 , . . . , vi|Vi

|

}
⊆ V of the jobs similarly as in the considered general

shop scheduling problem GcMPT|ti = 1, [ri]|Cmax .
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For every job Ji ∈ J, which must be processed in the general shop scheduling prob-
lem GcMPT|ti = 1, [di]|Lmax , the integer due date di = max

{
rj : Jj ∈ J

}
− ri is given

along with the linear order (vk
|V(k) |

, vk
|V(k) |−1

, . . . , vk2 , vk1) for processing all operations

V(k) =

{
vk1 , vk2 , . . . , vk

|V(k) |

}
. The order (vk

|V(k) |
, vk

|V(k) |−1
, . . . , vk2 , vk1) is opposite to the

linearly order (vk1 , vk2 , . . . , vk
|V(k) |

) determined in the considered general shop scheduling

problem GcMPT|ti = 1, [ri]|Cmax for processing the same set V(k) of the operations.
Further, if the precedence constraints vi 7→ vj and vp → vq are given between op-

erations belonging to different jobs in the considered general shop scheduling problem
GcMPT|ti = 1, [ri]|Cmax , then the inverse precedence constraints vj 7→ vi and vq → vp
are determined in the general shop scheduling problem GcMPT|ti = 1, [di]|Lmax .

We demonstrate the construction of the general shop scheduling problem
GcMPT|ti = 1, [di]|Lmax for Example 4 of the general shop scheduling problem
GcMPT|ti = 1, [ri]|Cmax on the mixed graph G = (V, A, E) depicted in Figure 3. Given
Examples 4 of the general shop scheduling problem GcMPT|ti = 1, [ri]|Cmax , we con-
struct the general shop scheduling problem GcMPT|ti = 1, [di]|Lmax on the mixed graph
G′ = (V′, A′, E′) depicted in Figure 2, provided that due dates di ≥ 0 for the jobs
{J1, J2, J3, J4} = J are determined as follows: d1 = max

{
rj : Jj ∈ J

}
− r1 = 5 − 3 = 2,

d2 = 5− r2 = 5− 5 = 0, d3 = 5− r3 = 5− 3 = 2, d4 = 5− r4 = 5− 2 = 3.
Due to Theorem 6, an optimal schedule for the general shop scheduling problem

GcMPT|ti = 1, [ri]|Cmax on the mixed graph G = (V, A, E) is determined by the op-
timal coloring c(G) of the mixed graph G = (V, A, E). It is easy to convince your-
self that the part of the coloring c(G) of the mixed graph G′ = (V′, A′, E′), where

V = V′∪{
n
∪

i=1

{
vi01

, . . . , vi0ri−1

}}
=: V′∪V0, determine an optimal schedule for the general

shop scheduling problem GcMPT|ti = 1, [di]|Lmax , where the optimal maximal lateness
is calculated as follows: Lmax = χ(G) −max{ri : Ji ∈ J}. Thus, the following claim is
proved: any solvable general shop scheduling problem GcMPT|ti = 1, [ri]|Cmax on the mixed
graph G = (V, A, E) with integer release times ri ≥ 0 is equivalent to a general shop scheduling
problem GcMPT|ti = 1, [di]|Lmax with integer due dates di = max

{
rj : Jj ∈ J

}
− ri.

For the constructed example of the general shop scheduling problem GcMPT|ti = 1,
[di]|Lmax on the mixed graph G′ = (V′, A′, E′) depicted in Figure 2, the following optimal
maximal lateness is obtained: Lmax = χ(G)−max{ri : Ji ∈ J} = 11− 5 = 6..

Since the arguments presented above are reversible, one can similarly prove the fol-
lowing opposite claim: any solvable general shop scheduling problem GcMPT|ti = 1, [di]|Lmax
with integer due dates di ≥ 0 is equivalent to the general shop scheduling problem GcMPT|ti = 1,
[ri]|Cmax on the specified mixed graph G = (V, A, E) with integer release times ri ≥ 0. Thus,
Theorem 7 is proved. �

Theorems 6 and 7 directly imply the following corollary.

Corollary 1. Any solvable general shop scheduling problem GcMPT|ti = 1, [di]|Lmax may be
represented as finding an optimal coloring c(G∗) of the specified mixed graph G∗ = (V∗, A∗, E∗).

In Figure 4, the mixed graph G∗ = (V∗, A∗, E∗) is presented for the example of the
general shop scheduling problem GcMPT|ti = 1, [di]|Lmax constructed in the proof of
Theorem 7. It is easy to convince yourself that an optimal schedule for the constructed
general shop scheduling problem GcMPT|ti = 1, [di]|Lmax is determined as an optimal
coloring c(G∗) of the mixed graph G∗ = (V∗, A∗, E∗) depicted in Figure 4.
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Figure 4. Mixed graph G∗ = (V∗, A∗, E∗), whose optimal coloring c(G) determines an optimal schedule for the problem
GcMPT|ti = 1, [di]|Lmax constructed in the proof of Theorem 7.

Compare the mixed graph G∗ = (V∗, A∗, E∗) depicted in Figure 4 for the general shop
scheduling problem GcMPT|ti = 1, [di]|Lmax and mixed graph G = (V, A, E) depicted in
Figure 3 for the equivalent general shop scheduling problem GcMPT|ti = 1, [ri]|Cmax .

3.3. Optimal Mixed Graph Colorings and Equivalent Shop-Scheduling Problems

The results surveyed in Section 2 and proved in Sections 3.1 and 3.2 are summarized
in Figure 5, where the relation A↔ B indicates the equivalence of the scheduling problem
A presented in the left-hand part of the table in the oval and the problem B of optimal
coloring c(G) of the mixed graph G = (V, A, E) presented in the right-hand part in the
corresponding oval.

Further, the arrow→ indicates that the problem A may be represented as the problem
B, provided that the relation A→ B holds. The mandatory properties (restrictions) of the
mixed graph G = (V, A, E), whose colorings are equivalent to the scheduling problem A,
are described (if any) under the corresponding mixed graph G = (V, A, E) in the oval.

Theorems and Corollary 1 on the equivalence of the problems A and B are indicated
under the correspondent arrows in Figure 5.

In Figure 5, a pair of arrows ↔ with common right directions shows that there is
a unique problem of optimal coloring c(G) of the mixed graph G = (V, A, E), which is
equivalent to the general shop scheduling problem GcMPT|ti = 1, [ri]|Cmax on the mixed
graph G = (V, A, E). On the other hand, there are many general shop scheduling problems
GcMPT|ti = 1, [ri]|Cmax on the mixed graph G = (V, A, E), which are equivalent to the
same problem of optimal coloring c(G) of the mixed graph G = (V, A, E).

Further, there are many general shop scheduling problems GcMPT|ti = 1|Cmax on
the mixed graph G = (V, A, E), which are equivalent to the same problem of optimal
coloring c(G) of the mixed graph G = (V, A, E).
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Figure 5. Optimal colorings c(G) of the mixed graph G = (V, A, E) and equivalent scheduling problems α|ti = 1|γ on the
mixed graph G = (V, A, E), where α ∈ {J, G, GcMPT} and γ ∈ {Cmax, Lmax} [4,23].

4. Semi-Active Schedules and Minimal Colorings of the Mixed Graphs

Obviously, there exist infinitely many feasible colorings c(G) (and infinitely many
feasible schedules, respectively) for any colorable mixed graph G = (V, A, E) (for any
solvable shop-scheduling problem α|ti = 1|γ ).

In order to restrict a set of feasible schedules for a shop-scheduling problem α|β|γ ,
which have to be tested in order to find an optimal schedule for a fixed regular objective
function γ [16], a finite set of the semi-active schedules are sufficient to test, since there
exists an optimal semi-active schedule for each concrete shop-scheduling problem α|β|γ
with any fixed regular objective function γ [27,28].

Definition 2 ([27,28]). A schedule is called semi-active if no task (operation) can be processed
earlier without violating a given constraint or changing the task (operation) processing order in the
newly constructed schedule.

Remark that any coloring c(G) of the mixed graph G = (V, A, E) uniquely determines
a strict order on the colors c(vj) used for all vertices of the set V. Due to this, one can define
a minimal coloring c(G) of the mixed graph G = (V, A, E) as follows.

Definition 3. A coloring c(G) of the mixed graph G = (V, A, E) is called minimal if no color
c(vi) can be decreased without changing the increasing order of colors c(vj) of the vertices in the
set V\{vi} in the newly constructed coloring c′(G) of the mixed graph G = (V, A, E).
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Based on the proof of Theorem 6 and using Definitions 2 and 3, it easy to convince
yourself that each semi-active schedule existing for the general shop scheduling prob-
lem GcMPT|ti = 1, [ri]|Cmax on the mixed graph G = (V, A, E) uniquely determines a
minimal coloring c(G) of the mixed graph G = (V, A, E). On the other hand, each mini-
mal coloring c(G) of the mixed graph G = (V, A, E) uniquely determines a semi-active
schedule existing for the general shop scheduling problem GcMPT|ti = 1, [ri]|Cmax on the
mixed graph G = (V, A, E). Thus, the following theorem is proved.

Theorem 8. There exists a one-to-one correspondence between all minimal colorings c(G) of the
mixed graph G = (V, A, E) and all semi-active schedules existing for the general shop scheduling
problem GcMPT|ti = 1, [ri]|Cmax on the mixed graph G = (V, A, E).

Due to Theorems 6 and 8, in order to find an optimal schedule for the general shop
scheduling problem GcMPT|ti = 1, [ri]|Cmax on the mixed graph G = (V, A, E), it is
sufficient to test minimal colorings c(G) of the mixed graph G = (V, A, E). On the other
hand, in order to find an optimal coloring c(G) of the mixed graph G = (V, A, E), it is
sufficient to test semi-active schedules existing for the general shop scheduling problem
GcMPT|ti = 1, [ri]|Cmax on the mixed graph G = (V, A, E).

5. Discussion

In Section 3.1, we defined a general shop scheduling problem GcMPT|ti = 1, [ri]|Cmax
of finding a schedule with the minimum length for processing multiprocessor tasks with
unit-time durations and integer release times ri provided that two types of the precedence
constraints may be given on the set of the multiprocessor tasks. Contrary to a classical
shop-scheduling problem, several machines are required to process a multiprocessor task
in the problem GcMPT|ti = 1, [ri]|Cmax . Furthermore, it is required that specified subsets
of the multiprocessor tasks must be processed simultaneously.

We proved Theorem 6 showing that an optimal coloring c(G) of any colorable mixed
graph G = (V, A, E) is equivalent to the general shop scheduling problem GcMPT|pi = 1,
[ri]|Cmax on the mixed graph G = (V, A, E). Theorem 6 implies that most analytical and
algorithmic results proven for optimal colorings of the mixed graph, have analogous re-
sults, which are valid for the newly defined scheduling problem GcMPT|pi = 1, [ri]|Cmax ,
and vice versa. In particular, some results that have been proven in [10,11,27–34] for
the scheduling problem GcMPT|ti = 1, [ri]|Cmax and for its special cases may be inter-
preted as analogous results for optimal colorings c(G) of the corresponding mixed graphs
G = (V, A, E). Similarly, some results that have been proven in [3–5,8,9,17,18,22–24] for
optimal mixed graph colorings c(G) may be interpreted as analogous results for general
shop scheduling problems GcMPT|ti = 1, [ri]|Cmax . In the other words, there are arti-
cles [3–5,8–11,17,18,22–24,27–34] studied both of these problems without indicating that
they are actually the same problems.

Theorem 6 may be considered as a generalization of Theorem 2 proven in [4] and
Theorems 3 and 4 proven in [23].

In Section 3.2, we defined a new general shop scheduling problem GcMPT|ti = 1,
[di]|Lmax to minimize the maximal lateness Lmax = max{Ci − di : Ji ∈ J} with integer
due dates di ≥ 0, two types of the precedence constraints, specified subset of tasks,
which must be processed simultaneously, and unit-time durations of the multiprocessor
tasks. We proved Theorems 7 showing that any solvable general shop scheduling problem
GcMPT|ti = 1, [ri]|Cmax on the mixed graph G = (V, A, E) with integer release times is
equivalent to a general shop scheduling problem GcMPT|ti = 1, [di]|Lmax with integer
due dates, and vice versa. Corollary 1, Theorem 6, and Theorem 7 imply that any solvable
general shop scheduling problem GcMPT|ti = 1, [di]|Lmax reduces to finding an optimal
coloring c(G) of the specified mixed graph G = (V, A, E).
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5.1. New Approaches to Shop-Scheduling Problems and Mixed Graph Colorings

The results presented in Sections 2–4 may be interpreted as a new scheduling approach
to the mixed graph coloring problems and as a new mixed graph coloring approach to
the specified scheduling problems. For applying the mixed graph coloring approach, a
scheduling problem must have equal durations of all tasks, integer release times for the
makespan criterion (and integer due dates for the maximal lateness criterion). Furthermore,
preemptions of the given task are forbidden. There is no restriction on mixed graphs for
applying the scheduling approach to the mixed graph coloring problems.

It should be noted that many terms used in scheduling theory (such as schedule, job,
machine, processor, operation, task, processing time, release times, due dates, maximal
lateness, makespan, etc.) may be considered as usual terms used in mixed graph colorings.
The terminology used in modern scheduling theory is more complicated since there are
many scheduling applications in the different fields of real world. Based on the constructive
proofs of Theorems 6 and 7, it is possible to describe many results either using only graph
terminology or using only scheduling terminology.

The mixed graph coloring approach may be promising in the mass production, which
presupposes scheduling problems with equal processing times of the jobs to minimize
either makespan Cmax or maximal lateness Lmax.

5.2. Future Research Directions

A future research direction may be connected with the usage of the mixed graph
coloring approach to develop efficient mechanisms for scheduling cloud computations,
where there no enough information on the durations of the tasks to be processed on virtual
machines. Both considered objective functions (the makespan and maximal lateness) are
important for the optimization of the cloud computations.

Another promising research direction is connected with the application of the mixed
graph coloring approach to scheduling personal jobs in the time-management framework,
where a user needs to have a break (preemption) in her (his) activity after equal time
intervals. In other words, one can assume that the scheduling problems arising in the
time-management have unit-time durations of the tasks to be processed within a day. In
future research, we plan to investigate other classes of shop-scheduling problems, which
are equivalent to optimal colorings of the specified mixed graphs.
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