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Abstract: Explainability is one of the key factors in Natural Language Processing (NLP) specially for legal documents, medical diagnosis, and clinical text. Attention mechanism has been a popular choice for such explainability recently by estimating the relative importance of input units. Recent research has revealed, however, that such processes tend to misidentify irrelevant input units when explaining them. This is due to the fact that language representation layers are initialized by pre-trained word embedding that is not context-dependent. Such a lack of context-dependent knowledge in the initial layer makes it difficult for the model to concentrate on the important aspects of input. Usually, this does not impact the performance of the model, but the explainability differs from human understanding. Hence, in this paper, we propose an ensemble method to use logic-based information from the Tsetlin Machine to embed it into the initial representation layer in the neural network to enhance the model in terms of explainability. We obtain the global clause score for each word in the vocabulary and feed it into the neural network layer as context-dependent information. Our experiments show that the ensemble method enhances the explainability of the attention layer without sacrificing any performance of the model and even outperforming in some datasets.
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1. Introduction

In natural language processing, text categorization is a crucial task (NLP) [1,2] and neural network models are the ones to dominate state-of-the-art approaches. However, these models are often assumed to be blackbox in nature. The models’ opacity has become a serious impediment to their creation, implementation, and improvement, especially in crucial tasks like medical diagnosis [3] and legal document inspection [4]. As a result, explainable text classification has become a major topic, with the objective of providing end-users with human-readable descriptions of the classification logic [1,5–7].

The attention mechanism is a prominent technique among current explainability approaches that identify essential sections of the input for the prediction job by offering a distribution across attended-to-input units [8]. Many NLP tasks, such as text categorization, question answering, and entity identification, have shown outstanding results using attention-based models [2,8,9]. In particular, in many NLP systems, the self-attention mechanism that underpins the Transformer design has played a key role [10,11]. Despite this, recent research has revealed that learned attention weights are frequently unrelated to the relevance of input components as judged by various explainability approaches [12], and that alternative attention distributions can provide identical predictions [13,14].

Various alternative approaches could replace attention-based neural networks for explainable NLP such as decision tree and logistic regression. However, they suffer from low performance compared to neural networks. In addition to this logistic regression does not provide a logical explanation but provides mathematical weights for selected
inputs [15]. On the other hand, decision trees are only suited for a limited dataset size. It becomes extremely difficult to get the explainability once the trees get more complex. Due to these limitations, there has been a limited study in obtaining a logical explanation for NLP classification. A recent study has found that Tsetlin Machine (TM) has been a promising tool for rule-based explanation in image, text, and numerical data [16–19]. TM is an interpretable rule-based model that uses conjunctive clauses to learn basic and complicated correlations. Unlike Deep Neural Networks (DNNs) and basic rule-based systems, TM learns rules in the same way that humans do, using logical reasoning, and it does so in a visible and interpretable manner [16,20]. TM has shown that it obtains a good trade-off between accuracy and interpretability on many NLP tasks [21,22]. However, there lie some limitations such as boolean bag-of-words input and incapable of using pre-trained information.

One efficient way to deal with the above-mentioned problem is to use prerequisite knowledge to enhance the input layer for better interpretation. Integrating human rationales as supplementary supervision information for attention learning is a promising way to enhance the explainability of attention-based models. Human rationales have previously been found to be useful input for increasing model performance and discovering explainable input in model prediction [1,23]. However, obtaining such human rationales is an expensive and time-consuming process. Hence, to make it more easy and efficient, we use a logic-based model TM that mimics human-level understanding to generate prerequisite information to initialize the input layer of the neural network. Since TM can be explained by logic and rules, the information it provides can be easily explained to make the attention layer focus on important input tokens.

In this paper, we train TM on two movie review datasets and leverage the clause score of TM for each word in the vocabulary. We then use this prerequisite information of each word as initial information for the input layer in the neural network. We use Bidirection Gated Recurrent Unit (Bi-GRU) [24] for language representation for neural networks and Glove [25] to initialize the word embedding. In addition to this, we multiply the input embedding layer with prerequisite information of each word from TM. This makes the attention layer on top of Bi-GRU focus on important words.

2. Related Works

Machine learning explainability has lately received a lot of attention, owing to the necessity for transparency [5,26]. Existing explainability approaches may be divided into two types: post-hoc and intrinsic explainability. The goal of post-hoc explainability is to provide explanations for a model that already exists. In the feature space, a representative technique approximates decisions of the model with an explainable technique (e.g., a linear model) [5]. Generative Explanation Framework (GEF) [27] is a recent development in this field that aims to explain a generic encoder-predictor architecture by concurrently generating explanations and classification results. The goal of intrinsic explainability is to create self-explanatory models. This can be accomplished by enforcing feature sparsity [28], representation disentanglement [29], or sensitivity to input characteristics through explainability requirements in model learning. Attention mechanisms, that identify sections of the input that are considered by the model for specific output predictions, are a more prevalent technique to explain individual predictions [8,30]. These attention processes have long been essential in NLP, not just because of their explainability, but also because of the improvements they provide to model performance [10,11]. An empirical study recently questioned their effectiveness in explaining model performance, pointing out that attention distributions are contrary with the importance of input features measured by gradient-based methods, and those adversarial distributions can be found yielding similar model performance [13]. These discoveries have sparked heated debates, such as how attention mechanisms provide larger weights to key input features for a specific task even when the model for prediction changes [14].
The concept of adding human rationales for improvement of the model may be traced back to a situation in which a human teacher highlights sections of text in a document as a justification for label annotation [23]. By restricting the prediction labels, the logic is integrated into the loss function of SVM classifier. Similar concepts have been investigated for neural network models [1] and various methods of human reason integration, such as learning a mapping between human rationales and machine attention [31] or assuring variety among hidden representations learned at different time steps [32]. Even though recent studies in human computation [33] have shown that asking workers to provide human annotation rationales—by headlining the supporting text excerpts from the given context—requires no additional annotation effort, reassigning human rationales in the previous datasets requires additional time and cost. Hence, there is the need for a human explainable model that can substitute the human-in-loop system as prerequisite knowledge for the neural network model.

In this paper, we propose an alternative for human rationales by using Tsetlin Machine and its explainability. TM consists of several clauses in the form of propositional logic. Each feature in TM represents the collection of the clauses for a particular classification model. Such clause score also represents the weightage of each feature in the model. Since TM is easily explainable, it makes sense to use this explanation as ensemble information for the neural network.

3. Proposed Architecture: TM Initialized Attention Model

Here, we discuss the architecture of the model that ensemble the information from TM into neural network. First we explain the architecture of TM and then process to obtain the clause score.

3.1. Clause Score from Tsetlin Machine Architecture

A revolutionary game-theoretic strategy that organizes a collection of decentralized team of Tsetlin Automata is at the heart of the TM (TAs). Based on disjunctive normal form, the strategy directs the TAs to learn arbitrarily complicated propositional formula in the form of conjunctive form [34,35]. A TM is interpretable in a way that it decomposes issues into self-contained sub-patterns that may be interpreted separately, notwithstanding its ability to learn complicated nonlinear patterns. Each sub-pattern is represented by a conjunctive sentence, which is a series of literals, each of which represents an input bit or its negation. As a result, sub-pattern representation and evaluation are both Boolean. In comparison to other approaches, this makes the TM computationally efficient and hardware friendly [36,37].

TM is a new classification approach based on a team of Tsetlin Automata that manipulates phrases in propositional logic. TA is a deterministic automaton with a fixed structure that learns the best action from a collection of actions provided by the environment. A two-action TA with 2N states is shown in Figure 1. The states from 1 to N are referred to as Action 1, whereas the states from (N + 1) to 2N are referred to as Action 2. TA conducts the action depending on the current state and interacts with the environment during each iteration. This, in turn, causes the environment to issue a random reward or penalty based on an unknown probability distribution. If TA is rewarded, it advances deeper into the state; if it is penalized, it moves closer to the center of the state, weakening the preformed action, and finally jumping to the side of the other action. Each input bit in TM is represented by two TAs, TA and TA'. The original bit of the input sample is controlled by TA, while the negation is controlled by TA'. As a result, the TM, which is made up of clauses, will eventually converge to the desired pattern. There are two sorts of feedback (reward or penalty) supplied to the TM: Type I and Type II feedback. The TA for the training samples is given rewards or penalties based on these feedback types. The both feedbacks are shown in Tables 1 and 2 respectively.
Table 1. The Type I Feedback [16].

<table>
<thead>
<tr>
<th>Input</th>
<th>Clause</th>
<th>1</th>
<th>0</th>
<th>1</th>
<th>0</th>
</tr>
</thead>
<tbody>
<tr>
<td>Include Literal</td>
<td>P(Reward)</td>
<td>$\frac{s-1}{s}$</td>
<td>NA</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>P(Inaction)</td>
<td>$\frac{1}{s}$</td>
<td>NA</td>
<td>$\frac{s-1}{s}$</td>
<td>$\frac{s-1}{s}$</td>
</tr>
<tr>
<td></td>
<td>P(Penalty)</td>
<td>0</td>
<td>NA</td>
<td>$\frac{1}{s}$</td>
<td>$\frac{s-1}{s}$</td>
</tr>
<tr>
<td>Exclude Literal</td>
<td>P(Reward)</td>
<td>0</td>
<td>$\frac{1}{s}$</td>
<td>$\frac{s-1}{s}$</td>
<td>$\frac{s-1}{s}$</td>
</tr>
<tr>
<td></td>
<td>P(Inaction)</td>
<td>$\frac{1}{s}$</td>
<td>$\frac{s-1}{s}$</td>
<td>$\frac{s-1}{s}$</td>
<td>$\frac{s-1}{s}$</td>
</tr>
<tr>
<td></td>
<td>P(Penalty)</td>
<td>$\frac{s-1}{s}$</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 2. The Type II Feedback [16].

<table>
<thead>
<tr>
<th>Input</th>
<th>Clause</th>
<th>1</th>
<th>0</th>
<th>1</th>
<th>0</th>
</tr>
</thead>
<tbody>
<tr>
<td>Include Literal</td>
<td>P(Reward)</td>
<td>0</td>
<td>NA</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>P(Inaction)</td>
<td>1.0</td>
<td>NA</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>P(Penalty)</td>
<td>0</td>
<td>NA</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Exclude Literal</td>
<td>P(Reward)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>P(Inaction)</td>
<td>1.0</td>
<td>0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>P(Penalty)</td>
<td>0</td>
<td>1.0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Figure 1. The two-action TA and its transition in TM.

In regards to NLP, TM heavily relies on the Boolean Bag-of-words (BOW) given by $X = [x_1, x_2, x_3, \ldots, x_n]$. Let $l$ be the number of clauses that represent each class of the TM, covering $q$ classes altogether. Then, the overall learning problem is solved using $l \times q$ clauses. Each clause $C_{ij}, 1 \leq j \leq q, 1 \leq i \leq l$ of the TM is given by:

$$C_{ij} = \left( \bigwedge_{k \in \mathcal{I}^j_i} x_k \right) \land \left( \bigwedge_{k \in \overline{\mathcal{I}}^j_i} \neg x_k \right),$$

where $\mathcal{I}^j_i$ and $\overline{\mathcal{I}}^j_i$ are non-overlapping subgroup of the input variable indices, $\mathcal{I}^j_i, \overline{\mathcal{I}}^j_i \subseteq \{1, \ldots, m\}, \mathcal{I}^j_i \cap \overline{\mathcal{I}}^j_i = \emptyset$. The subgroup decide that which of the input variables to participate in the clause, and whether they are in the original form or the negated. The indices of input features in $\mathcal{I}^j_i$ represent the literals that are included as original form of the literals, while the indices of input features in $\overline{\mathcal{I}}^j_i$ correspond to the negated ones. Among the $q$ clauses of each class, clauses that are indexed with odd number are assigned positive polarity (+) whereas those with even indexed are assigned negative polarity (−). The clauses with positive polarity vote for the true target class and those with negative polarity vote against it. A summation operator aggregates the votes by subtracting the total number of negative votes from positive votes, as shown in Equation (2).

$$f^j(X) = \Sigma_{i=1,3,\ldots}^l C_{ij}(X) - \Sigma_{i=2,4,\ldots}^l C_{ij}(X).$$
For \( q \) number of classes, the predicted output \( y \) is given by the argmax operator which classifies the input features based on the highest sum of votes obtained, as shown in Equation (3).

\[
\hat{y} = \text{argmax}_j \left( f_j(X) \right).
\]

Once the model is trained with a particular dataset, we can explore the clauses that hold information of combination of literals in propositional form. Such information is humanly interpretable and can be used for downstream applications of NLP. Here, we explore the weightage of each word in the model. We pass each word in the vocabulary into the TM and obtain the clause score. The clause score is calculated by:

\[
SC_{x_k} = |f^{k=tp}(X_{x_k}=1) - \sum f^{k=fp}(X_{x_k}=1)|
\]

Here \( tp \) refers to true prediction, \( fp \) refers to false prediction, \(|.|\) refers to the absolute value, and \( k = 1, 2, \ldots, n \) where \( n \) is the number of vocabulary. We then create the input map for each input sentence with the score obtained for each word which will then fed to neural network initial embedding layer.

3.2. Attention Based Neural Network

Here we explain the attention-based neural network for text classification where we use conventional Bi-GRU as the language representation layer and attention on top of it.

Because of its linked hidden layers, where the internal states are used to process data in a sequential fashion, recurrent neural networks (RNNs) [38] have lately become the standard for NLP. RNNs, on the other hand, have several drawbacks that have led to the creation of versions like LSTM and GRU. The GRU, like the LSTM unit, regulates the flow of information without using a memory unit, making it more efficient with near-lossless performance [39]. GRU also overcomes the issue of vanishing gradients and gradient explosions in vanilla RNN. Our selected model consists of a Bi-GRU layer on top of embedding layer initialized with Glove embedding. This layer consists of a attention layer on top of Bi-GRU. The overall architecture of proposed model is shown in Figure 2.

Consider a sentence “This is wonderful movie.” which is fed to the embedding layer initialized by Glove embedding. On the other hand, we obtain the clause score for each word in the sentence and feed to the embedding layer to match the dimension of input sentence embedding. Then both the embedding layer is passed to multiplication layer, where both are multiplied element wise. The output of the multiplication layer is then fed to the Bi-GRU having multiple hidden layers. Let us assume that the input to Bi-GRU is given by \( X = [x_1, x_2, x_3, \ldots, x_k] \) where \( k \) is the padded length of the input sentence. This information is passed to Bi-GRU layer. In GRU, there are two types of gates: update gates and reset gates. The update gate determines how much previous data must be brought into the current state and how much new data must be introduced.

On the other hand, reset gate decides how much information from the previous steps is passed into the current state \( h_t \). Here, \( h_t \) is the output from the GRU at time step \( t \) and \( z_t \) means the update gate. At a specific time step \( t \), the new state \( h_t \) is given by:

\[
h_t = (1 - z_t) \odot h_{t-1} + z_t \odot h_t,
\]

where \( \odot \) represents the element-wise multiplication. To update \( z_t \), we have

\[
z_t = \sigma(W_{z_t}x_t + U_{z_t}h_{t-1} + b_{z_t}).
\]

Here, \( x_t \) is each word of the sentence at time step \( t \) that is passed into the network unit which is then multiplied with its own weight \( W_{z_t} \). Similarly, \( h_{t-1} \) represents the information of previous unit and is multiplied with its own weight \( U_{z_t} \) and \( b_{z_t} \) is the bias associated with update state. The current state \( h_t \) is updated using reset gate \( r_t \) by
\[ h_t = \tanh(W_{ht} x_t + r_t \odot (U_{ht} + b_{ht})). \] (7)

At \( r_t \), the candidate state of step \( t \) can get the information of input \( x_t \) and the status of \( h_{t-1} \) of step \( t-1 \). The update function of \( r_t \) is given by

\[ r_t = \sigma(W_{rt} x_t + U_{rt} h_{t-1} + b_{rt}), \] (8)

where \( W_{rt} \) and \( U_{rt} \) are the weights associated with the reset state and \( b_{rt} \) is the bias.

The Bi-GRU consists the forward GRU layer \((\rightarrow h_t)\) that models the input sentence from step 0 to \( t \) and the backward GRU \((\leftarrow h_t)\) from \( t \) to 0.

\[ \rightarrow h_t = \text{GRU}(x_t), \quad t \in [1, T], \] (9)

\[ \leftarrow h_t = \text{GRU}(x_t), \quad t \in [T, 1], \] (10)

\[ h_t = [\rightarrow h_t, \leftarrow h_t]. \] (11)

Figure 2. The two-action TA and its transition in TM.
As we all know, not all of the words in the context contribute equally to text categorization. As a result, an attention layer is allocated to the context to prioritize significant words. Attention layer is fed on top of Bi−GRU to learn the weight $\alpha_t$ for each hidden state $h_t$ obtained at time step $t$. Since there are $k$ inputs in the padded sequences, time step $t$ will be from 1 to $k$. The weighting vector $\alpha = (\alpha_1, \alpha_2, \alpha_3, \ldots, \alpha_k)$ is calculated based on the output sequence $H = (h_1, h_2, h_3, \ldots, h_k)$. The attention vector $z_t$ for $AL_1$ is calculated based on the weighted sum of these hidden states, as:

$$z_1 = \sum_{t=1}^{k} (\alpha_t h_t),$$

where the weighted parameter $\alpha_1^t$ is calculated by:

$$\alpha_t = \frac{\exp(u_t^T u_w)}{\sum_t \exp(u_t^T u_w)},$$

where $u_1 = \tanh(W_w h_t + b_w)$. Here $W_w$ and $h_t$ are the weight matrices and $b_w$ represents the bias. The parameter $u_w$ demonstrates context vector that is different at each time step, which is randomly initialized and learned jointly during the training process.

4. Experiments and Results

Here, we demonstrate the experiments and the result on the proposed model for enhancing the explanation of attention layer in text classification. We use two sentiment classification datasets for evaluation. They are:

- **MR** is a movie review dataset for binary sentiment classification with just one sentence per review [40]. There are 5331 positive reviews and 5331 critical reviews in the corpus. In this study, we used a training/test split from [41] (https://github.com/mnqu/PTE/tree/master/data/mr (accessed on 24 February 2022)).

- **Reuters** The Reuters 21,578 dataset has two subsets: R52 and R83 (all-terms version). R8 is divided into eight categories, including 5485 training and 2189 exam papers. R52 is divided into 52 categories and 6532 training and 2568 test papers.

We employ Keras [42] to implement our model. Adam [43] is used as the models’ optimization method with the learning rate of $1 \times e^{-3}$. Additionally, we adopted Dropout [44] as the regularization strategy and the probability of Dropout was kept to be 0.25. Words are initialized with Glove [25] of 300-dimension word embedding. The batch size was 128 and was run for 100 epochs in the test datasets for obtaining the best results.

Since, the main purpose of this paper is to enhance the explanation of the attention layer, we demonstrate the performance of the proposed model with the relatable models to show the impact of each model. The comparable state-of-the-arts are explained below:

- **TF-IDF+LR**: Bag-of-words model with inverse document frequency weighting for term frequency. The classifier is based on logistic regression.
- **CNN**: CNN-rand uses arbitrarily initialized word embeddings [45].
- **LSTM**: The LSTM model that we employ here is from [46], representing the entire text using the last hidden layer. We used both the model that is using pretrained embeddings and without using.
- **Bi-LSTM**: Bi-directional LSTMs are widely used for text classification that models both forward and backward information.
- **PV-DBOW**: PV-DBOW is a paragraph vector model where the word order is not considered and is trained with Logistic Regression used as a softmax classifier [47].
- **PV-DM**: PV-DM is a paragraph vector model, with word ordering taken into consideration [47].
- **fastText**: This baseline uses the average of the word embeddings provided by fastText as document embedding. The embedding is then fed to a linear classifier [48].
• **SWEM**: SWEM applies simple pooling techniques over the word embeddings to obtain a document embedding [49].

• **Graph-CNN-C**: A graph CNN model uses convolutions over a word embedding similarity graph [50], employing a Chebyshev filter.

• **Tsetlin Machine**: Simple BOW model for Tsetlin Machine without feature enhancement.

• **Bi-GRU+Attn**: Bi-directional GRUs are widely used for text classification. We compare our model with Bi-GRU fed with pre-trained word embeddings along with attention layer on top of it.

• **TM+Bi-GRU+Attn**: Proposed model with Bi-GRU model with pretrained word embedding initialized with pretrained TM score in its input layer.

### 4.1. Performance Comparison with State-of-the-Arts

Table 3 shows the comparison of performance for selected datasets. As we can see that traditional method such as TF-IDF with Logistic Regression (TF-IDF+LR) performs decently in MR with 74.59, R8 with 93.74, and R8 with 86.95. Some sophisticated language model such as CNN, and LSTM performs quite similarly. The only improvement seen among them is Bi-LSTM which incorporates both past and future information for better input representation thereby reaching 77.06% in MR, 96.68% in R8, and 90.54% in R52. Slightly different than language models PV-DBOW and PV-DM performs poorly in all three datasets. Similarly, Graph-based CNN and SWEM perform on par with the state-of-the-arts baselines. On the other hand, the rule-based method TM performs quite comparable to baseline by reaching 75.14% in MR, 96.16% in R8, and 84.62% in R52. The performance is slightly below Bi-LSTM/GRU-based model because of its restriction to use pre-trained word embedding. However, Yadav et al. [22] show that embedding similar words using a pre-trained word embedding significantly enhances the performance and outperforms the baselines. However, our proposed model only uses TM explainability to generate prerequisite word weightage to replace human attention input into neural network language models. Hence, this is demonstrated in the table as well. Even though the motive of this task does not necessarily impact the accuracy but there is a slight increase in performance anyway. This is due to the fact that the TM score gives additional weightage to the model’s input thereby reaching 77.95% in MR, 97.53% in R8, and 95.71% in R52 for TM+Bi-GRU+Attn. This shows an increment of about 1% in average throughout the selected datasets.

<table>
<thead>
<tr>
<th>Models</th>
<th>MR</th>
<th>R8</th>
<th>R52</th>
</tr>
</thead>
<tbody>
<tr>
<td>TF-IDF+LR</td>
<td>74.59</td>
<td>93.74</td>
<td>86.95</td>
</tr>
<tr>
<td>CNN</td>
<td>74.98</td>
<td>94.02</td>
<td>85.37</td>
</tr>
<tr>
<td>LSTM</td>
<td>75.06</td>
<td>93.68</td>
<td>85.54</td>
</tr>
<tr>
<td>Bi-LSTM</td>
<td>77.68</td>
<td>96.31</td>
<td>90.54</td>
</tr>
<tr>
<td>PV-DBOW</td>
<td>61.09</td>
<td>85.87</td>
<td>78.29</td>
</tr>
<tr>
<td>PV-DM</td>
<td>59.47</td>
<td>52.07</td>
<td>44.92</td>
</tr>
<tr>
<td>SWEM</td>
<td>76.65</td>
<td>95.32</td>
<td>92.94</td>
</tr>
<tr>
<td>Graph-CNN-C</td>
<td>77.22</td>
<td>96.99</td>
<td>92.75</td>
</tr>
<tr>
<td>Tsetlin Machine</td>
<td>75.14</td>
<td>96.16</td>
<td>84.62</td>
</tr>
<tr>
<td>Bi-GRU+Attn</td>
<td>77.15</td>
<td>96.20</td>
<td>94.85</td>
</tr>
<tr>
<td>TM+Bi-GRU+Attn</td>
<td>77.95</td>
<td>97.53</td>
<td>95.71</td>
</tr>
</tbody>
</table>

In addition to this, we also evaluate some more metrics that supports the performance of the proposed model. Since MR is only binary classification dataset, R8 and R52 is multiclass dataset. Hence, there is need of the evaluation of the performance of each class. Usually unbalanced or multiclass datasets sometimes suffers with low F-scores because the model greedily learns the majority classes. Hence to have a clear picture of our proposed model, we evaluate precision, recall, and f-scores of main baseline TM, Bi-GRU+Attn with our proposed model TM+Bi-GRU+Attn as shown in Tables 4–6 respectively. The results clearly indicate the our proposed model also performance superior on all three selected
metrics for macro, micro, and weighted form of measurement compared to baselines TM and Bi-GRU+Attn. The performance of our proposed model is significantly higher in case of R8 and MR across all metrics. However the difference in performance for R52 is very marginal. In case of comparison with TM, our proposed outperforms all the measures for all three datasets.

Table 4. Performance of TM for various evaluation metrics.

<table>
<thead>
<tr>
<th>Models</th>
<th>MR</th>
<th>R8</th>
<th>R52</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precision (macro)</td>
<td>73.22</td>
<td>86.12</td>
<td>79.18</td>
</tr>
<tr>
<td>Recall (macro)</td>
<td>70.42</td>
<td>87.44</td>
<td>75.44</td>
</tr>
<tr>
<td>F-Score (macro)</td>
<td>69.32</td>
<td>88.32</td>
<td>76.66</td>
</tr>
<tr>
<td>Precision (micro)</td>
<td>70.42</td>
<td>94.82</td>
<td>85.28</td>
</tr>
<tr>
<td>Recall (micro)</td>
<td>70.42</td>
<td>94.82</td>
<td>85.28</td>
</tr>
<tr>
<td>F-Score (micro)</td>
<td>70.42</td>
<td>94.82</td>
<td>85.28</td>
</tr>
<tr>
<td>Precision (weighted)</td>
<td>73.22</td>
<td>95.02</td>
<td>85.51</td>
</tr>
<tr>
<td>Recall (weighted)</td>
<td>70.42</td>
<td>95.12</td>
<td>85.12</td>
</tr>
<tr>
<td>F-Score (weighted)</td>
<td>69.32</td>
<td>95.02</td>
<td>85.28</td>
</tr>
</tbody>
</table>

Table 5. Performance of Bi-GRU+Attn for various evaluation metrics.

<table>
<thead>
<tr>
<th>Models</th>
<th>MR</th>
<th>R8</th>
<th>R52</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precision (macro)</td>
<td>75.21</td>
<td>88.69</td>
<td>82.32</td>
</tr>
<tr>
<td>Recall (macro)</td>
<td>72.20</td>
<td>90.66</td>
<td>79.26</td>
</tr>
<tr>
<td>F-Score (macro)</td>
<td>71.34</td>
<td>89.26</td>
<td>79.87</td>
</tr>
<tr>
<td>Precision (micro)</td>
<td>72.20</td>
<td>95.52</td>
<td>95.63</td>
</tr>
<tr>
<td>Recall (micro)</td>
<td>72.20</td>
<td>95.52</td>
<td>95.63</td>
</tr>
<tr>
<td>F-Score (micro)</td>
<td>72.20</td>
<td>95.52</td>
<td>95.63</td>
</tr>
<tr>
<td>Precision (weighted)</td>
<td>75.21</td>
<td>95.60</td>
<td>95.33</td>
</tr>
<tr>
<td>Recall (weighted)</td>
<td>72.20</td>
<td>95.23</td>
<td>95.63</td>
</tr>
<tr>
<td>F-Score (weighted)</td>
<td>71.34</td>
<td>95.49</td>
<td>95.34</td>
</tr>
</tbody>
</table>

Table 6. Performance of TM+Bi-GRU+Attn for various evaluation metrics.

<table>
<thead>
<tr>
<th>Models</th>
<th>MR</th>
<th>R8</th>
<th>R52</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precision (macro)</td>
<td>75.63</td>
<td>94.70</td>
<td>83.81</td>
</tr>
<tr>
<td>Recall (macro)</td>
<td>74.62</td>
<td>93.32</td>
<td>80.23</td>
</tr>
<tr>
<td>F-Score (macro)</td>
<td>74.61</td>
<td>93.39</td>
<td>80.67</td>
</tr>
<tr>
<td>Precision (micro)</td>
<td>74.62</td>
<td>96.52</td>
<td>96.82</td>
</tr>
<tr>
<td>Recall (micro)</td>
<td>74.62</td>
<td>96.52</td>
<td>96.82</td>
</tr>
<tr>
<td>F-Score (micro)</td>
<td>74.62</td>
<td>96.52</td>
<td>96.85</td>
</tr>
<tr>
<td>Precision (weighted)</td>
<td>75.63</td>
<td>96.58</td>
<td>96.51</td>
</tr>
<tr>
<td>Recall (weighted)</td>
<td>74.62</td>
<td>96.52</td>
<td>96.52</td>
</tr>
<tr>
<td>F-Score (weighted)</td>
<td>74.61</td>
<td>96.51</td>
<td>96.49</td>
</tr>
</tbody>
</table>

4.2. Explainability

Here, we explore the proposed model’s explainability by visualizing the respective attention weight. The attention weight usually gives the impact of each individual feature for a particular prediction. However, such weight usually gives the relationship between input and the output, such method of interpreting model can be beneficial for system to understand the impact of each features. Since neural network are already an established blackbox models, one can use this interpretation to generate explainability for the understanding the context of prediction. Hence we define interpretation of the model as the weights obtained from attention layer and explainability as use-case of interpretation to design the reasoning for a particular prediction that is easily understandable to humans.
For ease of illustration, we visualize the attention weight of the Bi-GRU model and the attention weight of the Bi-GRU model initialized with TM’s word score. We use the red color gradient to demonstrate the weightage of each input word in the context. Dark color represents the higher weightage with light color representing lower weightage. As we can see from Figure 3, only using Bi-GRU, the model recognizes mostly important words for predicting correct sentiment class. However, it is not perfect as the human level. However, Figure 4 shows the visualization of attention weight using Bi-GRU and TM’s score.

Here we can see that the model focus on more significant words than the previous model. For instance, in the first example, the later model captures “look”, “away” with higher weightage which is an important context for negative sentiment than “directing” and “attempt”. This is more clearly seen in the third sample as the first model focus on “easily”, “best”, and “film” however our proposed model shifts the higher weightage to “best”, “Korean”, “film” for predicting the positive sentiment. One of the most peculiar cases where there are ambiguities in the context consisting of both positive and negative sentiment words as in the last example. Here using only Bi-GRU, the model captures “forgettable”, “rip”, and “work” as thigh-impact words. However, it does not give high weightage to the word “cheerful” which is also sentiment carrying word. However, using our proposed model, the weightage changes drastically and the model assigns higher weightage to “forgettable”, “cheerful”, “but”, and “earlier”. This makes more sense to human understanding because the context the has word “cheerful” and it is contradicted with the word “but” which eventually leads to a negative sentiment the carrying word “forgettable” thereby making the whole context negative sentiment.

Figure 3. Visualization of attention weights with Bi-GRU only. Dark red to light red color represents the color gradients based on the attention weights in descending order.

Figure 4. Visualization of attention weights with Bi-GRU and TM Score. Dark red to light red color represents the color gradients based on the attention weights in descending order.

5. Conclusions

Recently, attention weights have been a great tool for visualization of the weightage of input rationales in the model. However, their weightage sometimes gives higher weightage
to unwanted tokens that did not make sense to humans. This led to the requirement of human-annotated rationales that are embedded into the models. Even, such human annotators are not a very extensive task to obtain while annotating new datasets, the problems come annotating human rationales to existing datasets. It takes high time and cost to re-annotate human rationales for explainability. Hence, in this paper, we propose an alternative approach to get human explainable rationales using interpretable Tsetlin Machine (TM). Since TM can be explained using logical rules, it provides human-level interpretation and is used as a prerequisite annotation of input rationales. The proposed model shows that embedding such information in attention-based models not only increases the accuracy but also enhances the weightage of attention layer for each input rationales thereby making the explanation more sensible to humans. The visualization also shows that the proposed model is capable of capturing the ambiguity of the context much better than traditional models.

However, the concern with current study of explainability in AI is the subjectivity of explainability. Even though the mode of interpreting a model has been very sophisticated with proof of concept. It still fails to align with human understanding because of the subjectivity of opinion. Hence, as a future work, one can collect the human rationales annotation while manually labelling the particular datasets. This can be used as an evaluation criteria on how explainability of ML models align with various human understanding.
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