BAG-DSM: A Method for Generating Alternatives for Hierarchical Multi-Attribute Decision Models Using Bayesian Optimization
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Abstract: Multi-attribute decision analysis is an approach to decision support in which decision alternatives are evaluated by multi-criteria models. An advanced feature of decision support models is the possibility to search for new alternatives that satisfy certain conditions. This task is important for practical decision support; however, the related work on generating alternatives for qualitative multi-attribute decision models is quite scarce. In this paper, we introduce Bayesian Alternative Generator for Decision Support Models (BAG-DSM), a method to address the problem of generating alternatives. More specifically, given a multi-attribute hierarchical model and an alternative representing the initial state, the goal is to generate alternatives that demand the least change in the provided alternative to obtain a desirable outcome. The brute force approach has exponential time complexity and has prohibitively long execution times, even for moderately sized models. BAG-DSM avoids these problems by using a Bayesian optimization approach adapted to qualitative DEX models. BAG-DSM was extensively evaluated and compared to a baseline method on 43 different DEX decision models with varying complexity, e.g., different depth and attribute importance. The comparison was performed with respect to: the time to obtain the first appropriate alternative, the number of generated alternatives, and the number of attribute changes required to reach the generated alternatives. BAG-DSM outperforms the baseline in all of the experiments by a large margin. Additionally, the evaluation confirms BAG-DSM’s suitability for the task, i.e., on average, it generates at least one appropriate alternative within two seconds. The relation between the depth of the multi-attribute hierarchical models—a parameter that increases the search space exponentially—and the time to obtaining the first appropriate alternative was linear and not exponential, by which BAG-DSM’s scalability is empirically confirmed.
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1. Introduction

Decision support systems (DSSs) are interactive information systems intended to help decision makers utilize data and models in order to identify and solve problems and make decisions [1–3]. Typically, decision support models are static and provide the users with an output for a given input (Step 1 and Step 2 in Figure 1). However, besides the output, users are often interested in alternatives that are close to their initial input and enable a change, usually a positive one, in the output of the model (see Step 1 and Step 2—with BAG-DSM in Figure 1). To solve that specific problem, we developed BAG-DSM, a surrogate-based stochastic optimization method for searching the decision space and generating alternatives...
that fulfill certain criteria with regard to the provided initial state (current alternative) and that guarantees evaluation of the outcome to the desired level.

Hierarchical multi-attribute models are a type of decision model used in DSSs that decompose the problem into smaller and less complex subproblems and represent it by a hierarchy of attributes and utility or aggregation functions. Such decision models are especially useful in solving complex decision problems [4–7]. DEX [8] is a qualitative hierarchical multi-attribute method whose models are characterized by using qualitative (symbolic) attributes and decision rules. The method is supported by DEXi [8], an interactive computer program for the development of qualitative multi-attribute decision models and the evaluation of alternatives. DEXi has been used to analyze decision problems in different domains. According to [8], DEXi was used in healthcare for the assessment of breast cancer risk, assessment of basic living activities in community nursing, risk assessment in diabetic foot care, and advising about medication therapy for Parkinson’s disease. In agriculture, DEXi [8] was used for assessing the impact of cropping systems on soil quality, assessing the ecological and the economic impact of genetically modified crops, assessing livestock systems, and predicting insect pest damage to crops. Some other recent applications were carried out in the fields of electricity production [9], risk assessment [10], sustainability development [11], and knowledge management [12].

Besides modeling expert knowledge and evaluating existing alternatives, DEXi can be used for what-if analysis, i.e., the process of changing the values of certain attributes in an existing alternative and analyzing how those changes affect the outcome. The what-if analysis has the ability to investigate the differences within a given set of alternatives but lacks the ability to generate the alternative set itself. The provided set of alternatives comprises alternatives that the decision maker chooses to investigate based on corresponding expert knowledge about the underlying decision problem and the set of attributes. However, imposing a condition to consider the desired evaluation of the outcome, which differs from the actual evaluation, makes the what-if analysis intractable.

Therefore, a useful extension of such analysis would be to provide the possibility to search for new alternatives or to generate them under a certain set of conditions that strongly relate to or depend on the initial or current state of the modeled system in order to obtain a desirable outcome—an evaluation of the modeled phenomenon. The solutions should satisfy the criteria of least deviation from the initial state, where the deviation is defined with a geometric or set-based distance measure(s) from a given alternative (initial state). This task is important for practical decision support.

The qualitative nature of DEX models, along with the set of input attributes and their domains (sets of nominal values that each attribute receives a value from), defines the combinatorial nature of the underlying search task that evolves in a complex combinatorial optimization problem, where the dimensionality of its search space affects the complexity. A trivial approach to the given search problem is an application of the brute-force or exhaustive search algorithm. However, the brute-force approach that evaluates all possible alternatives is computationally demanding and not reasonable for sufficiently large models. For example, for a decision model with 20 input attributes and cardinality of their value sets (scales) equal to three (e.g., “low”, “medium”, “high”), the number of possible alternatives...
(candidate solutions) is $3^{20}$, i.e., close to $3.5 \times 10^9$. Consequently, more advanced search methods in terms of intelligence and efficiency in traversing the search space are required to avoid the combinatorial explosion.

The contribution that this paper presents is the novel method Bayesian Alternative Generator for Decision Support Models (BAG-DSM), which aids the search through the decision space of DEX decision support models. The approach uses Bayesian optimization and its utility to investigate the tradeoff between exploration and exploitation of unknown regions and reached discoveries, respectively. BAG-DSM was evaluated on 42 qualitative multi-attribute models with varying complexity. BAG-DSM’s behavior and performance are analyzed with respect to several characteristics, including computational time, time to finding the first appropriate alternative, the number of generated (appropriate) alternatives, and the number of attribute changes required to reach the generated alternatives.

The rest of the paper is structured as follows: Section 2 presents the related work. Section 3 presents the theoretical background of multi-criteria decision analysis with a focus on DEX methodology. Section 4 presents the proposed BAG-DSM, including theoretical and implementation details. Section 5 presents the experimental setup and the experimental results. Section 6 discusses the results, including limitations, future work, and implications related to BAG-DSM. Finally, Section 7 concludes the paper.

2. Related Work

Most of the studies that analyze alternatives in multi-attribute decision models focus on the development of methods for ranking alternatives [13,14]. These methods are useful in use cases when the expert needs to choose one alternative from a set of possible alternatives. However, in use cases where the set of possible alternatives is not predefined, such methods are not applicable. Furthermore, such ranking methods lack the ability to generate new alternatives, leading to the desired outcome, which satisfies a set of criteria strongly related to and dependent on the initial or present state of the modeled system—the current alternative.

The related work on generating an alternative for multi-attribute decision models, particularly qualitative models such as DEX, is quite scarce. The only related study known to the authors was presented by Bergez [15], in which the focus is on attribute scoring (and not on the alternatives), and a given (current) alternative was not taken into consideration. More specifically, Bergez developed a genetic algorithm for searching a set of the “worst-best”, i.e., lowest scores for the input attributes that lead to the highest score for the root attribute (the decision model’s output), and “best-worst”, i.e., highest scores for the input attributes that lead to the lowest score for the root attribute. Bergez’s use case involves a complex model for ex ante assessment of the sustainability of cropping systems and provides an excellent justification for using such methods in decision support.

Generating candidate alternatives that would change the model’s output is also a problem faced by the machine learning (ML) community, thanks to the recent changes related to the EU’s General Data Protection Regulation (GDPR). According to GDPR, the ML models should offer the possibility to answer/provide an explanation such as: “You were denied a loan because your annual income was £30,000. If your income had been £45,000, you would have been offered a loan” [16]. This new regulation prompted the ML community to explore the explainability of ML models to the extent that some researchers argue that the model’s accuracy should be sacrificed and interpretable models should be preferred over black-box ML models for high-stakes decisions [17].

In the ML domain, this task is referred to as a search for counterfactual explanations. The idea is that, besides the model’s output, additional counterfactual information should be provided on how the world would have to be different for a desirable outcome to occur. Wachter et al. [16] presented examples of how meaningful counterfactuals can be computed for standard weight-based ML algorithms, e.g., neural networks, support vector machines, and logistic repressors. The proposed BAG-DSM utilizes the models’ weights and a specific distance function to search for counterfactuals. Joshi et al. [18] presented a method that
first learns a latent space of the training data using a variational autoencoder based on neural networks and then uses the latent space to search for the counterfactual explanations. While quite powerful, both of these methods are weight- and gradient-based and require a differentiable distance function, which is not always available with multi-attribute decision models and is especially limited in qualitative domains. Karimi et al. [19] proposed a general method based on first-order predicate logic to generate the nearest counterfactual explanations. They evaluated their approach using predictive models such as decision trees, random forest, logistic regression, and multilayer perceptron. Wexler et al. [20] presented a method that searches in the training data for the closest sample that flips the model’s prediction. Tolomei et al. [21] presented an approach that searches for the nearest counterfactual close to the decision boundary of a random forest model. Ustun et al. [22] presented a method that solves a mixed-integer linear program to obtain counterfactual explanations for linear regression models. However, these ML-based studies have limited ability to handle discrete utility functions, which are a base in our study for qualitative multi-attribute decision models.

3. Problem Description

3.1. Multi-Criteria Modeling

Multi-criteria decision analysis (MCDM) [6] is an approach to decision support that explicitly considers multiple and possibly conflicting criteria for assessing decision alternatives. One of the central MCDM concepts is a notion of a multi-criteria (or multi-attribute) model, which is aimed at capturing the decision maker’s preferences and goals, and eventually creating means to evaluate and analyze decision alternatives in a numerical or qualitative way. At the surface, an MCDM model can be seen as an aggregation function,

\[ U = F(x_1, x_2, \ldots, x_n), \]

that evaluates decision alternatives, which are represented by the values of multiple criteria \( x_i, i = 1, 2, \ldots, n \). The variables \( x_i \) usually represent some observable properties of alternatives that influence the decision, such as cost, performance, or economy. The aggregation yields an overall evaluation (utility) \( U \), which is used as a measure to rank alternatives and/or to select the optimal (preferred) one. MCDM provides a multitude of methods that use different internal representations of \( F \) and differ in the ways \( F \) is acquired from the decision maker and how it is used to support various decision-making tasks. Let us also add that the majority of MCDM methods rely on linear models of the form

\[ U = w_1 x_1 + w_2 x_2 + \cdots + w_n x_n \]

where \( w_i \in \mathbb{R}, i = 1, 2, \ldots, n \) are weights representing the relative importance of criteria.

3.2. Method DEX

Decision expert (DEX) [8] is an MCDM method that takes the same model aggregation approach; however, it departs from the mainstream MCDM methods by using qualitative rather than numeric criteria. Criteria \( x_i \) in DEX are represented by variables (called attributes) that take values that are usually represented by words, such as “bad”, “acceptable”, “high”. The aggregation of such values into an overall \( U \), which is also qualitative, is in DEX governed by decision rules rather than by the weighted sum or some other form of numerical aggregation. The DEX method was motivated by the needs of problem domains that involve inaccurate or even missing data and require judgment and qualitative knowledge-based reasoning. DEX is particularly suitable for supporting sorting decision problems [23], where the goal is to assign decision alternatives into ordered and predefined groups, called categories.

Example 1. As an introductory example of DEX, let us use a simple model for the evaluation of vehicles, which is distributed together with the DEXi software. The model consists of six basic...
attributes (BUY.PRICE, MAINT.PRICE, #PERS, #DOORS, LUGGAGE, and SAFETY), which are used as inputs to the model. The model has a hierarchical structure (Figure 2). Input attributes are gradually aggregated through three aggregate attributes (PRICE, COMFORT, and TECH.CHAR.).

The root of the tree, called CAR, represents the overall evaluation of decision alternatives—cars. Figure 3 also shows the value scales of attributes, illustrating the use of words (such as “small”, “medium”, “big”). These words are generally ordered by preference from “bad” to “good” values, and the red and green colors denote particularly bad and good individual values, respectively.

Figure 2. Structure and value scales of a DEX decision model for the evaluation of vehicles [8].

Figure 3. Decision rules for aggregating PRICE and TECH.CHAR. to CAR.

The aggregation in DEX is defined by decision tables consisting of decision rules. Figure 3 shows the topmost table in the CAR model, which aggregates the lower-level attributes PRICE and TECH.CHAR. to the final CAR evaluation. Each row in the table represents a simple decision rule; for instance, row 4:

\[
\text{if } \text{PRICE} = \text{“high” and TECH.CHAR. = “exc”} \text{ then } \text{CAR} = \text{“unacc(etable)”.}
\]

Such decision tables are usually defined by the decision maker and are meant to reflect their preferences. In addition to the rules in Figure 2, the CAR model contains three more decision tables, not shown here, that correspond to the aggregate attributes PRICE, TECH.CHAR., and COMFORT.

The CAR model, consisting of the attributes (Figure 2) and decision tables (one shown in Figure 3), collectively represents the aggregation

\[\text{CAR} = F(\text{BUY.PRICE, MAINT.PRICE, #PERS, #DOORS, LUGGAGE, SAFETY}),\]

where \(F\) is the aggregation function defined by decision rules. The six arguments of \(F\) are variables representing observable properties of cars, and CAR is the overall evaluation of a car, represented by categories “unacc”, “acc”, “good”, “exc”. This function can be used to evaluate specific vehicles, as illustrated in Figure 4.

In this study, we are interested in the following type of question: Consider Car2 in Figure 4. What can we do to improve its overall evaluation from CAR = “good” to CAR = “exc”? In which way should we change BUY.PRICE, MAINT.PRICE, and/or any combination of input values in order to achieve that goal? Apparently, this is a combinatorial problem, which is not particularly difficult for simple models such as CAR. One may notice that the inputs to CAR consist of five attributes that can take three qualitative
values and one attribute (#DOORS) that can take four values. In this way, the input space consists of \(3 \times 3 \times 3 \times 3 \times 3 = 972\) possible value combinations, which can all be easily evaluated by an exhaustive algorithm. However, the latter becomes impossible with larger and more complex models.

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Car1</th>
<th>Car2</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>CAR PRICE</strong></td>
<td>low</td>
<td>medium</td>
</tr>
<tr>
<td><strong>BUY PRICE</strong></td>
<td>medium</td>
<td>medium</td>
</tr>
<tr>
<td><strong>MAINT PRICE</strong></td>
<td>low</td>
<td>medium</td>
</tr>
<tr>
<td><strong>TECH CHAR</strong></td>
<td>exc</td>
<td>good</td>
</tr>
<tr>
<td><strong>COMFORT</strong></td>
<td>high</td>
<td>high</td>
</tr>
<tr>
<td><strong>#PERS</strong></td>
<td>more</td>
<td>more</td>
</tr>
<tr>
<td><strong>#DOORS</strong></td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td><strong>LUGGAGE</strong></td>
<td>big</td>
<td>big</td>
</tr>
<tr>
<td><strong>SAFETY</strong></td>
<td>high</td>
<td>medium</td>
</tr>
</tbody>
</table>

**Figure 4.** Example evaluation of two cars.

**Example 2.** Here we take a larger, more complex, but realistic DEX model in the domain of agriculture [24]. The model, whose structure is shown in Figure 5, is aimed at assessing the primary productivity of agricultural fields by considering soil properties, environmental aspects, crop properties, and management options. The description of the model is beyond the scope of this paper; however, it is included here to illustrate two important points. First, after evaluating an agricultural field and assessing its primary productivity, a caring farmer would ask questions such as: What can I do to improve productivity? What can go wrong and degrade productivity? Such questions are highly relevant and should be supported by appropriate methods and algorithms. Second, this model has 26 input attributes and, consequently, a huge input space: \(2^4 \times 3^{18} \times 4^4 \approx 1.59 \times 10^{12}\). The exhaustive search for solutions is clearly unfeasible, and more efficient algorithms are needed to solve the problem in a realistic time frame.

### 3.3. DEX Models and Their Properties

This study comprises DEX models that allow investigating performances of the proposed BAG-DSM for generating alternatives yet give a clear insight into the applicability of the BAG-DSM on decision problems bounded by real-world settings, such as the second example above. Therefore, along with the decision model for assessing the capacity of primary productivity soil function presented above, the study includes a set of artificial (benchmark) DEX multi-attribute decision models.

The benchmark DEX models are designed by Kuzmanovski et al. [25]. In this study, they are used for benchmarking the methods’ performances with respect to varying properties of the decision model and, hence, the decision problem. They encompass trivial structures, with unified attributes with regard to their value scales (Figure 6a). The set has 42 DEX models and exhibits variation in three model properties that define the overall complexity of a decision problem: (i) distribution of attributes’ aggregation weights (weight distribution), (ii) depth of the hierarchical structure (model depth), and (iii) inter-dependency of input attributes.

The aggregation weights resemble the idea of other MCDA methods that linearly combine attribute values, but with no explicit definition of such weights. Instead, the weights in DEX are either defined explicitly by the decision maker or implicitly derived from the decision rules, which do not necessarily exhibit a linear relation. Following the paradigm of the linear models, where weights explain the extent of variability in outcomes, the weights’ distribution considerably influences the ability to quickly generate a suitable alternative, i.e., determines the bounds of the search space. However, accurately estimating such weights and their distribution is not trivial. Therefore, for benchmark models, Kuzmanovski et al. [25] defined three classes of weight distributions: skewed, normal, and uniform, which express the distribution of weights in terms of dominant and tailing attributes across all aggregations in the DEX models. The skewed distribution of weights corresponds to the complete dominance of a single attribute, while the rest of the attributes have no influence in an aggregation (Figure 6b). Normal distribution resembles
a tailed bell-shaped distribution with one attribute being dominant, while the rest have fewer (minor) effects in the aggregation (Figure 6c). Uniform distribution, as the name suggests, equally distributes the effect or influence of input attributes on the outcome of the aggregation (Figure 6d). The defined classes of skewed, normal, and uniform distributions of weights translate to small, medium, and large search spaces, respectively.

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Primary Productivity</td>
<td>Capacity of the soil function</td>
</tr>
<tr>
<td>Soil</td>
<td>Effect of soil properties on variation of the capacity</td>
</tr>
<tr>
<td>Biological activity</td>
<td>Biological activity of soil</td>
</tr>
<tr>
<td>pH</td>
<td>Soil pH (pH-CaCl2)</td>
</tr>
<tr>
<td>C/N ratio</td>
<td>C/N ratio</td>
</tr>
<tr>
<td>SOM</td>
<td>Soil organic matter (SOM)</td>
</tr>
<tr>
<td>Chemical (agg)</td>
<td>Chemical soil quality</td>
</tr>
<tr>
<td>Macro Elements</td>
<td>Presence of macro elements</td>
</tr>
<tr>
<td>P</td>
<td>Major element contents of soil (P)</td>
</tr>
<tr>
<td>K</td>
<td>Major element contents of soil (K)</td>
</tr>
<tr>
<td>Mg</td>
<td>Additional element contents of soil (Mg)</td>
</tr>
<tr>
<td>Other Chemical Attributes</td>
<td>Other chemical factors</td>
</tr>
<tr>
<td>CEC</td>
<td>Cation exchange capacity (CEC)</td>
</tr>
<tr>
<td>Salinity</td>
<td>Salinity</td>
</tr>
<tr>
<td>Physical (agg)</td>
<td>Physical properties</td>
</tr>
<tr>
<td>Structure</td>
<td>Soil structure</td>
</tr>
<tr>
<td>Bulk Density</td>
<td>Soil bulk density</td>
</tr>
<tr>
<td>Rooting Depth</td>
<td>Rooting depth (depth till limited of root growth)</td>
</tr>
<tr>
<td>Clay content</td>
<td>Share of clay in the soil structure</td>
</tr>
<tr>
<td>Groundwater Table Depth</td>
<td>Groundwater Table Depth</td>
</tr>
<tr>
<td>Environmental</td>
<td>Effect of environmental conditions on variation of the capacity</td>
</tr>
<tr>
<td>Climate</td>
<td>Climate-related conditions</td>
</tr>
<tr>
<td>Precipitation</td>
<td>Precipitation; annual cumulative precipitation</td>
</tr>
<tr>
<td>Temperature</td>
<td>Length of the temperature growing period (degree days)</td>
</tr>
<tr>
<td>Orophy</td>
<td>Orophy-related conditions</td>
</tr>
<tr>
<td>Altitude</td>
<td>Altitude (meters above sea level)</td>
</tr>
<tr>
<td>Slope Degree</td>
<td>Slope degree</td>
</tr>
<tr>
<td>Crop</td>
<td>Effect of crop selection on variation of the capacity</td>
</tr>
<tr>
<td>Crop Rotation</td>
<td>Number of crops in rotation</td>
</tr>
<tr>
<td>Number of crops</td>
<td>Average number of crops in rotation (last 5 years)</td>
</tr>
<tr>
<td>% legumes</td>
<td>Share of years when legumes have been sawn (last 5 years)</td>
</tr>
<tr>
<td>% CaO3,2C2O3,GM</td>
<td>Share of years with catch, cash or genetically-modified crops (last 5 years)</td>
</tr>
<tr>
<td>Stocking Rate</td>
<td>Stocking rate (L/ha/year)</td>
</tr>
<tr>
<td>Management</td>
<td>Effects of crop management on variation of the capacity</td>
</tr>
<tr>
<td>Fertilisation</td>
<td>Effects of fertilisation</td>
</tr>
<tr>
<td>Chemical</td>
<td>Mineral nitrogen fertilisation (kg N ha-1 y-1)</td>
</tr>
<tr>
<td>Organic Nitrogen Fertilisation</td>
<td>Organic nitrogen fertilisation (kg ha-1)</td>
</tr>
<tr>
<td>Pest Management</td>
<td>Pest management with chemical control</td>
</tr>
<tr>
<td>Physical</td>
<td>Pest management with physical prevention</td>
</tr>
<tr>
<td>Biological</td>
<td>Pest management with biological control agents</td>
</tr>
<tr>
<td>Irrigation</td>
<td></td>
</tr>
</tbody>
</table>

**Figure 5.** Structure of a DEX decision model for the assessment of primary productivity of agricultural fields [24].

**Figure 6.** Examples of the structure and weight distributions of a benchmark DEX decision model. (a) The hierarchical structure of a benchmark DEX model with a depth of 3 levels and one linked attribute (Input_122); (b–d) examples of skewed (b), normal (c), and uniform (d) distributions of aggregation weights [26].

The depth of the DEX models shows the number of levels in their tree-like hierarchical structure, including the level of input attributes. The depth of the model, where at each
aggregation, at least two attributes are combined, influences the number of input attributes. Therefore, depth influences the dimensionality of the search space (number of input attributes), and hence, the complexity of the decision problem. The set of benchmark DEX models includes models with the depth of 3, 4, and 5 levels.

The inter-dependency of input attributes in DEX models is represented by the so-called “links” that represent a copy of an input attribute that appears in other parts of the hierarchical structure. The links represent inter-dependency because by varying the original input attribute, all its copies vary as well. Therefore, the search for solutions needs to focus only on the number of non-linked attributes, whereas the dimensionality of search space reduces. However, the covariance between the linked attributes is not necessarily reflected in aggregation effects to corresponding aggregation attributes and may thus lead to conflicting effects on the topmost aggregated attributes, an effect that increases the complexity of finding solutions. In order to investigate the influence of this property on the performance of the applied methods, the set of benchmark DEX models contains versions of models with and without links.

For full specification of the decision problems given with the benchmark DEX models, it is important to emphasize that all the attributes in the models are defined with the same value scale: “low”, “medium”, and “high”. Additionally, it is assumed that all value combinations among attributes are allowed, representing feasible alternatives. A summary of the benchmark models is given in Table 1, where, among other properties, the number of model versions with regard to weight distribution is specified. For example, the first row represents seven DEX decision models (3 + 3 + 1). Three of them have skewed weight distribution, three have normal distribution, and one has uniform weight distribution. All seven models contain links, and they have a depth of three levels and have eight leaves.

Table 1. Properties of the benchmark DEX decision models.

<table>
<thead>
<tr>
<th>Leaves</th>
<th>Depth</th>
<th>Weights’ Distribution</th>
<th>Links</th>
<th>Model Variations per Weights’ Distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>3</td>
<td>skewed, normal, uniform</td>
<td>yes</td>
<td>3, 3, 1</td>
</tr>
<tr>
<td>9</td>
<td>3</td>
<td>skewed, normal, uniform</td>
<td>no</td>
<td>3, 3, 1</td>
</tr>
<tr>
<td>19</td>
<td>4</td>
<td>skewed, normal, uniform</td>
<td>yes</td>
<td>3, 3, 1</td>
</tr>
<tr>
<td>20</td>
<td>4</td>
<td>skewed, normal, uniform</td>
<td>no</td>
<td>3, 3, 1</td>
</tr>
<tr>
<td>38</td>
<td>5</td>
<td>skewed, normal, uniform</td>
<td>yes</td>
<td>3, 3, 1</td>
</tr>
<tr>
<td>39</td>
<td>5</td>
<td>skewed, normal, uniform</td>
<td>no</td>
<td>3, 3, 1</td>
</tr>
</tbody>
</table>

The DEX model for assessing the capacity of primary productivity soil function is characterized by a depth of 5 levels and weight distributions that closely resemble the normal distribution. The value scales of the attributes are not unified and vary in size and value. The average size of the value scales across the whole structure is three values.

4. Bayesian Alternative Generator for Decision Support Models (BAG-DSM)

An efficient search strategy is required to generate alternatives that require the smallest change in the current alternative to obtain a desirable outcome. A naïve approach would be to generate all possible alternatives or to iteratively generate random alternatives and evaluate the outcome for each alternative (see Figure 7). However, for reasonably complex decision models, the search space can be enormous, rendering the naïve approaches unsuitable.

A more appropriate approach would be to use an informed search based on the history of previously generated and evaluated alternatives. The history can be used to estimate the search space and the behavior of the decision model. Based on that estimation, more promising alternatives can be acquired. By focusing on the more promising alternatives, the search space is reduced, and consequently, the time needed to find the appropriate alternatives is also reduced. Such an informed search is performed stochastically using Bayesian optimization. The proposed method, BAG-DSM, is depicted in Figure 7 and
described in the following subsections. BAG-DSM assumes that we do not know the internal rules by which the decision models operate. Thus, it falls into the category of “black-box” optimization techniques. Knowing and utilizing the decision rules might help the search algorithm, but this option was not addressed in this study.

**Figure 7.** Proposed BAG-DSM method for generating alternatives (left) vs. naïve approach (right).

### 4.1. Problem Formulation

The problem of generating alternatives that require the smallest change in the current alternative to obtain a desirable outcome can be defined as an optimization problem with two objectives: (1) improved outcome (desired output) of the decision model and (2) maximum similarity between the current alternative \( \tau \) and the new proposed alternative \( x \). For each decision model (aggregating function) \( F \), one alternative \( x \) can be defined as a tuple of attributes \( x = (x_1, x_2, \ldots, x_n) \), where each attribute can take any value of a limited set of values. Usually, that set includes preferentially ordered ordinal values (e.g., “low”, “medium”, and “high”), and those values can be encoded with integers (e.g., 0, 1, and 2).

Based on that encoding, a distance function \( d \) can be defined. The specific distance function used by BAG-DSM is a modified Euclidean distance between the candidate alternative \( \bar{x} \) and the current alternative \( \bar{c} \). This distance considers only the attributes for which the candidate alternative has higher (preferentially better) values compared to the current alternative \( \bar{c} \).

\[
d(\bar{x}, \bar{c}) = \sum_{j=1}^{n} \left\{ \begin{array}{ll}
x_j - c_j, & \text{if } x_j > c_j, j = 1, \ldots, n \\ 0, & \text{if } x_j \leq c_j, j = 1, \ldots, n
\end{array} \right.
\]  

(3)

From the distance function, a similarity function \( s \) can also be defined as one minus the normalized distance. The distance is normalized using the max_distance, i.e., the maximum plausible distance for the specific problem. For example, if \( \bar{x} \) has 20 attributes with possible values between 0 and 2, and if each attribute has the highest possible value (2), and if \( \bar{c} \) has only attributes with the lowest possible value (0), the maximum distance is 20 \( \times \) 2.

\[
(s(\bar{x}, \bar{c}), \text{ if } F(\bar{x}) > F(\bar{c}))
\]

(4)

Finally, the objective function can be defined as:

\[
f(\bar{x}, F) = \left\{ \begin{array}{ll}
s(\bar{x}, \bar{c}), & \text{if } F(\bar{x}) > F(\bar{c}) \\ 0, & \text{if } F(\bar{x}) \leq F(\bar{c})
\end{array} \right.
\]  

(5)

where \( F(\bar{x}) \) is the output of the model for the specific alternative. By optimizing \( f \), the method searches for alternatives that are as similar as possible to \( \tau \) and improve the output.
of the decision model \((F(\tau) > F(\tau))\). The definitions of \(d\), \(s\), and \(f\) are for a scenario where the desired outcome is an improvement of the current alternative \((F(\tau) > F(\tau))\). For the opposite scenario, i.e., if one would like to decrease the output of the decision model, \(d\) should be modified to consider only the attributes for which the alternative has lower values compared to the current alternative \(\tau\). Additionally, in that scenario, \(f\) should be modified to return the similarity when \(F(x) < F(\tau)\) and 0 otherwise. Such a scenario can be used to explore the stability of the current alternative \(\tau\).

Bayes’ theorem describes a way of calculating the conditional probability of an event:

\[
P(A|B) = \frac{P(B|A) * P(A)}{P(B)},
\]

This equation can be simplified by removing the normalizing value of \(P(B)\) and describing the conditional probability as a proportional quantity \((P(B|A) \propto P(B|A) * P(A))\), where \(P(A|B)\) is the posterior probability, \(P(B|A)\) is the likelihood, and \(P(A)\) is the prior probability (therefore, posterior \(\propto\) likelihood \(*\) prior). Following this idea, we can generate specific alternatives and evaluate them using the objective function \(f\). By iteratively generating such alternatives, learning data \(D\) can be created: \(D = \{(x_1, f(x_1)), (x_2, f(x_2)), \ldots, (x_k, f(x_k))\}\), where \(x_1, x_2, \ldots, x_k\) are \(k\) vectors (alternatives), each of them consisting of \(n\) attribute values (e.g., \(x_k = (x_{k1}, x_{k2}, \ldots, x_{kn})\)), and \(f(x_k)\) is the objective function that returns the outcome for each alternative \(x_k\). These data define the prior probability for the specific problem. The likelihood function is defined as the probability of observing the data given the objective function \(f\) \(P(D|f)\). This likelihood function will change as more alternatives are generated:

\[
P(f|D) = P(D|f) * P(f)
\]

where \(P(f|D)\) represents the updated expectations about the unknown objective function [27]. This step can also be interpreted as estimating the objective function with a surrogate function.

**A surrogate function** is a Bayesian approximation of the objective function that can be sampled efficiently. The surrogate function \(P(f|D)\) provides an estimate of the objective function by summarizing the conditional probability of the objective function \(f\), given the learning data \(D\). Usually, the surrogate function is learned using regression algorithms, with the \(D\) representing the input and the objective value (the output of the objective function) representing the output to the model. This is often modeled using a Gaussian process (GP) [28–30] because regression models based on the GP do not output just a single predicted value, but rather they output the whole probability distribution. By exploiting the mean and the standard deviation of the output distribution, one can balance the tradeoff of exploiting (higher mean) and exploring (higher standard deviation). In Bayesian optimization, that output distribution also represents the posterior distribution. Since GP models are computationally expensive with the complexity of \(O(n^3)\), ensemble models such as random forest (RF) can also be used [26,28,31,32]. In that case, the mean and the variance are calculated based on the predictions of all base models available in the ensemble. BAG-DSM uses RF with 1000 decision trees as base models. The surrogate model (SM) is used to estimate the objective value of a large number of candidate alternatives from the search space. From those estimations, one or more candidates can be selected and evaluated with the objective function. The selection process also involves the use of the posterior (the output of the surrogate model) in a function known as the acquisition function.

**An acquisition function** is a function by which the posterior is used to select the next alternative (sample) from the search space. The acquisition function is used to optimize the conditional probability of locations in the search space that are most likely to generate good alternatives. Example acquisition functions that can be used are: expected improvement [33], predicted improvement [34], and upper confidence bound [35]. The acquisition function operates on top of the mean and standard deviation of the SM’s output. We tested several acquisition functions, and their influence on the overall performance
was minimal. The final version of BAG-DSM uses the expected improvement (EI) as an acquisition function:

\[
EI(\bar{x}, x_b) = \begin{cases} 
  (\mu(SM(\bar{x})) - S_b - \xi) \cdot \Phi(Z) + \sigma(SM(\bar{x})) \cdot \Phi(Z), & \text{if } \sigma(SM(\bar{x})) > 0 \\
  0, & \text{if } \sigma(SM(\bar{x})) = 0 
\end{cases}
\]

(8)

where,

\[
Z = \begin{cases} 
  (\mu(SM(\bar{x})) - S_b - \xi) / \sigma(SM(\bar{x})), & \text{if } \sigma(SM(\bar{x})) > 0 \\
  0, & \text{if } \sigma(SM(\bar{x})) = 0 
\end{cases}
\]

(9)

where \(SM(\bar{x})\) is the output of all base models in the SM for the alternative \(\bar{x}\); \(S_b\) is the maximum predicted value by the SM from all previous observations; \(\Phi(\cdot)\) is the normal cumulative distribution function, and \(\xi\) is a constant that controls the tradeoff between global search and local optimization (exploration/exploitation). In our experiments, we used \(\xi = 0.01\) as proposed by Lizotte [36]. In simpler terms, this acquisition function checks the improvement that each candidate alternative brings with respect to the maximum known value \((\mu(SM(\bar{x})) - x_b)\), and scales those improvements with respect to the uncertainty. The uncertainty is calculated empirically from the standard deviation of the predictions of the based models available in the SM. If two alternatives have a similar mean value, the one with higher uncertainty \((\sigma(SM(\bar{x}))\) will be preferred by the acquisition function.

Finally, we need to define the generator of alternatives. BAG-DSM uses two generators of alternatives: a neighborhood generator and a random generator. Based on the distance function \(d\), a neighborhood relation can be defined. Two alternatives \(\bar{x}_1\) and \(\bar{x}_2\) are considered as neighbors with a degree \(k\), if \(d(\bar{x}_1, \bar{x}_2) = k\). For example, \(\bar{x}_1\) and \(\bar{x}_2\) are considered neighbors with a degree \(k = 1\), if the distance between \(\bar{x}_1\) and \(\bar{x}_2\) is 1. They are considered as neighbors with a degree \(k = 2\) if the distance between \(\bar{x}_1\) and \(\bar{x}_2\) is 2. The distance function \(d\) is defined in Equation (3). In scenarios where the desired outcome is an improvement of the current alternative, \(d\) calculates how many attributes in \(\bar{x}_2\) have a bigger value than the corresponding attributes in \(\bar{x}_1\). In the opposite scenarios, i.e., one would like to decrease the output of the decision model, \(d\) calculates how many attributes in \(\bar{x}_2\) have a smaller value than the corresponding attributes in \(\bar{x}_1\).

Consequently, for a given alternative \(\bar{x}\), we can generate a set of neighbors with degree \(k\), by alternating the value of \(k\) different attributes in \(\bar{x}\). The degree \(k\) was set experimentally. The relation between the computing time and \(k\) is exponential and is mostly affected by the number of input attributes. For the models with a depth of 3, we used \(k = 5\); for the models with a depth of 4, we used \(k = 4\); and for models with a depth of 5, we used \(k = 3\).

The random generator is a generator of alternatives that: (1) avoids generating known alternatives; and (2) is conditioned by the best-known (with respect to the objective function) alternative discovered in the previous iterations. That is implemented by disregarding the alternatives that have an optimization score lower than a certain threshold. The threshold was set experimentally to 80% from the best-known optimization score, calculated from the previous iterations.

4.2. Implementation

Algorithm 1 presents the implementation of BAG-DSM. The algorithm returns a set of optimally best (optimal) alternatives. In this set, all the alternatives have an equal score with respect to the objective function. The function \texttt{check promising values} runs the SM on a set of promising alternatives. This set contains all alternatives that have been previously generated as neighbors to a specific optimal alternative but have not been evaluated with the \(DM\) because the acquisition function has selected other alternatives. This enables one final check of the most promising solutions, which may have been missed because of an earlier bad prediction of the SM. Since the SM is retrained at each iteration, it is expected that its performance improves over time. This step is more computationally expensive as it checks a larger set of candidate alternatives and is performed only once.
Algorithm 1: Input: Decision model F and current alternative CA; Output: best_alternatives

# parameters and initialization
max_e = 150 # maximum number of epochs
n_candidates = 10 # number of candidates per iteration
objective_jitter = 0.8 # if an alternative is close to the current best (e.g., 80% as good as the current best, the alternative's neighbors should be checked)
random_sample_size = 10,000 # number of randomly generated alternatives
best_alternatives = []
surrogate_model = new Random_Forest()
promising_alternatives_pool = []

# initial values
candidate_alternatives = generate_random_alternatives (10)
real_objective_values = objective_function (F, CA, alternatives)
surrogate_model.fit (candidate_alternatives, real_objective_values)
known_alternatives.add (candidate_alternatives, real_objective_values)
best_alternative, best_score = max (candidate_alternatives, real_objective_values)
neighboring_alternatives= generate_neighborhood (best_alternative)

while counter < max_e do:
    if size (neighboring_alternatives) > 0:
        alternatives_pool = neighboring_alternatives
    else:
        alternatives_pool = gen_rand_alternatives (best_alternative, random_sample_size)

    # get top ranked (e.g., 10) candidates using the acquisition function
    candidate_alternatives, candidate_scores = perform_acquisition (alternatives_pool, n_candidates)

    # evaluation of candidate alternatives
    real_objective_values = objective_function (F, CA, alternatives)
    known_alternatives.add (candidate_alternatives, real_objective_values)

    # update current best and promising alternatives
    i = 0
    while i < size (candidate_scores) do:
        if best_score*objective_jitter <= candidate_scores[i] do:
            neighboring_alternatives = generate_neighbourhood (candidate_alternatives[i])
            promising_alternatives_pool.add (neighboring_alternatives)
        if best_score < candidate_scores[i] do:
            best_alternatives = []
            best_alternatives.add (candidate_alternatives[i])
        if best_score==candidate_scores[i] do:
            best_alternatives.add (candidate_alternatives[i])
        i++

    # update the surrogate model
    surrogate_model.fit (candidate_alternatives, real_objective_values)
    counter++

end

# perform final check of the promising alternatives
best_alternatives = check_promising_values (promising_alternatives_pool, best_alternatives)
return best_alternatives
5. Experiments

5.1. Experimental Setup

BAG-DSM was evaluated with 43 decision models: the real-life model depicted in Figure 5, and the 42 benchmark models summarized in Table 1. The real-life model demonstrates the utility of BAG-DSM in a real-life scenario. With this model, 23 different randomly sampled alternatives were used as starting alternatives and for each alternative, and BAG-DSM was run to find a set of optimal solutions.

On the other hand, the 42 benchmark models allowed for a detailed analysis of BAG-DSM’s performance under a variety of circumstances. For each benchmark model, nine different randomly sampled starting alternatives (current alternatives) were sampled. Three of those alternatives had a final attribute value of “low”, three had a final attribute value of “medium”, and three had a final attribute value of “high”. For each current alternative, BAG-DSM generates new alternatives that require the smallest change in the current alternative to obtain a desirable outcome. The desirable outcome was also varied:

1. starting with output attribute value “low”, generate alternatives that would improve the final attribute value to “medium” (positive change),
2. starting with output attribute value “low”, generate alternatives that would improve the final attribute value to “high” (positive change),
3. starting with output attribute value ‘medium’, generate alternatives that would improve the final attribute value to ‘high’ (positive change),
4. starting with output attribute value “medium”, generate alternatives that would change the final attribute value to “low” (negative change),
5. starting with output attribute value “high”, generate alternatives that would change the final attribute value to “medium” (negative change),
6. starting with output attribute value “high”, generate alternatives that would change the final attribute value to “low” (negative change).

Each experiment ran for a minimum of 100 epochs, a maximum of 150 epochs, and was terminated after 50 epochs without improvement (i.e., a better alternative was not discovered compared to the current best). The experiments were performed on a server with Intel(R) Xeon(R) CPU E5-2680 v3 @ 2.50 GHz and 150 GB RAM. Each experiment was repeated 10 times to minimize the influence of the randomized steps on the experimental results. BAG-DSM and the experiments were implemented in Python and are available online (https://repo.ijs.si/martingjoreski/bag-dsm accessed on 5 May 2022).

All experiments were performed both for the proposed BAG-DSM and for the baseline method (also depicted in Figure 7), i.e., a method that iteratively evaluates random alternatives and, at each iteration, saves only the alternatives that are equally good or better than the previous best-ranked alternative. To provide a fair comparison, the random alternatives were generated by the same random generator used by BAG-DSM.

Additionally, for each experimental run, the baseline method was given an equal amount of execution time as the BAG-DSM. For example, if the BAG-DSM finished an experiment in 5 min with a certain setup, the baseline method was given 5 min to perform a random search for the same experimental setup. The comparisons of performances undergo statistical analysis of differences in achieved performances by both methods. For that purpose, the Shapiro–Wilk test is used for testing the normality of performance distributions, the Kruskal test is used for testing the homoscedasticity, and the Mann–Whitney U test for testing the significance of differences.

The evaluation metrics used for comparison with the baseline are:

1. distance—as defined in Equation (3). The shorter the distance is, the better the solutions are;
2. optimal solution set size—the method outputs a set of optimal alternatives that have an equal score with respect to the objective function (defined in Equation (5)). The bigger the solution set is, the more options to choose from for the user;
3. time to first optimal solution—i.e., the time required to generate the first solution in the optimal solution set.

5.2. Experimental Results

The next two subsections present a comparison of the BAG-DSM with the baseline method on the real-life model and a comparison of BAG-DSM with the baseline method on the benchmark models.

5.2.1. Landmark Use Case

The most important metric that presents the quality of the solutions generated by BAG-DSM is the distance, i.e., the number of attribute changes required to achieve the final solution starting from the current state of the current alternative (as defined in Equation (3)). Figure 8 presents the distance required to achieve the final solution with the real-life model. On the x axis are the 23 randomly generated starting alternatives. The boxplots were generated using the results from the 10 repetitions for each experiment. Several observations can be seen from this figure: (i) the boxplots for BAG-DSM are always just a horizontal line, meaning that BAG-DSM was stable and it always found solutions with the same quality, i.e., same distance; (ii) the results of BAG-DSM are equally good as the results of the baseline method, and in the majority of the cases even better; (iii) in all of the cases, the final solution found by BAG-DSM was at a distance shorter than 5, i.e., only 5 (or fewer) attributes out of 26 need to be changed to reach the required optimal alternative.

Figure 8. Boxplots for the distances (shorter is better) between the current alternative and the optimal alternative found by BAG-DSM (Bayesian) vs. baseline for the Landmark model.

For each input starting alternative, the method outputs a set of optimal alternatives that have an equal distance to the starting alternative with respect to the objective function (defined in Equation (5)). The bigger the solution set is, the more options to choose from for the user. Figure 9 presents the size of the solution sets for each of the 23 alternatives. It can be seen that BAG-DSM found larger solution sets than the baseline in most of the cases.

Figure 9. Boxplots for the size of the solution set (bigger is better) generated by BAG-DSM vs. baseline for the Landmark model.
Figure 9 shows that the final output of the algorithm can consist of thousands of different alternatives. However, from a user perspective, only a few alternatives should be enough. For that reason, the time required to generate the first solution is a relevant metric to consider. Figure 10 presents the time (in seconds) required to generate the first solution for each of the 23 alternatives. From the results, it can be seen that BAG-DSM was faster than the baseline in all of the cases, with a difference of close to 500 s on average. One more important consideration is that the standard deviation of the boxplots for BAG-DSM is much smaller than the baseline’s standard deviation, which means that BAG-DSM is also stable with respect to the time required to generate the first solution.

![Boxplots for the time (shorter is better) required to find the first optimal alternative by BAG-DSM vs. baseline for the Landmark model.](image)

**Figure 10.** Boxplots for the time (shorter is better) required to find the first optimal alternative by BAG-DSM vs. baseline for the Landmark model.

BAG-DSM’s dominance has been confirmed with statistical tests of significance. Considering both performance measures (time to first solution and number of solutions), BAG-DSM stochastically dominates the baseline method (p-value close to 0)—for more details, please check Supplementary Materials, Section S2.2.

### 5.2.2. Benchmark Models

The same experiments presented in the previous subsection were repeated for the 42 benchmark models, and the same metrics were used to analyze the results. Thus, the next three figures present the distances, time to the first solution, and the number of solutions. Different from the previous graphs, the results are presented via paired boxplots. All our experiments are paired experiments, i.e., for given experimental conditions (e.g., a decision model, a starting alternative, and a desired outcome), a pair of experiments was performed, one set of experiments with the proposed method and another set of experiments with the baseline. We use the term “set of experiments” because each experiment was repeated 10 times to minimize the influence of the randomized steps on the experimental results. The lines connect the experimental runs that had the same experimental conditions (same model and same starting alternative). The blue line shows that our method was better for those specific experimental conditions. The red line shows that the baseline was better for those specific experimental conditions. The corresponding set of alternatives is compared using: the number of attribute changes required to reach the generated alternatives (Figure 11); the time to obtain the first appropriate alternative, Figure 12; and the number of generated alternatives (Figure 13).

Figure 11 presents the distance between the final solution and the starting alternative. From the results, it can be seen that in all of these experiments, BAG-DSM found solutions with equal or shorter distances compared to the solutions found by the baseline. The difference is larger for the more complex models (depth 4 and depth 5).
The other hand, the search direction would be negative if the starting alternative has an output attribute value that is greater than the final attribute value to be achieved. This means that the baseline approach might have found smaller solution sets, especially for the models with depth 3.

There were some cases where the baseline found larger solution sets, especially for the models with depth 3. From the results, it can be seen that for the more complex models (depth 4 and depth 5), BAG-DSM found many more solutions than the baseline. There were some cases in which the baseline performed better.

The observations have been statistically confirmed with statistical tests. BAG-DSM significantly dominates the baseline across all models (p-value very close to 0), as well as for individual model types (e.g., models with normal, skewed, or uniform distribution of attributes' weights). This means that the baseline approach might have found smaller solution sets, especially for the models with depth 3.
as with respect to individual model types (e.g., models with normal, skewed, or uniform distribution or various depths). However, BAG-DSM has a less significant dominance in the problems with uniform distribution of attributes' weights compared to the other two (Supplementary Materials—Section S2.1.1).

Figure 13 presents the size of the solution set (bigger is better) generated by the two methods. From the results, it can be seen that for the more complex models (depth 4 and depth 5), BAG-DSM found many more solutions than the baseline. There were some cases where the baseline found larger solution sets, especially for the models with depth 3. However, it should be noted that here we compare only the size of the solution set and not the quality of the solution sets. This means that the baseline approach might have found 100 solutions with a distance of 5, i.e., require 5 attribute changes, compared to BAG-DSM with 10 solutions with a distance of 3. Figure 11 already showed that the quality of the solutions generated by the Bayesian is better than those generated by the baseline in the majority of the cases.

Statistical tests have been performed for equally distant solutions found by both methods, and similar findings, as above, are confirmed (Supplementary Materials—Section S2.1.2). Namely, an overall significant stochastic dominance is observed, while such dominance is lacking over models with uniformly distributed weights (p-value is 0.07) and models with a depth of 3 (p-value is 0.6).

5.2.3. Performance Analysis

The experimental results from the previous subsections showed that BAG-DSM outperformed the baseline in all of the experiments. The following results present how the method’s performance depends on the complexity of the decision model, which was expressed through the depth of the decision model and the distribution attributes’ weights (attributes’ importance).

Figure 14 presents the time (in seconds) required to find a first solution of the final set of solutions for the benchmark models. The overall median of the time to the first solution is 1.67 s. Additionally, the figure contains three sets of boxplots (depth 3, depth 4, and depth 5), where the boxplots are color-coded with respect to the distribution of the attributes’ weights. The x-axis presents the direction of the search. For example, the search direction would be positive (positive target) if the starting alternative has an output attribute value of “medium”, and the method generates alternatives that would improve the final attribute value to “high”. On the other hand, the search direction would be negative if the starting alternative has an output attribute value of “medium”, and the method generates alternatives that would decrease the final attribute value to “low”. From the figure, it can be noticed that the time to the first solution increases as the depth of the models increases. However, even though the depth of the model is a parameter that increases the search exponentially, the increase in time (seconds) is rather linear, which is an experimental proof of the method’s scalability. Additionally, from the figure, it can be seen that the decision models with a skewed distribution of the attributes’ weights require the smallest amount of time to find the first solution. Regarding the direction of the search (positive vs. negative target), it seems that BAG-DSM finds first solutions faster when the direction is negative. This is probably because the size of the solution set is bigger when the direction is negative, i.e., it is easier to decrease the value of the output attribute (e.g., from “medium” to “low”), than to increase it (e.g., from “medium” to “high”).
In each epoch, BAG-DSM selects the top 10 alternatives ranked by the estimated optimization score. The higher the score, the better the alternatives are. The selected alternatives depend on the acquisition function, which in turn depends on the predictions of the surrogate model. Figure 15 presents the average optimization score in each epoch for the four different model types: benchmark model with a depth of 3, benchmark model with a depth of 4, benchmark model with a depth of 5, and the real-life model (Landmark). For comparison, the average optimization score of 10 randomly sampled alternatives at each epoch is also presented (dashed line). From the figures, it can be seen that the optimization score of the random samples is significantly lower than the optimization score of the samples selected using the surrogate model. Additionally, it can be seen that the optimization score stays high throughout all the epochs. This indicates that the generator of alternatives generates good candidates, and BAG-DSM discovers new alternatives continuously.

![Figure 14](image1.png)

**Figure 14.** Boxplots for the time in seconds (smaller is better), required to find the first optimal alternative for different benchmark models.

In addition, for some of the experiments, the algorithm stopped after 100 epochs because there was no improvement in the last 50 learning epochs. This can be noticed as a sudden increase in the average optimization score in the figure. That is because the average of the first 100 epochs is calculated over all the experimental runs, and the average of the last 50 epochs is calculated over a smaller number of experimental runs, i.e., those that did not finish in the first 100 epochs.

![Figure 15](image2.png)

**Figure 15.** Mean optimization score for different decision models. The full line represents the average optimization score of the alternatives generated by the surrogate model. The dashed line represents the average optimization score of the random alternatives.

In addition, for some of the experiments, the algorithm stopped after 100 epochs because there was no improvement in the last 50 learning epochs. This can be noticed as a sudden increase in the average optimization score in the figure. That is because the average of the first 100 epochs is calculated over all the experimental runs, and the average of the last 50 epochs is calculated over a smaller number of experimental runs, i.e., those that did not finish in the first 100 epochs.

Figure 16 presents the average mean absolute error (MAE) of the surrogate model, i.e., estimated optimization score calculated using the surrogate model vs. true optimization score calculated using the objective function. The shaded part presents one standard deviation in each direction. It can be noticed that the MAE gradually decreases. This is because, at each epoch, the training dataset for the surrogate model increases, and the
surrogate model improves after each retraining. In addition to the MAE, the standard deviation of the MAE also decreases, showing that the stability of the surrogate models also improves over time.

![Figure 16](image_url). Mean absolute error for the surrogate model calculated as the absolute difference between the estimated optimization score and true optimization value. The shaded part presents one standard deviation in each direction.

In summary, these results indicate that: (i) BAG-DSM is suitable for the task—on average, it generates at least one appropriate alternative within two seconds (Figure 14); (ii) BAG-DSM is scalable—the relation between the depth of the multi-attribute hierarchical models (a parameter which increases the search space exponentially) and the time to obtaining the first appropriate alternative was linear and not exponential (Figure 14); (iii) BAG-DSM’s generator of alternatives generates good alternatives (better than random sampling) and BAG-DSM discovers good alternatives continuously (Figure 15); (iv) the BAG-DSM surrogate model (random forest, RF) is appropriate for the task—RF’s MAE and standard deviation of the MAE decrease at each epoch (Figure 16).

6. Discussion

6.1. Results Discussion

The experimental results showed that BAG-DSM outperformed the baseline in all of the experiments. However, a close examination of the performances of the methods per characteristic of the solution and search spaces (and their ratio), i.e., the complexity of the decision models, is necessary in order to understand the situation where one or another method is more suitable. For that purpose, we investigated how BAG-DSM’s performance depends on the depth of the decision model and the distribution of the attribute weights (attributes’ importance).

As observed through the empirical and statistical analysis, BAG-DSM significantly outperforms the baseline method with respect to the time needed to find the first optimal alternative, and this is particularly true for the larger models represented with normal and skewed distributions of the attributes’ weights. The dominance is less significant with the models with uniformly distributed weights. Such behavior can be explained by the size of the solution space (i.e., the set of possible solutions) and its ratio to the overall search space, which is largest for the uniformly distributed weights, and smallest in the case of skewed distributions of the models’ weights. Similarly, methods with the shallower models tend to have comparable performance in terms of the time to first solution (Supplementary Materials—Section S2.1.1).

The complexity of the decision models, in terms of size and dimensionality of the search space, affects the size of the generated (optimal) solution set. Namely, overall, BAG-DSM significantly outperforms the baseline method, but less significance is observed for models with uniformly distributed weights and models with a depth of 3. The former is explained by the solution-to-search space ratio, which is largest in the case of uniformly distributed weights, and the fact that with the given number of iterations, the baseline...
can find many options/solutions. This is particularly true for models of depth 3 that are characterized by relatively small alternative spaces, and hence, with those models, both methods achieve comparable results.

6.2. Limitations and Future Work

One assumption in all experiments was that all attributes could be changed. In reality, this is not always true. For example, if we had a decision model for assessing soil quality, the type of the soil at a given location cannot be changed. In the future, this condition can be easily addressed by providing as input only the attributes that can be changed. Additionally, the method implementation is restricted to preferentially ordered ordinal attributes. However, there is a possibility of considering other types of distance measures that would work in nominal settings (e.g., Levenshtein distance).

BAG-DSM is a “black-box” method; given a decision support model, BAG-DSM considers only its input and output attributes but is oblivious to its internal structure. This is both an advantage and a limitation. As an advantage, BAG-DSM is not limited to DEX models but can, in principle, work with any qualitative models that employ preferentially ordered ordinal attributes. As a limitation, BAG-DSM does not use information about internal attribute structure and decision rules; employing this information might considerably reduce the search space but also restrict the method to DEX models only.

Regarding future work, BAG-DSM is stochastic, and the optimality of the final solution cannot be guaranteed. In order to do that, BAG-DSM needs to be additionally validated. Promising options include a comparison of BAG-DSM with deterministic methods and methods that utilize internal rules by which the decision models operate. Finally, BAG-DSM could also be validated on real decision models in order to examine the validity of the output solutions.

6.3. Implications

A typical use case of the proposed method can be presented via the decision support model depicted in Figure 5. The model has 26 input attributes and, consequently, a huge input space \(1.59 \times 10^{12}\). Using this model, the end users for whom this model was initially developed can evaluate the primary productivity of their agricultural fields. In scenarios where the output of the model is, for example, “low productivity”, a natural question would be, “What can I do to improve the productivity of my field?”. BAG-DSM answers that question by providing alternatives that lead to the improvement of primary productivity. In another scenario where the output of the model is “high productivity”, a possible question could be, “What can go wrong and degrade the productivity of my field?”. This question is also answered by BAG-DSM by providing alternatives that lead to decreased productivity. The answers are, according to our experiments, of good quality and provided in a short time.

This study demonstrated that BAG-DSM is model agnostic, i.e., it is a general method that works with any DEX decision support model. Furthermore, the mathematical and theoretical background presented in this paper should enable the application of BAG-DSM to any other decision support models using qualitative inputs and outputs. Furthermore, the same approach can be used for generating counterfactual explanations for machine learning models.

Thus, we envision BAG-DSM being used as a plug-in for future decision support models where the end users would receive, besides the output of the decision support models, a list of alternatives that require a minimal number of changes in the input space and yet would cause a change in the output of the decision support model.

7. Conclusions

We presented BAG-DSM, a method for generating alternatives for multi-attribute DEX decision models based on Bayesian optimization. The main goal of BAG-DSM was to generate alternatives that require the smallest change in the current alternative to obtain a
desirable outcome. BAG-DSM was extensively evaluated on 42 different benchmark models and one real-life model. The benchmark models were of variable complexity, i.e., variable depth and variable attribute weight distributions. BAG-DSM’s behavior was analyzed with respect to several characteristics: time to find the first appropriate alternative, the number of generated (appropriate) alternatives, and the number of attribute changes required to reach the generated alternatives.

The experimental results confirmed that BAG-DSM is suitable for the task, i.e., it generates at least one appropriate alternative in less than a minute, even for the most complex decision models. In the majority of the cases, the computing time was shorter than that. The discovery of alternatives was equally distributed throughout the overall runtime. An exception to this is the final check performed by the algorithm (see check_promising_values in Algorithm 1), which generates the majority of the alternatives for the more complex models (depth 4 and depth 5). The quality of the alternatives was also appropriate, as in the majority of the cases. The generated alternatives could be reached by fewer than five attribute changes. Finally, the relation between the decision model’s depth and the computing time in the experiments was linear and not exponential, which implies that BAG-DSM is scalable.
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