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Abstract: NoSQL document databases emerged as an alternative to relational databases for managing large volumes of data. NoSQL document databases ensure big data storage and good query performance and are essential when the data scheme does not fit into the scheme of relational databases. They store their data in the form of documents and can handle unstructured, semi-structured, and structured data. This work evaluates the top three open-source NoSQL document databases: Couchbase, CouchDB, and MongoDB with Yahoo! Cloud Serving Benchmark (YCSB), which has become a standard for NoSQL database evaluation. The performance and scale-up of document databases are assessed using YCSB workloads with a different number of records and threads, where the runtime is measured for each database. In the experimental evaluation, we concluded that MongoDB is the database with the best runtime, except for the workload composed by scan operations. In addition, we identified CouchDB as the database with the best scale-up when varying the number of threads.
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1. Introduction

NoSQL databases, also known as non-relational or not only SQL, emerged as an alternative to relational databases to deal with a large volume of data [1]. NoSQL offers high performance, schema flexibility, availability, data replication, and scalability, with the goal of solving the big data problems of volume, variety, and velocity [2].

There are four types of NoSQL databases: key-value, column-oriented, document, and graph [3]. NoSQL document databases have become very popular, with one of the main strengths being their flexibility regarding schema management. This paper is focused on the top three NoSQL document databases, according to the DB-Engine Ranking 2022: MongoDB, Couchbase, and CouchDB.

MongoDB is the most popular NoSQL database and is adopted by companies such as Vodafone, Bosch, SAP, CISCO, eBay, Google, Sage, and others. NoSQL document databases are important when the data scheme does not fit into the scheme of relational databases. They are a good choice for handling a large volume of data, enabling easy updates to schemas and fields. Besides understanding which document database is better this experimental work also intends to help researchers and users to choose the suitable database according to their needs.

The performance of these databases was evaluated using Yahoo! Cloud Serving Benchmark (YCSB). The YCSB is an open-source benchmarking tool developed in 2010 that has become the de facto standard benchmark for NoSQL database comparison using CRUD operations. The YCSB is a benchmark tool whose goal is to evaluate different systems with the same workloads with a focus on performance and extensibility [4].

YCSB includes six standard workloads, and we added two more workloads to evaluate these three databases. These workloads are composed of reading, inserting, updating,
scanning, and read–modify–write operations. With this benchmark, we aim to know the behavior of the database engine when scale-up by varying the number of threads and records by using a single node. We evaluated the three databases using an ordinary and limited personal computer rather than a specialized computer.

Considering the runtime in the tests performed, MongoDB was the database with the best performance. However, MongoDB was the database with the worst runtime in the workload composed of scan operations. On the other hand, CouchDB was the database that showed the best scale-up with a variation in the number of threads, and it was the database with the best runtime with the scanning operation.

The following points are the main contributions of this paper:

- Analysis of the main characteristics of NoSQL document databases;
- Performance and scale-up evaluation of NoSQL document databases using YCSB benchmark;
- Study the impact of query execution time on the databases using a different number of threads and various records size.

The rest of this paper is organized as follows: Section 2 reviews related work about NoSQL database evaluation. Section 3 describes the three NoSQL document databases used in this work. Section 4 explains the Yahoo! Cloud Serving Benchmark. Section 5 presents the experimental results of YCSB using the databases. Finally, Section 6 presents the conclusions and future work.

2. Related Work

NoSQL document databases have become more popular and are widely used in different areas. Several studies compare and evaluate the performance of NoSQL databases, including some NoSQL document databases. The research on NoSQL databases is still growing, and only a few academic papers have been published. Thus, just a few studies compare and evaluate the performance of only the NoSQL document database type.

The NoSQL databases, ArangoDB, HBase, MongoDB, PostgreSQL, and an ORDBMS (object-relational database management system) were compared in [5]. In this study, a performance evaluation was conducted using YCSB with only three workloads and with 100% insert, 100% read, and 100% update, respectively. They varied the number of records by 10,000, 100,000, and 1,000,000 records and used just one and four threads. For each workload, ten runs were performed, and the average of these values was used as the final result of the experiment. The tests were performed on a Linux Ubuntu environment. The authors concluded that ArangoDB and MongoDB have similar performance when using a load of 10,000 records. However, when the workload increases, MongoDB performs better than ArangoDB. Unlike the study presented, we carried out more types of operations, such as read–modify–write and scanning operations. The number of records used and the number of threads was also different. We used 100,000, 1,000,000, and 10,000,000 records. We varied the number of threads, using one, three, and six threads. For each workload, we ran it three times, and the average of these values was used as the final result of the experiment, and the tests were performed on a Windows environment.

In [6], the authors evaluated the performance of four NoSQL document databases MongoDB, ArangoDB, OrientDB, and Elasticsearch. The authors used the standard YCSB workloads, except workload E, which includes operations such as scan. One million records were used, and the number of threads was varied by 1, 3, 6, 10, 20, 32, 50, 64, and 128 threads. The tests were performed in an Ubuntu environment, and it was concluded that the database with the best performance was MongoDB, followed by ArangoDB, OrientDB, and, finally, Elasticsearch.

The authors in [7] carried out a study to evaluate the performance of three document-type NoSQL databases: MongoDB, Couchbase, and RethinkDB. Apache JMeter was used, which is an open-source tool that performs tests and measures their performance. These tests are made up of operations such as delete, get, patch, and post. In this evaluation, a single thread and several threads were used. In contrast to the results obtained in the
In the present paper, these authors obtained a better performance with Couchbase in most tests, either with one or multiple threads. The exception was in the post-operation that obtained better results with MongoDB.

In [8], the authors evaluated two NoSQL databases: Cassandra and MongoDB. Cassandra is a column database, and MongoDB is a document database. The authors compared and analyzed the two databases using the YCSB, where they added two more workloads, G and H, that focus on update operations. In this work, we not only added two more workloads to focus on update operations, but we also used all the standard YCSB workloads, from A to F. These authors did not use workloads D and E because they tended to focus on update and read operations. Additionally, they defined the size per record with ten fields, each of 100 bytes, meaning 1 KB per record. The total records used were 100 thousand, 280 thousand, and 700 thousand. In this paper, we defined twenty fields each of 500 bytes, meaning 10 KB per record, and we used 100 thousand, 1 million, and 10 million records. We evaluate the databases in a Windows environment, and these authors evaluate them in an Ubuntu environment. Just like us, these authors also ran all workloads three times, and the values shown represent the average value of the three executions. They also concluded that MongoDB started to reduce performance with increasing data size and that Cassandra is faster than MongoDB, providing lower execution time regardless of database size.

The authors in [9] compared two NoSQL databases: HBase, which is a NoSQL column database, and MongoDB, which is a document database. The two databases were compared and evaluated using YCSB with two more workloads, G and H, that focus on update operations. The workloads D and E were removed from the experiments because they contain insert operations. The main purpose of this work was only the evaluation of read, write, and load operations. The databases were evaluated in a Ubuntu environment using 600,000 records. It was concluded that MongoDB was more efficient in read operations, and HBase performed better in write operations.

In [10], three NoSQL document databases were compared: Couchbase, CouchDB, and MongoDB. The databases were characterized, taking into consideration their architecture, main advantages, and limitations. Furthermore, the authors did not perform an experimental evaluation and only used the OSSPal methodology to compare the databases. OSSPal methodology combines quantitative and qualitative measures to assess open-source software, where seven categories are defined: functionality, operational software characteristics, software technology attributes, documentation, support and service, community and adoption, and development process. In the end, a score that identifies the best NoSQL document database was obtained. In this evaluation, the best score was obtained by MongoDB, followed by Couchbase and CouchDB.

In [11], two databases were compared: MySQL and MongoDB. The databases were evaluated using YCSB, but only workloads A, C, and F were used. These workloads are composed of the reading, updating, and read–modify–write operations. The number of records also varied between 5 hundred, 12 thousand, 500 thousand, 100 thousand, 150 thousand, and 200 thousand. The number of threads used also varied between 4, 8, 16, and 32. It was concluded that MongoDB has better performance than MySQL in all operations used. Unlike this author, we used 100 thousand, 1 million, and 10 million records and 1, 3, and 6 threads.

Unlike most works, we used a Windows environment rather than an Ubuntu environment because, according to Statista and Stat Counter Global Stats websites, “Microsoft Windows is the dominant desktop operating system worldwide”.

3. NoSQL Document Databases

NoSQL databases were created to scale easily as data grow. Their main advantage is dealing with unstructured data such as text files, email, and multimedia files. NoSQL databases are known to have good horizontal scalability [12]. On the contrary, relational databases are known for having a predefined structure for their tables and for using SQL (Structured Query Language) as their standard query language. NoSQL databases do not
have a predefined structure or a standard query language since each one usually provides its own query language [13].

NoSQL document databases store and organize their data in the form of document collections. Collections are equivalent to tables in relational databases, and documents can be seen as records in relational tables. The difference is that the documents do not have a defined structure, and each document may have different fields and attributes. Documents from the same collection must be similar, although the database system does not require it. Documents do not have a predefined structure and do not depend on each other, and when they present some structure, they are called semi-structured documents [1,2].

We selected the top three document databases according to the DB-Engines Ranking 2022: MongoDB, Couchbase, and CouchDB [14]. In the following subsections, we describe each one of these NoSQL document databases.

3.1. Couchbase

Couchbase is an open-source database document-oriented, developed in C++ by Couchbase Inc. in 2011. Couchbase is designed for web and mobile applications, where their documents are in JSON format and are stored in buckets. A bucket is a collection of documents that are made up of a unique key. Couchbase has its own query language, the N1QL. It provides nine programming languages and supports Linux, macOS, and Windows as operating systems. Couchbase can be downloaded at https://www.couchbase.com (accessed on 10 March 2022) and has three versions: Couchbase Server, Couchbase Capella, and Couchbase Lite.

Figure 1 illustrates a web interface for managing the Couchbase Server, including a dashboard that provides a graphical summary of the current server status from the statistics. A bucket tab is included, where it is possible to see the active buckets in the system, and allows the configuration of services and indexes. It is possible to add and remove cluster nodes and configure replication across data centers. It also creates and shows collections, documents, queries, and views [14,15].

![Figure 1. Couchbase web interface.](image)

Couchbase Server has a set of services managed by the Couchbase Server cluster. These can be implemented, maintained, or deleted independently of each other. The services are data, query, eventing, indexing, full-text search, analytics, and backup.

Couchbase has a clustered architecture, where the cluster consists of a group of nodes that uses a peer-to-peer topology. The services are established per node, where each node can run on at most one instance of a service, and the data service must run on at least one node. The components of a Couchbase node include the cluster manager and the
other services provided by the Couchbase Server, also including the storage and cache management components [15].

The main characteristics and advantages of Couchbase are:

- Provides triggers, CRUD (create, read, update, and delete) operations, ad hoc queries, MapReduce, and indexes;
- It uses MVCC (MultiVersion Concurrency Control);
- It supports master–master replication and master–slave replication;
- It supports horizontal and vertical scaling.

Some of the limitations of Couchbase are as follows:

- It is not compatible with the four key properties of a transaction: atomicity, consistency, isolation, and durability (ACID properties);
- Indexing takes up too much RAM.

3.2. CouchDB

CouchDB is an open-source document-oriented database developed in Erlang by Apache Software Foundation in 2005. CouchDB documents are in JSON format and use JavaScript as a query language. CouchDB is compatible with the well-established operating systems Linux, macOS, Windows, Android, Solaris, and BSD and supports 17 programming languages [14,16].

CouchDB is a schema-less database designed for web and mobile applications suitable for CRM (customer relationship management) and CMS (content management system) systems. It provides a web application called Fauxton, as shown in Figure 2. In the Fauxton interface, it is possible to visualize and create collections, documents, indexes, and views. It also allows security management, such as adding users, assigning permissions, and configuring authentication mechanisms. CouchDB can be downloaded from https://couchdb.apache.org/ (accessed on 8 March 2022).

Figure 2. CouchDB web interface: Fauxton.

The main characteristics and advantages of CouchDB are:

- Provides triggers, CRUD operations, and MapReduce;
- It uses master–master replication;
- It supports horizontal scaling;
- It uses MVCC.

Some of the limitations of CouchDB are as follows:

- Views are temporary;
- Does not have support for ad hoc queries.
3.3. MongoDB

MongoDB is an open-source document-oriented database developed in C++ by MongoDB Inc. in 2009. MongoDB is designed for web and mobile applications and IoT. MongoDB uses documents in JSON format but stores them in BSON format and has its own query language, the MongoDB query language. MongoDB is compatible with the well-established operating systems Linux, macOS, Windows, and Solaris, and it supports 17 programming languages [14,17].

MongoDB offers three software versions: Atlas, Enterprise Advanced, and Community Edition. MongoDB includes the GUI (graphical user interface), the MongoDB Compass, a web application called Mongo Express, and a shell called mongo. MongoDB can be downloaded from https://www-mongodb.com (accessed on 9 March 2022).

Figure 3 illustrates the MongoDB Compass interface. It is possible to change and delete collections and documents. In addition, we can explore and manipulate data, create queries, make pipeline aggregations, visualize documents, create indexes, and build schema validation rules. It has a dashboard that provides a graphical summary of the server’s current state [18].

In MongoDB, when we have a document in BSON format that exceeds 16 MB, it uses the GridFS, a distributed storage engine, to store large binary documents. As we can see in Figure 4, these documents are divided into several pieces or parts of 255 KB, except for the last piece that takes up the necessary space. The GridFS engine uses two collections. The first collection stores the document fragments, and the second stores the document metadata. GridFS is also used when we only want to obtain a part or a piece of the document without having to load the whole document into memory [19,20].

The main characteristics and advantages of MongoDB are:

• It provides indexing, ad hoc queries, CRUD operations, and MapReduce;
• It is ACID-compliant;
• It provides native drivers for programming languages and frameworks;
• It supports master–slave replication;
• It supports horizontal, vertical, and tiered scaling;
• It uses MVCC.

Some of the limitations of MongoDB are as follows:
• Data can easily be eliminated by mistake due to the lack of relations;
• Indexing takes up too much RAM;
• It just supports triggers on MongoDB Atlas.

Some of the limitations of MongoDB are as follows:
• Data can easily be eliminated by mistake due to the lack of relations;
• Indexing takes up too much RAM;
• It just supports triggers on MongoDB Atlas.

4. Yahoo! Cloud Serving Benchmark (YCSB)

The YCSB benchmark performs an essential role in the process of developing and testing data management systems. The YCSB has become the de facto standard benchmark to compare and measure the performance of different NoSQL databases under various workloads.

The YCSB architecture is illustrated in Figure 5, which consists of the YCSB Client (composed of workload executor), the client threads, and the statistics module. YCSB Client is a Java application that generates the data to be loaded into the target databases and the operations representing the workloads. In basic operations, the workload executor triggers several client threads. Each thread performs a series of operations that make calls to the database interface layer to load the database, known as the load phase, and to execute the workloads, known as the transaction phase. The database interface layer converts simple requests, such as read requests, from client threads into database calls. Threads measure latency and throughput achieved by their operations and pass these measurements to the statistics module. At the end of the workload execution, the statistics module aggregates these measurements and returns the execution time, the average latency, the latency in percentage, and a histogram or a time series of latencies [21,22].

The client receives two properties (name/value pairs) that define the operation to be performed [23]:
• Workload properties: define the workload; for example, the combination of reading and writing, the distribution to be used, and the size and number of fields in a record;
• Runtime properties: define the specific properties of a workload execution; for example, the database interface layer uses the properties used to initialize this layer, such as the database service hostname and the number of client threads.

In this work, we used the standard workloads provided by YCSB, called YCSB Core Workloads, which are described in Table 1. The standard workloads are from workload A to workload F. We defined two new workloads, G and H, which are similar to workloads B and C. However, workloads B and C focus on the read operation, and workloads G and H focus on the update operations.
In Table 1, we can see the distributions of operations and the type of distribution used. In all workloads, the data size was always 10 KB because we defined a number of twenty fields and each field has 500 bytes. The numbers of records were defined by stipulating a tenfold increase, starting with 100,000, 1 million, and 10 million records. The number of threads also varied between 1, 3, and 6.

When running a workload, the operations, distribution, and data size parameters always remain constant. The parameters that vary are the number of records and the number of threads. For example, a workload with one hundred thousand records and one thread, or one hundred thousand records and three threads, or one hundred thousand records and six threads, etc., for the remaining records. For each workload, three executions...
were performed, and the average of these runtime values was used as the final result of the experiment.

The experimental setup for the tests was an HP Pavilion Laptop 15t-eg000 computer, with 476 GB of SSD disk, 15.4 GB of memory, an AMD Ryzen 5 4500U processor, with Radeon Graphics, 2375 MHz, six cores with six logical processors in a Windows 10 environment.

The test plan was designed to analyze the behavior of the databases when they scale up and their parallelism capacity. To this end, we used a reasonable number of records to simulate big data (100,000, 1 million, and 10 million records). Because of computer resources limitation, we did not use more than 10 million records, which occupy approximately 95 GB on disk. According to our tenfold increment, if we added the 100 million records, they would occupy approximately 953 GB on disk, and our computer can support only 476 GB.

We used threads to analyze the database engine’s capability for parallelism. The environment used supports only six cores, so we varied the number of threads to one, three, and six.

5. Experimental Results

The following subsections present the results obtained by applying YCSB on NoSQL document databases: Couchbase, CouchDB, and MongoDB. In the experiments are used the workloads previously defined in Table 1, with 100,000, 1 million, and 10 million records, and the number of threads varies between one, three, and six. We conclude this section by discussing the results obtained with the three databases.

All the results obtained by applying YCSB on NoSQL document databases: Couchbase, CouchDB, and MongoDB are publicly available at GitHub: https://github.com/isofiaC/Performance-Evaluation-of-NoSQL-Document-Databases (accessed on 5 January 2023).

5.1. Couchbase

Table 2 presents the runtime of Couchbase, for all workloads, with 100,000 records, 1,000,000 records, and 10,000,000 records. Due to the lack of space, only the running time of the Couchbase with three threads is presented. Using Couchbase, workload E, with 100,000 records and 1,000,000 records, is the workload with the longest runtime because it is mostly composed of scan operations. On the other hand, with 10,000,000 records, the workloads with the longest execution time were A and F. Workload A is composed of read and update operations, and workload F is composed of read–modify–write operations. For all records used, workload C had the shortest runtime because this workload is composed only of read operations.

Table 2. Runtime of Couchbase with 3 threads.

<table>
<thead>
<tr>
<th>Couchbase</th>
<th>100,000 Records</th>
<th>1,000,000 Records</th>
<th>10,000,000 Records</th>
</tr>
</thead>
<tbody>
<tr>
<td>Workload A</td>
<td>10.28 s</td>
<td>1037.79 s</td>
<td>85,910.67 s</td>
</tr>
<tr>
<td>Workload B</td>
<td>9.27 s</td>
<td>687.31 s</td>
<td>33,770.34 s</td>
</tr>
<tr>
<td>Workload C</td>
<td>6.72 s</td>
<td>80.34 s</td>
<td>3423.30 s</td>
</tr>
<tr>
<td>Workload D</td>
<td>12.01 s</td>
<td>201.87 s</td>
<td>29,839.63 s</td>
</tr>
<tr>
<td>Workload E</td>
<td>373.08 s</td>
<td>3288.45 s</td>
<td>34,028.25 s</td>
</tr>
<tr>
<td>Workload F</td>
<td>33.16 s</td>
<td>2822.24 s</td>
<td>47,416.49 s</td>
</tr>
<tr>
<td>Workload G</td>
<td>20.63 s</td>
<td>523.50 s</td>
<td>6905.86 s</td>
</tr>
<tr>
<td>Workload H</td>
<td>22.88 s</td>
<td>83.78 s</td>
<td>1078.91 s</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>488.03 s</strong></td>
<td><strong>8725.28 s</strong></td>
<td><strong>242,373.45 s</strong></td>
</tr>
<tr>
<td></td>
<td>(8.13 min)</td>
<td>(145.42 min)</td>
<td>(4039.56 min)</td>
</tr>
</tbody>
</table>

Table 3 presents all the runtime values (in seconds) for all the workloads used in Couchbase (Workload A, . . . , Workload H). From these results, it was possible to conclude that:

- Considering 100,000 records, we see that increasing the number of threads to three reduced the runtime almost in half;
• Considering the experiments with 1,000,000 records, we verified that by increasing the number of threads from one to three, the runtime decreased by more than half. However, when we modify from three to six threads, the runtime does not halve, only decreasing by 40%. This occurs because the computer used supports only six threads and has other processes running in addition to the experimental process. Thus, Couchbase does not take full advantage of all available threads;
• Taking into account 10,000,000 records, we see that as the number of threads increased, the runtime decreased by almost 60% each time the number of threads was incremented;
• When increasing from 100,000 to 1,000,000 records, we expected the runtime increase to be 10 times; however, there was an increase of 18.3 times. This increment can be explained by the limitations of computer hardware with a single physical processor and also by the use of computer resources by other processes running at the same time;
• When moving from 1,000,000 records to 10,000,000 records, we expected the runtime to increase 10 times since the workload also increased 10 times; however, there was a 23 times increase. This 23-fold increase is due to the fact that the workload was higher; therefore, more disk accesses had to be made, which made runtime much slower;
• When increasing from 100,000 records to 10,000,000 records, the runtime increases 421.3 times, when the expected increase would be 100 times since the workload also increased 100 times. This growth is explained by the limitations of computer hardware.

Table 3. Runtime of Couchbase for all workloads.

<table>
<thead>
<tr>
<th>Couchbase</th>
<th>100,000 Records</th>
<th>1,000,000 Records</th>
<th>10,000,000 Records</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Thread</td>
<td>1094.68 s</td>
<td>18,951.37 s</td>
<td>384,101.63 s</td>
</tr>
<tr>
<td>3 Threads</td>
<td>488.03 s</td>
<td>8725.28 s</td>
<td>242,373.45 s</td>
</tr>
<tr>
<td>6 Threads</td>
<td>256.29 s</td>
<td>6066.70 s</td>
<td>148,339.99 s</td>
</tr>
<tr>
<td>Total</td>
<td>1839.00 s</td>
<td>33,743.33 s</td>
<td>774,815.06 s</td>
</tr>
<tr>
<td></td>
<td>(30.65 min)</td>
<td>(562.39 min)</td>
<td>(12,913.58 min)</td>
</tr>
</tbody>
</table>

5.2. CouchDB

Table 4 shows the CouchDB runtime results for all workloads with three threads and using different numbers of records. The results for one and six threads are available at: https://github.com/isofiaC/Performance-Evaluation-of-NoSQL-Document-Databases (accessed on 5 January 2023).

Table 4. Runtime of CouchDB with 3 threads.

<table>
<thead>
<tr>
<th>CouchDB</th>
<th>100,000 Records</th>
<th>1,000,000 Records</th>
<th>10,000,000 Records</th>
</tr>
</thead>
<tbody>
<tr>
<td>Workload A</td>
<td>10.58 s</td>
<td>1278.84 s</td>
<td>18,513.14 s</td>
</tr>
<tr>
<td>Workload B</td>
<td>14.83 s</td>
<td>790.41 s</td>
<td>28,537.45 s</td>
</tr>
<tr>
<td>Workload C</td>
<td>17.20 s</td>
<td>145.05 s</td>
<td>4150.06 s</td>
</tr>
<tr>
<td>Workload D</td>
<td>19.00 s</td>
<td>194.48 s</td>
<td>9021.59 s</td>
</tr>
<tr>
<td>Workload E</td>
<td>181.30 s</td>
<td>2806.93 s</td>
<td>45,257.58 s</td>
</tr>
<tr>
<td>Workload F</td>
<td>22.58 s</td>
<td>734.97 s</td>
<td>8988.81 s</td>
</tr>
<tr>
<td>Workload G</td>
<td>26.41 s</td>
<td>789.59 s</td>
<td>12,043.40 s</td>
</tr>
<tr>
<td>Workload H</td>
<td>22.37 s</td>
<td>356.89 s</td>
<td>6058.88 s</td>
</tr>
<tr>
<td>Total</td>
<td>314.27 s</td>
<td>7097.16 s</td>
<td>132,570.91 s</td>
</tr>
<tr>
<td></td>
<td>(5.24 min)</td>
<td>(118.29 min)</td>
<td>(2209.52 min)</td>
</tr>
</tbody>
</table>

For all records, workload E is the workload with the longest runtime because this workload is composed of 95% scanning operations and only 5% of insert operations.

Table 5 shows the runtime results in seconds for all the workloads used in CouchDB. From these results, it was possible to conclude that:
Considering 100,000 records, we see that increasing the number of threads from one to three caused the runtime to be more than halved. Although the same did not happen when switching from three to six threads, with the runtime being reduced by only 30%. This can be explained by the management of the threads that is performed by the database engine.

Considering 1,000,000 records, we can see that with the increase in the number of threads, the runtime has almost halved.

Considering 10,000,000 records, the runtime from one to three threads decreases by almost 60%, and from three to six threads, the runtime decreases by 50%. This shows that CouchDB presents good scale-up when using more threads.

When increasing from 100,000 records to 1,000,000 records, the expected runtime was 10 times longer; however, there was an increase of 17.9 times.

When increasing from 1,000,000 records to 10,000,000 records, the expected runtime increase was 10 times since the workload also increased 10 times, but it was found to increase 18.1 times.

From 100,000 records to 10,000,000 records, the runtime increases by 323.7 times, when the expected increase was only 100 times since the workload increase was also 100 times. As explained before, this increase is due to the limitations of computer hardware and the high workload, implying more disk access.

Table 5. Runtime of CouchDB.

<table>
<thead>
<tr>
<th>CouchDB</th>
<th>100,000 Records</th>
<th>1,000,000 Records</th>
<th>10,000,000 Records</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Thread</td>
<td>742.38 s</td>
<td>12,233.93 s</td>
<td>222,046.97 s</td>
</tr>
<tr>
<td>3 Threads</td>
<td>314.27 s</td>
<td>7097.16 s</td>
<td>132,570.91 s</td>
</tr>
<tr>
<td>6 Threads</td>
<td>243.09 s</td>
<td>3937.96 s</td>
<td>66,041.70 s</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>1299.74 s</strong></td>
<td><strong>23,269.05 s</strong></td>
<td><strong>420,659.55 s</strong></td>
</tr>
<tr>
<td>(20.50 min)</td>
<td>(387.82 min)</td>
<td>(7010.99 min)</td>
<td></td>
</tr>
</tbody>
</table>

Table 6. Runtime of MongoDB with 3 threads.

<table>
<thead>
<tr>
<th>MongoDB</th>
<th>100,000 Records</th>
<th>1,000,000 Records</th>
<th>10,000,000 Records</th>
</tr>
</thead>
<tbody>
<tr>
<td>Workload A</td>
<td>10.65 s</td>
<td>297.41 s</td>
<td>4950.83 s</td>
</tr>
<tr>
<td>Workload B</td>
<td>7.15 s</td>
<td>122.37 s</td>
<td>2564.01 s</td>
</tr>
<tr>
<td>Workload C</td>
<td>6.61 s</td>
<td>111.58 s</td>
<td>2305.59 s</td>
</tr>
<tr>
<td>Workload D</td>
<td>7.31 s</td>
<td>81.03 s</td>
<td>1427.47 s</td>
</tr>
<tr>
<td>Workload E</td>
<td>78.82 s</td>
<td>4491.09 s</td>
<td>126,310.74 s</td>
</tr>
<tr>
<td>Workload F</td>
<td>13.52 s</td>
<td>296.36 s</td>
<td>4756.72 s</td>
</tr>
<tr>
<td>Workload G</td>
<td>12.22 s</td>
<td>541.20 s</td>
<td>6765.96 s</td>
</tr>
<tr>
<td>Workload H</td>
<td>12.22 s</td>
<td>463.96 s</td>
<td>7034.36 s</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>137.85 s</strong></td>
<td><strong>6107.59 s</strong></td>
<td><strong>151,164.85 s</strong></td>
</tr>
<tr>
<td>(2.30 min)</td>
<td>(101.79 min)</td>
<td>(2519.41 min)</td>
<td></td>
</tr>
</tbody>
</table>

5.3. MongoDB

Table 6 presents the MongoDB runtime for all workloads with all the records used and with three threads. Due to the lack of space, the runtime results with one and six threads are available at: https://github.com/isofiaC/Performance-Evaluation-of-NoSQL-Document-Databases (accessed on 5 January 2023).

In MongoDB, workload E has the worst runtime result, considering all the records used. This workload is mainly composed of scan operations, and since MongoDB performs many disk accesses, this causes an increase in runtime.

On the other hand, with 100,000 records, workload C has the best runtime because this workload is composed only of read operations. However, with 1,000,000 records, and
10,000,000 records, workload D had the best runtime results. This workload is composed of 95% read operations, and just 5% insert operations.

The workloads B, C, and D are mainly composed of read operations, which are faster than the other operations. This makes workloads B, C, and D show better runtime, even varying the number of records.

Table 7 shows the runtime results for all the workloads used in MongoDB. From these results, it was possible to conclude that:

- Considering 100,000 records, we verify that the runtime decreases more than halved when increasing from one to three threads. The same does not happen when increasing from three to six threads, as it drops only 20% of the runtime, representing poor scaling-up. This 20% can also be explained by the fact that the computer used only supports six threads and uses them for other processes that run simultaneously;
- Considering 1,000,000 records, we verify that the runtime was reduced by 50% when it switches from one to three threads. When it was changed from three to six threads, the decrease in runtime was even worse, decreasing by only 10%. This can happen because there is much processing, thus using the disk more frequently, which slows down the runtime;
- Considering 10,000,000 records, we verify that, once again, its performance has worsened. This is because it has more data to process and consumes more computer resources. When increasing from one to three threads, the runtime only decreases by 10%. These results show that MongoDB scales up poorly when using more threads;
- When moving from 100,000 records to 1,000,000 records, the runtime was expected to increase by 10 times; however, there was a 37.4 times increase. This increment is much higher than Couchbase and CouchDB, with an increase of 18.3 times and 17.9 times, respectively. This growth can be explained by the limitations of computer hardware and the use of computer resources by other processes running at the same time;
- When moving from 1,000,000 records to 10,000,000 records, the runtime increases by 890 times, a much higher value than Couchbase and CouchDB, with an increase of 421.3 times and 323.7 times, respectively. This growth is also due to the justifications already presented in the previous points.

### Table 7. Runtime of MongoDB.

<table>
<thead>
<tr>
<th>MongoDB</th>
<th>100,000 Records</th>
<th>1,000,000 Records</th>
<th>10,000,000 Records</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Thread</td>
<td>297.30 s</td>
<td>8883.50 s</td>
<td>197,138.39 s</td>
</tr>
<tr>
<td>3 Threads</td>
<td>137.85 s</td>
<td>6107.59 s</td>
<td>151,164.85 s</td>
</tr>
<tr>
<td>6 Threads</td>
<td>115.41 s</td>
<td>5609.53 s</td>
<td>141,708.75 s</td>
</tr>
<tr>
<td>Total</td>
<td>550.56 s</td>
<td>20,600.62 s</td>
<td>490,011.99 s</td>
</tr>
</tbody>
</table>

| (9.18 min) | (343.34 min)   | (8166.87 min)     |

### 5.4. Discussion of the Results

Figure 6 shows, in logarithmic scale, the total values for 100,000, 1,000,000, and 10,000,000 records used in the three document databases. From this, we can conclude that:

- With 100,000 and 1,000,000 records, MongoDB was the database that had the shortest runtime. However, when using 10,000,000 records, CouchDB had the shortest runtime, followed by MongoDB and Couchbase;
- MongoDB had the worst runtime in workload E. On the other hand, Couchbase had the worst runtime using workloads A, E, and F. The operations that compose these workloads are scan in workload E, and read–modify–write in workload F;
It was verified that the three document databases present good scale-up when moving from one to three threads. When moving from three to six threads, MongoDB presents the worst scale-up, especially when increasing the workload size; In some cases, CouchDB performed better than MongoDB, particularly when switching from three to six threads and also when using a large number of records, where the difference between runtime was greater.

Table 8 shows the total values for all records used in the three document databases. CouchDB always had worse runtime using 100,000 and 1,000,000 records compared to MongoDB. When using 10,000,000 records, CouchDB had better runtime than MongoDB. This is because CouchDB shows better scale-up when increasing from three to six threads, unlike MongoDB. As we increased the number of records and the number of threads, CouchDB continued to maintain its performance, while MongoDB decreased its performance, causing the runtime to be lower on CouchDB than on MongoDB. Even though initially, with one thread, MongoDB had a better runtime than CouchDB.
Table 8. Runtime of all records used of Couchbase, CouchDB, and MongoDB.

<table>
<thead>
<tr>
<th></th>
<th>Couchbase</th>
<th>CouchDB</th>
<th>MongoDB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td>810,397.40 s</td>
<td>445,228.30 s</td>
<td>510,909.90 s</td>
</tr>
<tr>
<td></td>
<td>(13,506.62 min)</td>
<td>(7420.47 min)</td>
<td>(8515.16 min)</td>
</tr>
</tbody>
</table>

Another important factor that contributed to this outcome was workload E, which results are presented in Figure 7, using a logarithmic scale. Table 9 presents the total runtime of workload E employing the three databases. These results show that MongoDB took a long runtime in all workload E experiments, with a total of 6955.74 min. Moreover, CouchDB took 2247.30 min. This means that CouchDB had a runtime of 3.10 times faster than MongoDB, running workload E. MongoDB took approximately 5 days to run workload E. In contrast, CouchDB and Couchbase took about a day and a half to run the workload E.

Table 9. Total runtime of workload E.

<table>
<thead>
<tr>
<th>Workload E</th>
<th>Couchbase</th>
<th>CouchDB</th>
<th>MongoDB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td>147,909.45 s</td>
<td>134,837.95 s</td>
<td>417,344.15 s</td>
</tr>
<tr>
<td></td>
<td>(2465.16 min)</td>
<td>(2247.30 min)</td>
<td>(6955.74 min)</td>
</tr>
</tbody>
</table>

Figure 7. Log runtime representation, in seconds, of workload E.
Figure 8 shows the runtime using a logarithmic scale of all the workloads except workload E for the three sets of records. Table 10 presents the total runtime of all workloads except workload E. We removed workload E data because it is the only workload that has scan operations. With this selection, it is now possible to have an overview of all remaining operations, such as reading, updating, and inserting. As can be seen, MongoDB is the database with the lowest runtime, followed by CouchDB and Couchbase. This led to the conclusion that:

- MongoDB has a 3.28 times faster runtime than CouchDB;
- MongoDB has a 7.00 times faster runtime than Couchbase;
- CouchDB has a 2.13 times faster runtime than Couchbase.

This allows us to conclude that, when considering all the workloads, the document database with the best runtime is CouchDB, followed by MongoDB and Couchbase. However, when considering all performed workloads, with the exception of scan workload E,

**Figure 8.** Log runtime representation, in seconds, of all workloads except workload E.

**Table 10.** Runtime, in seconds, of all workloads except workload E.

<table>
<thead>
<tr>
<th></th>
<th>Couchbase</th>
<th>CouchDB</th>
<th>MongoDB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td>662,487.95 s (11,041.47 min)</td>
<td>310,390.35 s (5173.17 min)</td>
<td>94,575.80 s (1576.26 min)</td>
</tr>
</tbody>
</table>

The workload E is composed of 95% of scan operations, and MongoDB uses many disk accesses to run the tests with this workload, which results in a longer runtime. On the contrary, CouchDB does not use as many disk accesses, and therefore its runtime is shorter.
the document database with the best runtime is already MongoDB, followed by CouchDB and Couchbase.

6. Conclusions and Future Work

NoSQL document databases store data in the form of documents and can handle unstructured and semi-structured data ensuring good query performance. In this paper, we selected the top three NoSQL document-oriented databases according to the DB-Engines Ranking of 2022 and assessed their performance using the YCSB benchmark. The YCSB benchmark was very useful as it allowed us to experimentally study the impact on the query execution time of using different types of operations, different numbers of threads, and various records size.

Compared to other scientific papers, we used a larger size per record, 10 KB, and used more records, 100,000 records, 1,000,000 records, and 10,000,000 records. In many papers, the authors did not use all types of operations because they did not use all the workloads included in YCSB. In the experimental evaluation, we used all the workloads available and implemented two more workloads (G and H). Unlike most works, we employed the more commonly used Windows environment rather than an Ubuntu environment.

This work allows us to conclude that CouchDB is the database with the best execution time. However, considering all the tests performed without the scan-denominated workload, which consists of scan operations, MongoDB is the database with the best execution time.

In future work, we intend to evaluate more NoSQL document databases with bigger workloads and compare them with relational databases in cluster and cloud environments.
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