Abstract: To enforce the conservation of mass principle, a pressure Poisson equation arises in the numerical solution of incompressible fluid flow using the pressure-based segregated algorithms such as projection methods. For unsteady flows, the pressure Poisson equation is solved at each time step usually in physical space using iterative solvers, and the resulting pressure gradient is then applied to make the velocity field divergence-free. It is generally accepted that this pressure-correction stage is the most time-consuming part of the flow solver and any meaningful acceleration would contribute significantly to the overall computational efficiency. The objective of the present work was to develop a fast hybrid pressure-correction algorithm for numerical simulation of incompressible flows around obstacles in the context of projection methods. The key idea is to adopt different numerical methods/discretisations in the sub-steps of projection methods. Here, a classical second-order time-marching projection method, which consists of two sub-steps, was chosen for the purposes of demonstration. In the first sub-step, the momentum equations were discretised on unstructured grids and solved by conventional numerical methods, here a meshless method. In the second sub-step (pressure-correction), the proposed algorithm adopts a double-discretisation system and combines the weighted least-squares approximation with the essence of immersed boundary methods. Such a design allowed us to develop an FFT-based solver to speed up the solution of the pressure Poisson equation for flow cases with obstacles, while keeping the implementation of the boundary conditions for the momentum equations as easy as conventional numerical methods do with unstructured grids. The numerical experiments of five test cases were performed to verify and validate the proposed hybrid algorithm and evaluate its computational performance. The results showed that the new FFT-based hybrid algorithm works and is robust, and it was significantly faster than the multigrid-based reference method. The hybrid algorithm opens an avenue for the development of next-generation high-performance parallel computational fluid dynamics solvers for incompressible flows.
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1. Introduction

Numerical simulation of incompressible flows governed by the incompressible Navier-Stokes equations has to deal with unique issues not present in compressible equations because of the lack of an independent equation for the pressure, whose gradient contributes to each of the three momentum equations and the incompressibility constraint expressed by the continuity equation stating that the velocity vector field is divergence-free. One of the common approaches to overcome the difficulties is by means of so-called projection methods originating from the ground-breaking work of Chorin and Temam [1,2]. The key
idea of projection methods is that the momentum equations are time-advanced without satisfying the incompressibility constraint, then a correction is applied to the provisional velocity field to project it onto a divergence-free space. Practically, at each time step, one only needs to solve a sequence of decoupled elliptic equations for the velocity and the pressure. This attractive feature makes projection methods very efficient for large-scale numerical simulations. Projection methods can be classified into three classes, namely the pressure-correction schemes, the velocity-correction schemes, and the consistent splitting schemes [3]. Among them, pressure-correction schemes are the most-widely used.

Pressure-correction schemes consist of two sub-steps for each time step: the first sub-step advances the momentum equations in time with the pressure treated explicitly or ignored, and the second sub-step performs the pressure correction in which the pressure is obtained by solving the derived pressure Poisson equation; the intermediate velocity field resulting from the first sub-step is then corrected by applying the pressure gradient so that the incompressibility constraint is enforced. Historically, both implicit (e.g., [4–6]) and explicit (e.g., [7–10]) time-integration schemes have been used in the first sub-step. Implicit methods are desirable for steady-state or slow-transient flows where the use of large time steps is preferred, but require the solution of large non-linear algebraic equations besides the Poisson equation for the pressure. Explicit methods, on the other hand, have a more stringent stability restriction on the time step compared to implicit methods, but are much easier to implement and faster than implicit ones for fast-transient flows for which the time step needed to accurately capture physical phenomena is comparable to that the stability restriction allows. From a high-performance computing perspective, explicit methods are more attractive because they do not require global non-linear solvers, hence have increased arithmetic intensity (namely, favour computation over data communication and transfers). Due to these merits, pressure-correction explicit projection methods have been successfully used in many academic and industrial applications including direct numerical simulation (DNS) of laminar and turbulent flows (e.g., [11–13]), large-eddy simulation (LES) of atmospheric boundary layers (e.g., [7,14,15]), and numerical simulation of flow problems by meshless methods such as smoothed particle hydrodynamics (SPH) (e.g., [16–18]).

Although projection methods and some other popular approaches have been well established for several decades, the quest for cost-effective numerical algorithms and efficient software implementations is continuing, especially in conjunction with the need for high-fidelity simulations using high-performance computing facilities. For pressure-correction explicit projection methods, the bottleneck of computational efficiency lies in the numerical solution of the pressure Poisson equation at each time level, which requires a global linear solver and is usually the most time-consuming part in the whole simulation pipeline. For multi-stage high-order Runge–Kutta (RK)-based projection methods, the pressure-related cost is further increased, because a Poisson solver is typically required at each intermediate RK stage. To circumvent this drawback, Moin et al. [6,19] first attempted to solve the pressure Poisson equation only once per time step, but with the price of lowering the order of accuracy for the pressure. To retain the formal order of accuracy, several fast RK-based projection methods [8,20–22] have been proposed to reconstruct the pressure values at intermediate stages through various interpolation/extrapolation techniques. Apart from reducing the number of Poisson equations to be solved within each time step, applying fast Poisson solvers is essential for developing cost-effective pressure-correction projection methods. For large-scale flow simulations with structured or unstructured body-conforming grids, the large linear system resulting from the discretisation of the pressure Poisson equation is usually solved by iterative methods accelerated by multigrid techniques. In cases where the use of regular grids is feasible, applying fast Fourier transforms (FFTs) to directly solve the Poisson equation is a popular choice. In general, direct FFT-based Poisson solvers are computationally less expensive than multigrid-based solvers (e.g., [23]). In the past, FFT-based Poisson solvers have been used widely in combination with either spectral or high-order compact schemes, especially in DNS/LES codes for academic re-
search. Recently, an FFT-based solution of the pressure Poisson equation was proposed to offer large gains in computational efficiency for the strictly incompressible SPH methodology [24]. For simulating flows over curved walls using structured body-conforming grids, Aithal and Ferrante proposed a fast RK-based projection method together with a fast FFT-based Poisson solver and showed that the FFT-based solver is much faster than the multigrid-based solver [21]. However, due to the reliance on regular grids, FFT-based Poisson solvers do not lend themselves easily to being used for solving flow problems with obstacles. A common approach to overcome the difficulty is to use immersed boundary methods (IBMs) [25], which include solid boundaries as immersed boundaries within a regular grid that does not conform to the boundaries, and take special treatment at the boundaries to incorporate boundary conditions. Immersed boundary methods have been widely used in both the DNS and LES of flows around obstacles. For the former, the no-slip boundary condition can be well satisfied through reconstructing the velocity field around immersed boundaries by various interpolation/extrapolation methods. For the latter, how to incorporate wall models at immersed boundaries in an accurate and physically consistent way is still an open question. A common practice in LES with IBM is still to use the smearing approach [26–29], which basically has zero order of accuracy in terms of interpolation and yields non-negligible errors in the velocity profile near the immersed boundary [30]. To our knowledge, FFT-based Poisson solvers have not been applied in flow solvers with body-conforming methods using unstructured grids.

The present work proposes a fast hybrid pressure-correction algorithm for numerical simulation of incompressible flows around obstacles by projection methods combined with body-conforming methods. The focus here is to develop a fast numerical algorithm for the pressure-correction step rather than new time-integration or spatial discretisation schemes for projection methods. Therefore, for convenience and the purpose of demonstration, we adopted a classical second-order time-marching projection scheme together with a meshless method for spatial discretisation, which resembles the use of body-conforming methods with unstructured grids. In the first sub-step, the momentum equations are spatially discretised in a given flow domain of complex geometry by a standard numerical method (here, a meshless method) and boundary conditions are implemented directly at points distributed on the flow boundary like that in body-conforming methods. In the second sub-step (i.e., the pressure-correction step), the key of the proposed fast hybrid algorithm relies on the fact the pressure Poisson equation is not solved as usual in the flow domain by iterative methods, but solved in an extended rectangular domain by an FFT-based method. This is realised by designing a double-discretisation system with both regular and irregular grids, using the weighted least-squares approximation to calculate the right-hand side of the Poisson equation and the pressure gradient for velocity correction, as well as adopting the idea of immersed boundary methods to include solid bodies within the regular grid. The proposed hybrid pressure-correction algorithm was verified with five numerical examples, and its superior performance compared to the reference method using a multigrid-based Poisson solver is demonstrated.

The paper is organised as follows. In Section 2, the numerical modelling framework is presented, including the governing equations, the time-marching scheme employed in this work, the weighted least-squares approximation used for discretisation and interpolation, and the proposed hybrid approach for the pressure-correction step. This is followed by Section 3, which presents five test cases with different geometries and boundary conditions for the verification and validation of the proposed method and compares the computational performance between the hybrid algorithm and the reference method. Finally, the conclusions and future work are presented in Section 4.
2. Mathematical Modelling and Numerical Methods

2.1. Projection Method

For incompressible viscous flows, the Navier–Stokes equations written in non-conservative form are

\[
\frac{\partial u_i}{\partial t} = \frac{\partial u_i}{\partial x_j} = 0, \quad (1)
\]

\[
\frac{\partial u_i}{\partial t} = -u_j \frac{\partial u_i}{\partial x_j} + \nu \frac{\partial^2 u_i}{\partial x_j \partial x_j} + F_i, \quad (2)
\]

where \( t \) denotes time, \( u_i \) the \( i \)-th component of the fluid velocity, \( x_i \) the \( i \)-th component of the position vector, \( p \) the effective kinematic pressure, \( \nu \) the kinematic viscosity, and \( F \) the component of a body force such as gravity. The Einstein summation convention is used here, i.e., the summation is taken over repeated indices.

For convenience and the purpose of demonstration, the pressure-correction projection method adopted here to solve Equations (1) and (2) in time consists of two fractional steps. At the first step, the intermediate velocity is computed as follows:

\[
u^* = u^n + \frac{3}{2} \Delta t R^n - \frac{1}{2} \Delta t R^{n-1}, \quad (3)
\]

where

\[
R^n = -u^n \frac{\partial u^n}{\partial x_j} + \nu \frac{\partial^2 u^n}{\partial x_j \partial x_j} + F^n
\]

and

\[
R^{n-1} = -u^{n-1} \frac{\partial u^{n-1}}{\partial x_j} + \nu \frac{\partial^2 u^{n-1}}{\partial x_j \partial x_j} + F^{n-1}.
\]

Equation (3) is obtained by integrating the momentum equations forward in time using the second-order Adams–Bashforth scheme while dropping the pressure gradient term in \( R^n \). Then, in the second step, \( u^* \) is corrected to give the updated velocity \( u^{n+1} \) as

\[
u^{n+1} = u^* - \frac{3}{2} \Delta t \frac{\partial u^n}{\partial x_i}, \quad (4)
\]

for which the dropped pressure gradient term is added back. The pressure field is determined to ensure that the updated velocity field satisfies the incompressibility. By taking the divergence of Equation (4) and requiring that \( u^{n+1} \) is a divergence-free vector field, we obtain the Poisson equation for the pressure field:

\[
\frac{\partial^2 p^n}{\partial x_j \partial x_j} = \frac{2}{3\Delta t} \frac{\partial u^*_i}{\partial x_i}. \quad (5)
\]

Projecting Equation (4) on the outward unit normal vector \( n \) of the boundary \( \Gamma \), we obtain the Neumann boundary condition for \( p \), i.e.,

\[
\left( \frac{\partial p}{\partial n} \right)^n = -\frac{2}{3\Delta t} \left[ u^{n+1}_i n_i - u^*_i n_i \right]_\Gamma. \quad (6)
\]

For an inflow boundary, it can be assumed that \( u^{n+1} \cdot n = u^* \cdot n \). Therefore, the boundary condition for pressure there becomes

\[
\left( \frac{\partial p}{\partial n} \right)^n = 0. \quad (7)
\]
For a wall boundary, due to the non-penetration condition \((\bm{u} \cdot \bm{n} = 0)\), we have
\[
\left( \frac{\partial p}{\partial n} \right)_n = \frac{2}{3\Delta t} [\alpha_i^2 n_i]_T. \tag{8}
\]

2.2. Weighted Least-Squares Approximation

For the first fractional step, different types of methods (such as finite-difference, finite-element, finite-volume, pseudo-spectral, and meshless) can be applied to discretise the spatial derivatives appearing in Equation (3). Here, for the sake of convenience, we adopted the meshless method [31], which is based on the weighted least-squares approximation.

In the meshless context, the key is to approximate the spatial derivatives of a function \(f(x)\) in the computational domain \(\Omega\) discretised by a cloud of points (note: the points can be distributed arbitrarily, which resembles the use of unstructured grids for mesh-based body-conforming methods). Knowing discrete function values at the points \(x_i \in \Omega, i = 1, \ldots, N\), \(N\) being the total number of points, derivatives of a function at a given point \(x\) can be estimated by the weighted least-squares (WLS) method, which relies on the discrete function values at the neighbour points being in the support domain of \(x\). Here, the derivation is made for a two-dimensional (2D) domain. Its extension to a three-dimensional (3D) domain is straightforward.

The 2D Taylor expansion of \(f(x_i)\) around \(x\) is given as
\[
f(x_i) = f(x) + \sum_{a=1}^{2} f_a(x)(x_{ia} - x_a) + \frac{1}{2} \sum_{a,b=1}^{2} f_{a\beta}(x)(x_{ia} - x_a)(x_{i\beta} - x_\beta) + e_i, \tag{9}
\]
where \(e_i\) is the truncation error in the Taylor’s series expansion, \(f_a\) the derivative with respect to \(x_a\) (the \(a\)-th component of the position vector \(x\)), and \(f_{a\beta}\) the derivative with respect to \(x_a\) and \(x_\beta\). The symbols \(x_{ia}\) and \(x_{i\beta}\) denote the \(a\)-th and \(\beta\)-th components of the position vector \(x_i\), respectively. From the known function values \(f(x)\) and \(f(x_i)\) \((i = 1, 2, \ldots, n)\), the unknowns \(f_a\) and \(f_{a\beta}\) for \(a, \beta = 1, 2\) (note that \(f_{a\beta} = f_{\beta a}\)) are determined by minimising the error \(e_i\) for \(i = 1, 2, \ldots, n\). Here, \(n\) is the number of neighbouring points inside the support domain of \(x\) (a 2D disk).

Applying Equation (9) repeatedly for \(i = 1, 2, \ldots, n\), the system of equations for the five unknowns can be written as
\[
e = Ma - b \tag{10}
\]
with
\[
e = [e_1, e_2, \ldots, e_n]^T, \\
a = [f_1, f_2, f_{11}, f_{12}, f_{22}]^T, \\
b = [f(x_1) - f(x), f(x_2) - f(x), \ldots, f(x_n) - f(x)]^T, \\
M = [q_1, q_2, \ldots, q_n]^T
\]
where \(a\) is the vector containing the five unknowns and \(M\) is a matrix in which the vector \(q_i\) is defined as
\[
q_i = \left[ x_{i1} - x_1, x_{i2} - x_2, \frac{(x_{i1} - x_1)^2}{2}, (x_{i1} - x_1)(x_{i2} - x_2), \frac{(x_{i2} - x_2)^2}{2} \right]^T. \tag{11}
\]

For \(n > 5\), the system (10) is over-determined. Hence, the unknowns in \(a\) are determined by minimising the quadratic form
\[
J = \sum_{i=1}^{n} w_i e_i^2, \tag{12}
\]
where \( w_i = w_i(x_i - x) \) is the weight for the error at point \( x_i \). Standard minimisation of \( J \) with respect to \( a \) gives
\[
a = C^{-1} b,
\]
(13)
where
\[
C = \sum_{i=1}^{n} w_i q_i q_i^T,
\]
(14)
\[
A = [w_1 q_1, w_2 q_2, \ldots, w_n q_n].
\]
(15)
The equations above hold formally when \( f(x) \) is unknown and needs to be determined together with other unknowns \( f_\alpha \) and \( f_\alpha \beta \). In this case, the unknown vector becomes
\[
a = [f, f_1, f_2, f_{11}, f_{12}, f_{22}]^T,
\]
the known vector reads
\[
b = [f(x_1), f(x_2), \ldots, f(x_n)]^T,
\]
and the polynomial vector \( q_i \) is defined as
\[
q_i = \begin{bmatrix} 1, x_i - x_1, x_i - x_2, \frac{(x_i - x_1)^2}{2}, (x_i - x_1)(x_i - x_2), \frac{(x_i - x_2)^2}{2} \end{bmatrix}^T.
\]
(16)
The weight function is usually built in such a way that it takes a unit value in the vicinity of the point \( x \), where the function derivatives are to be computed, and vanishes outside the support domain of \( x \). In this paper, we used a Gaussian weight function of the following form:
\[
w(r,h) = \begin{cases} \exp(-\epsilon r^2/h^2), & \text{if } r \leq h; \\ 0, & \text{else}, \end{cases}
\]
(17)
where \( r = ||x_i - x||, h \) is the radius of the circular support domain, and \( \epsilon \) is a constant parameter (here, set to 6.3). The size of \( h \) determines \( n \), the number of neighbouring points around \( x \) to be used for constructing the WLS approximation. In this paper, the linked-list algorithm [32] for searching the neighbouring points was adopted with \( h \) equal to three-times the average distance between adjacent points.

At the end, the matrix \( C^{-1} A \) contains the coefficients for the points contributing to the WLS approximation (like the coefficients of a finite-difference scheme). Since \( C \) and \( A \) only depend on the positions of the points, the coefficients only need to be calculated once at the beginning of a transient simulation.

2.3. Pressure Correction and Poisson Solvers

In the second fractional step, the core is to first solve the pressure Poisson equation using an efficient numerical method and then apply the obtained pressure gradient to correct the intermediate velocity according to Equation (4) to enforce a divergence-free velocity field. Conventionally, the pressure Poisson equation is solved in the same computational domain as for the momentum equations, although the grid points for pressure can be different from those for velocity (e.g., a staggered grid in which the pressure variable is stored at the cell centres of the control volumes, whereas the velocity variables are located at the cell faces). There are many methods available for the numerical solution of the pressure Poisson equation. In this study, we adopted the WLS-based collocation method [31] as a reference method. Basically, in this method, the second-order derivatives in Equation (5) and the first-order derivatives in the boundary conditions are approximated at each collocation point by the weighted least-squares method described in the previous subsection. The Dirichlet boundary condition is satisfied by simply prescribing the pressures on the corresponding boundary points to the fixed values. If there is no Dirichlet boundary condition, the pressure at a chosen point should be fixed to a reference pressure value. In [31], the resulting sparse linear algebraic equations for the unknown
pressure values at the present time level \( n \) were solved by an iterative method known as the preconditioned biconjugate gradient method [33]. In terms of time to solution, this is acceptable for small- to medium-sized linear systems, but too slow for large linear systems. Hence, it was replaced here by an algebraic multigrid method [34–36] implemented in the open-source program AGMG developed by Yvan Notay (see http://agmg.eu (accessed on 1 June 2023) for detailed documentation). The iteration starts with initial pressure values taken as those from the previous time level (note: the initial pressure field at time \( t = 0 \) should be given).

As an alternative to conventional ways of performing the pressure-correction step, we propose a hybrid algorithm that solves the pressure Poisson equation in an extended and rectangular computational domain and performs the pressure correction to the velocity field in the flow domain as usual. The advantage of the hybrid algorithm is that it enables the use of the fast Fourier transform (FFT) for directly solving the Poisson equation on a uniform orthogonal grid, hence has the potential to speed up the overall computation in the second fractional step. However, it is important to note that it inherits the two main disadvantages of FFT-based methods: 1. The reliance on regular grids makes it less efficient for flow problems discretised with highly heterogeneous grid resolutions (e.g., due to local grid refinement). 2. It only works for certain pressure boundary conditions (to be discussed later).

As illustrated in Figure 1, the pressure Poisson equation is solved in a rectangular domain (shown here as a square for convenience) discretised by uniformly distributed points (marked as red in the figure and, hereafter, called the pressure points) and the real flow domain is discretised by irregularly distributed points (marked as blue in the figure and, hereafter, called the velocity points). Like in the immersed boundary method [37], a solid obstacle (here, a cylinder marked by the black circle with its boundary discretised by the boundary points in black) is treated as an immersed body filled with a frozen fluid; hence, the flow field extends effectively to the whole rectangular domain with the incompressibility holding everywhere and the no-slip condition enforced at the immersed boundary (IB). To perform the divergence calculations for the right-hand side of the pressure Poisson equation, additional points inside the IB are introduced (marked as green in the figure and, hereafter, called the virtual points). At the boundary points, the intermediate velocities are calculated in the same way as that for the velocity points, while at the virtual points, they were set to zero so that the velocity field inside the IB is already divergence-free.

After performing the pressure correction according to Equation (4), the corrected velocities at the boundary and virtual points are not guaranteed to be zero; hence, the no-
slip boundary condition and the virtually frozen status are not strictly satisfied. To solve this problem, Equation (4) is modified to

$$u_i^{n+1} = u_i^n - \frac{3}{2} \Delta t \frac{\partial p^n}{\partial x_i} + \Delta t \tilde{f}_i^n,$$  

(18)

where \( \tilde{f}_i^n \) represents the added discrete-time IB force averaged over the time step. The IB force only acts on the boundary and virtual points to enforce the fluid velocity to be the desired value of zero. Therefore, \( \tilde{f}_i^n \) is obtained directly as

$$\tilde{f}_i^n(x) = \begin{cases} -u_i^n \Delta t + \frac{3}{2} \frac{\partial p^n}{\partial x_i} & \text{at boundary and virtual points,} \\ 0 & \text{elsewhere.} \end{cases}$$  

(19)

Accordingly, since \( \tilde{f}_i^n \) is generally not divergence-free, the pressure Poisson equation should be modified to

$$\frac{\partial^2 p^n}{\partial x_i \partial x_i} = \frac{2}{3 \Delta t} \frac{\partial u_i^n}{\partial x_i} + \frac{2}{3} \frac{\partial \tilde{f}_i^n}{\partial x_i}. $$  

(20)

It is worth mentioning that, in principle, the IB force can be applied only at the boundary points to save computation time. This is because the virtual points are not active in the first fraction step; enforcing the corrected velocity inside the immersed body to be zero or not has no impact on the numerical solution of velocity in the flow domain. Nevertheless, some tests have shown that this way of applying the IB force has non-negligible effects on the pressure field near the immersed boundary.

Now, the modified pressure Poisson Equation (20) is coupled with the IB force Equation (19). We here propose an iterative method to solve the coupled system. First, Equation (20) is solved by a direct method using the FFT. The derivatives in the right-hand side are evaluated at the pressure points using the WLS approximation based on the intermediate velocity and force values at the velocity points, the boundary points, and the virtual points. For the first iteration in the first time step, the IB force values are initialised to zero; otherwise, they are taken from those obtained from the previous time step or iteration. Then, the pressure gradients at the boundary and virtual points are calculated by the WLS approximation based on the pressure values obtained at the pressure points by the direct FFT-based method, and the force values are updated according to Equation (19). The iteration procedure continues till the numerical solution for \( \tilde{f}_i^n \) converges. The convergence criterion is defined as that the mean-squared difference of the IB force magnitude between the present and previous iteration is below the tolerance times the mean-squared IB force magnitude of the previous iteration. Finally, at the last iteration of each time step, the pressure gradients at the velocity points are calculated as well to perform the pressure correction. It is important to note that, except for the first iteration, the evaluation of the right-hand side of the modified pressure Poisson equation needs to be performed only for these pressure points whose neighbours contain at least one boundary or virtual point (i.e., these pressure points in the vicinity or inside of the IB), hence being affected by the updated IB force values.

With the solution and the right-hand side evaluated on a regular grid of points, Equation (20) can be solved by either the pseudo-spectral method or the central finite-difference approximation [38]. For the two methods, the algorithm is equivalent and can be summarised as follows:

1. Compute the coefficients of the right-hand side in the discrete Fourier modes using the forward one-dimensional discrete transforms sequentially on each separate dimension.
2. Compute the coefficients of the solution in the discrete Fourier modes by dividing the coefficients obtained in Step 1 by the eigenvalues computed as the sum of one-dimensional eigenvalues.
3. Transform the solution back to the basis of the grid point values using the backward one-dimensional discrete transforms sequentially on each separate dimension.
The efficiency of this algorithm comes from the use of the FFT to perform the discrete transforms. Different discrete Fourier transforms have to be used depending on the grid types (regular or staggered) and the boundary conditions (periodic, Dirichlet, Neumann). They can be found, for example, in Table 2 of [38]. The boundary conditions should have the same type in one direction and be homogeneous in the case of the Dirichlet or Neumann type. In addition to the dependence on the grid types and the boundary conditions, the eigenvalues depend on the methods. Those for the pseudo-spectral method are summarised in Table 3 of [38], and those for the central finite-difference method are summarised in Table 4 of [38]. Theoretically speaking, the hybrid FFT-based algorithm is not applicable in case the Neumann boundary condition is expressed by Equation (8) (non-homogeneous) rather than Equation (7) (homogeneous). A workaround on this issue is provided in the third example of the next section.

The whole simulation procedure for the projection method based on the hybrid pressure-correction algorithm is summarised by the flow chart shown in Figure 2.

Figure 2. Flow chart of the projection method using the hybrid pressure-correction algorithm.

3. Results

In this section, we verify and validate the new hybrid pressure-correction algorithm, which enables the FFT-based acceleration in the pressure Poisson solver, and compare its computational performance with the reference method in which the discrete pressure Poisson equation is solved by the aggregation-based algebraic multigrid method (AGMG) [34–36]. We recognise that there are several multigrid methods, and the present comparison is limited to AGMG, which outperforms several other state-of-the-art linear system solvers (see http://agmg.eu (accessed on 1 June 2023) for the technical details). Five canonical two-dimensional incompressible flows were simulated. They are laminar flow over a square with periodic lateral boundary conditions, laminar flow around a cylinder with periodic lateral boundary conditions, laminar flow past a cylinder between parallel
plates, laminar flow over periodic triangular hills, and laminar flow in a lid-driven polar cavity. The purpose of the first test case was to check whether the methods/codes used in this study work correctly and whether the proposed hybrid algorithm influences the temporal and spatial accuracy of the underlying projection method. Test Cases 2–4 serve to have an extensive verification and performance evaluation of the proposed method under various boundary conditions, geometries, and Reynolds numbers. The fifth test case, for which experimental data are available, was used to validate the proposed hybrid algorithm. For each example (except for the convergence analysis), the number of points for spatial discretisation was chosen in a way such that a further increase of the grid resolution would not yield significant differences in the presented simulation results.

3.1. Flow over a Square

The first test case considered herein was the flow over a square with periodic boundary conditions in both horizontal and vertical directions. The geometry of the problem is shown in Figure 3, which consists of a single square cylinder of side length $D = 0.04$ m and its associated volume within the square lattice of side length $L = 0.1$ m.

![Figure 3. Geometry of the flow over a square with periodic lateral boundary conditions. The side length of the square is $D = 0.04$ m, and the side length of the square lattice is $L = 0.1$ m. The two monitoring points 1 and 2 for comparing the time histories of numerical solutions are located at $(-L/2, -L/4)$ and $(-D/2, -D/2)$, respectively.](image)

The flow is driven by a body force $F$ along the horizontal direction. On the wall of the square cylinder, the no-slip boundary condition is imposed. The velocity field is initialised with zero values everywhere. The reference pressure was set to zero at the left-bottom corner. The kinematic viscosity was set to $\nu = 10^{-6}$ m$^2$s$^{-1}$, and the body force was set to $F = 1.5 \times 10^{-5}$ m s$^{-2}$. The maximum horizontal velocity $U_{\text{max}}$ can reach about $7.5 \times 10^{-3}$ m s$^{-1}$ eventually. Based on $U_{\text{max}}$, $D$, and $\nu$, the Reynolds number (Re) of this test case was about 300.

For the reference method, the computational domain was discretised with 134,079 velocity points in the flow region and 640 boundary points on the wall of the square cylinder. The number of pressure points generated in a staggered way was 134,400. For the hybrid method, the velocity and boundary points were the same as those for the reference method. In addition, 25,281 virtual points inside the square were generated, and a regular grid of $400 \times 400$ points was used for solving the pressure Poisson equation. For both methods, the grid size was $L/400$. The time step was set to $\Delta t = 0.025$ s, which yielded the maximal CFL number of around 0.75. The flow was simulated up to $t_{\text{max}} = 4000$ s corresponding to 160,000 time steps. It turned out that the flow reached the steady-state after about 2000 s.

Figure 4 compares numerical solutions at $t_{\text{max}}$ obtained by the two methods for the horizontal velocity component $U$, the vertical velocity component $V$, and the pressure $P$. From a direct visual comparison, all these results showed excellent agreement between the solutions obtained by the hybrid method and the reference method. For a quantitative
comparison, the relative difference for a flow variable between the two numerical solutions was computed as the root-mean-squared difference normalised by the root-mean-squared value of the variable from the reference solution. For the steady-state results, the relative differences for $U$, $V$, and $P$ were $1.2 \times 10^{-4}$, $2.8 \times 10^{-3}$, and $5.4 \times 10^{-3}$, respectively.

Figure 4. Comparison of numerical solutions obtained by the reference method (left) and the hybrid method (right) for the first test case at $t = 4000$ s. Shown from top to bottom are the contours of the horizontal velocity component $U$, the vertical velocity component $V$, and the pressure $P$, respectively.

Figure 5 shows the time histories of $U$ and $V$ at Monitoring Point 1. Figure 6 shows the time histories of $P$ at the two monitoring points 1 and 2. It turned out that the agreement between the numerical solutions from the two methods was also excellent with regard to the time evolution of these flow variables. The relative differences for $U_1$, $V_1$, $P_1$, and $P_2$ were $1.5 \times 10^{-4}$, $5.9 \times 10^{-4}$, $3.3 \times 10^{-3}$, and $5.4 \times 10^{-3}$, respectively.

To further verify the correctness of the two methods above, the flow problem here was also simulated by using the commercial CFD software ANSYS Fluent. The spatial discretisation was performed by the standard finite volume method, and the time integration was performed by a second-order implicit scheme. The results obtained by ANSYS Fluent are not shown because they visually overlapped with those obtained by the hybrid and
reference methods. The relative differences between the hybrid and Fluent solutions of $U$, $V$, and $P$ were $1.6 \times 10^{-3}$, $1.1 \times 10^{-2}$, and $5.3 \times 10^{-3}$, respectively. The relative differences between the reference and Fluent solutions of $U$, $V$, and $P$ were $1.5 \times 10^{-3}$, $9.7 \times 10^{-3}$, and $4.5 \times 10^{-3}$, respectively.

To assess the spatial accuracy of the hybrid and reference methods, simulations with larger grid sizes of $L/200$, $L/100$, and $L/50$ were performed. Using the steady-state solutions obtained with the smallest grid size $L/400$ (i.e., those shown in Figure 4) as references, the root-mean-squared errors for the solutions of coarser grids were computed. Figure 7 shows the log–log plot of the errors as a function of the grid size for the horizontal velocity component $U$, the vertical velocity component $V$, and the pressure $P$. As indicated by the fit slope, the convergence rates for those flow variables were around 1.5. Therefore, for both the hybrid and reference methods, the spatial order of accuracy was lower than second order, although the spatial discretisation was based on the second-order Taylor’s expansion. It is reasonable to infer that the loss of accuracy was due to the WLS approximation.

To assess the temporal accuracy of the hybrid and reference methods, simulations with the grid size fixed to $L/200$ and the time step varying from 0.00625 s to 0.05 s were performed. Using the solutions at $t_{\text{max}}$ obtained with the smallest time step as references, the root-mean-squared errors for the solutions of larger time steps were computed.
Figure 7. Spatial error convergence for laminar flow over a square simulated by the reference (left) and hybrid (right) methods.

Figure 8 shows the log–log plot of the errors as a function of the time step for the horizontal velocity component $U$, the vertical velocity component $V$, and the pressure $P$. As indicated by the fit slope, the temporal convergence rates for those flow variables were around 1. Therefore, for both the hybrid and reference methods, the temporal order of the accuracy was first order. This is consistent with the observation made by Aithal and Ferrante [21]: “We have observed that, in the presence of a no-slip wall, the numerically stiff viscous-diffusion term in the momentum equation of the incompressible Navier–Stokes equations causes loss of accuracy when integrated in time using the second-order Adams Bashforth method, and, in turn, the resulting solution for velocity is only first-order accurate in time”.

In summary, the results of this test case verified that the proposed hybrid pressure-correction algorithm is correct and it had no influence on the temporal and spatial accuracy of the underlying projection method. The latter was expected because the algorithm concerns only how to solve the pressure Poisson equation efficiently in the pressure-correction step.

3.2. Flow around a Cylinder

The second test case considered herein was the flow around a cylinder with periodic boundary conditions in both horizontal and vertical directions. This is equivalent to the flow through a periodic lattice of cylinders, which has been studied extensively as a simple model of flow through fibrous porous media. The geometry of the problem is shown in Figure 9, which consists of a single circular cylinder of radius $r$ and its associated volume within the square lattice of side length $L$. 
Figure 9. Geometry of the flow around a cylinder with periodic lateral boundary conditions. The radius of the cylinder is $r = 0.02$ m, and the side length of the square lattice is $L = 0.1$ m. The three monitoring points 1, 2, and 3 for comparing the time histories of numerical solutions are located at $(-L/2, -L/4)$, $(-r, 0)$, and $(r, 0)$, respectively.

The flow is driven by a body force $F$ along the horizontal direction. On the wall of the cylinder, the no-slip boundary condition was imposed. The velocity field was initialised with zero values everywhere. The reference pressure was set to zero at the left-bottom corner. For the geometric parameters, we had $L = 0.1$ m and $r = 0.02$ m. The kinematic viscosity was set to $\nu = 10^{-6}$ m$^2$s$^{-1}$, and the body force was set to $F = 1.5 \times 10^{-5}$ ms$^{-2}$. The maximum horizontal velocity $U_{\text{max}}$ can reach $5 \times 10^{-3}$ ms$^{-1}$ eventually. Based on $U_{\text{max}}, r,$ and $\nu$, the Reynolds number of the flow simulated here was $\text{Re} = 100$.

For the reference method, the computational domain was discretised with 139,552 velocity/pressure points in the flow region and 400 boundary points on the wall of the cylinder. For the hybrid method, the computational domain was discretised with 139,552 velocity points in the flow region, 400 boundary points on the wall of the cylinder, and 19,720 virtual points inside the cylinder. In addition, a regular grid of $400 \times 400$ points was used for the pressure. For both methods, the average grid size was about $L/400$. The time step was set to $\Delta t = 0.03$ s, for which the corresponding maximal CFL number was about 0.6. The flow was simulated up to $t_{\text{max}} = 300$ s, corresponding to 10,000 time steps.

Figure 10 compares the numerical solutions at $t_{\text{max}}$ obtained by the two methods for the horizontal velocity component $U$, the vertical velocity component $V$, and the pressure $P$. All these results showed excellent agreement between the solutions of the hybrid method and the reference method. The relative differences for $U, V,$ and $P$ were $5.2 \times 10^{-5}, 8.8 \times 10^{-4},$ and $9.6 \times 10^{-4}$, respectively. The time histories of $U$ and $V$ at Monitoring Point 1 are shown in Figure 11. The time histories of $P$ at Monitoring Point 1 and the pressure difference between the two monitoring points 2 and 3 are shown in Figure 12. It turned out that the agreement between the numerical solutions from the two methods was also excellent with regard to the time evolution of these flow variables. The relative differences for $U_1, V_1, P_1,$ and $P_2 - P_3$ were $5.1 \times 10^{-5}, 1.5 \times 10^{-4}, 9.9 \times 10^{-4},$ and $2.8 \times 10^{-3}$, respectively.

For the hybrid method, the results presented in Figures 10–12 were obtained with the pressure Poisson equation solved by the central finite-difference approximation on a regular grid and the tolerance for the IB force iteration set to $10^{-3}$. To check the grid convergence of numerical solutions, we performed a simulation using the hybrid method with the grid resolution increased by a factor of 1.5 and the time step reduced to $\Delta t = 0.01$ s. The results from this simulation matched very well with those from the two presented simulations of coarser resolutions. Additionally, to check the robustness of the hybrid method, we performed three more simulations: one with a smaller tolerance of $10^{-4}$, one using a staggered grid for pressure, and one with the pressure Poisson equation solved by the pseudo-spectral method. None of them yielded noticeable differences when compared to the results presented here.
Figure 10. Comparison of numerical solutions obtained by the reference method (left) and the hybrid method (right) for the second test case at $t = 300$ s. Shown from top to bottom are the contours of the horizontal velocity component $U$, the vertical velocity component $V$, and the pressure $P$, respectively.

Figure 11. Comparison of the time histories of the horizontal and vertical velocity components at Monitoring Point 1 obtained by the reference method and the hybrid method for the second test case.
On a computer with Intel Broadwell processors running at 2.6 GHz, the total wall clock time of the hybrid solver was about 805 s and the total wall clock time of the reference solver was about 1747 s. It is important to note that the simulation time spent in the first fractional step was not taken into account in the comparison of the computational performance because the two methods share the same algorithm in this part. The hybrid solver was more than 100% faster than the reference solver. Nevertheless, the speedup depends on the tolerance for the AGMG solver and the tolerance for the IB force iteration. Here, the former was set to $10^{-6}$ (the value recommended in the AGMG application examples) and the latter was set to $10^{-3}$. Theoretically, this choice can be justified by the fact that the pressure Poisson equation in the hybrid method was solved directly; hence, convergence was not an issue, and the IB force convergence only affected the velocity field locally around the immersed body. Practically, it was observed that further lowering the tolerance for the IB force iteration made no improvement to the results, while further lowering the tolerance for the AGMG solver led to noticeable pressure oscillations. It is worth mentioning that a coarser pressure grid can be used in the hybrid solver to further speed up the simulation. A test using a pressure grid of $256 \times 256$ points showed that the total wall clock time of the hybrid solver was reduced to 496 s to yield a speedup of about three and half times, while the overall simulation accuracy was not considerably worsened, namely there were no obvious differences when comparing the results from this simulation to the standard ones.

In this study, both the hybrid and reference solvers were not implemented in parallel. According to the comparative study of state-of-the-art parallel Poisson solvers by Gholami et al. (2016) [39], FFT-based parallel solvers can be two orders of magnitude faster than multigrid-based parallel solvers. Moreover, a rectangular computational domain is favourable for parallel computing because straightforward and efficient domain decomposition techniques such as slab or pencil decomposition can be applied. Therefore, the proposed hybrid pressure-correction algorithm has a great potential to result in a high-performance parallel computational fluid dynamics (CFD) solver for incompressible flows.

### 3.3. Flow Past a Cylinder between Parallel Plates

In the third numerical example, laminar flow past a cylinder between two parallel plates was simulated using the proposed hybrid method, and the results were compared with those obtained by the reference method. The geometry of the problem was the same as that shown in Figure 9. The flow was driven by a body force $F$ along the horizontal direction. Periodic boundary conditions were applied in the horizontal direction. No-slip boundary conditions were imposed at the top and bottom boundaries and the wall of the cylinder. For solving the pressure Poisson equation in the hybrid method, it can be shown that, with the staggered grid and central difference scheme, $u \cdot n$ at the top and bottom boundaries cancelled out in the final algebraic equations for the pressures at the internal grid points; therefore, their values can be effectively set to zero for the calculations in which
they are involved. This justifies the use of the Neumann boundary condition specified by Equation (7) at the top and bottom wall boundaries, and consequently the application of the FFT-based solver. If needed, the pressures on the top and bottom boundaries can be calculated using Equation (8) with the values of $u\cdot n$ as they are. It is worth mentioning that the IB force was not applied at a boundary where the Neumann boundary condition was imposed. The velocity field was initialised with zero values everywhere. The reference pressure is set to zero at the left-bottom corner. The geometric and physical parameters were the same as those of the second test case. With this setting, the maximum horizontal velocity $U_{\text{max}}$ can reach about $2.5 \times 10^{-3} \text{ m s}^{-1}$ eventually. Based on $U_{\text{max}}$, $\rho$, and $\nu$, the Reynolds number of the flow simulated here was about $\text{Re} = 50$.

The computational domain was discretised with 139,142 points in the flow region and 1200 boundary points at the top, bottom, and cylinder boundaries for the reference method, additional 19,756 virtual points inside the cylinder, and a staggered pressure grid of $400 \times 400$ points for the hybrid method. The average grid size was about $L/400$. The time step was set to $\Delta t = 0.03 \text{ s}$ to ensure numerical stability, for which the corresponding maximal CFL number was about 0.3. The flow was simulated up to $t_{\text{max}} = 300 \text{ s}$ corresponding to 10,000 time steps. The tolerance for the IB force iteration was set to $10^{-3}$.

Figure 13 compares the numerical solutions at $t_{\text{max}}$ obtained by the two methods for the horizontal velocity component $U$, the vertical velocity component $V$, and the pressure $P$. Figures 14 and 15 show the time histories of $U$, $V$, and $P$ at the selected monitoring points indicated in Figure 9. Like in the second test case, all these results showed excellent agreement between the solution of the hybrid method and that of the reference method. The relative differences for the flow variables shown here were below $3.2 \times 10^{-3}$. Furthermore, our tests showed that, for the hybrid method, the simulation results were not sensitive to the choice of the method (pseudo-spectra or finite difference) and grid (regular or staggered) for solving the pressure Poisson equation.
Figure 13. Comparison of numerical solutions obtained by the reference method (left) and the hybrid method (right) for the third test case at $t = 300$ s. Shown from top to bottom are the contours of the horizontal velocity component $U$, the vertical velocity component $V$, and the pressure $P$, respectively.

Figure 14. Comparison of the time histories of the horizontal and vertical velocity components at Monitoring Point 1 obtained by the reference method and the hybrid method for the third test case.

Figure 15. Comparison of the time histories of the pressure at Monitoring Point 1 and the pressure difference between the two monitoring points 2 and 3 obtained by the reference method and the hybrid method for the third test case.

The total wall clock time of the hybrid solver was about 840 s, and the total wall clock time of the reference solver was about 1622 s. The hybrid solver was about twice as fast as the reference solver. To have a further speedup, a coarser grid (e.g., $256 \times 256$) can be used to solve the pressure Poisson equation without deteriorating the overall simulation accuracy.
3.4. Flow over Periodic Triangular Hills

In the last verification case, we applied the hybrid and reference methods to simulate a well-defined flow passing over a series of triangular hills, which repeat along a channel in a periodic fashion. Figure 16 shows a schematic of the flow domain.

![Figure 16](image)

Figure 16. Geometry of the flow over periodic triangular hills in a channel. The height of the hill is $h = 0.02$ m, and the width of the hill is 0.04 m. The height of the channel is $L = 0.1$ m. The two monitoring points 1 and 2 for comparing the time histories of numerical solutions are located at $(-L/2, -L/4)$ and $(0, -L/2 + h)$, respectively.

The flow was driven by a body force $F$ along the horizontal direction. Periodic boundary conditions were applied in the horizontal direction. No-slip boundary conditions were imposed at the top and bottom boundaries and the surface of the hill. The velocity field was initialised with zero values everywhere. The reference pressure was set to zero at the left-bottom corner. For the geometric parameters, the height of the channel was $L = 0.1$ m and the height of the hill was $h = 0.02$ m. The kinematic viscosity was set to $\nu = 10^{-6}$ m$^2$ s$^{-1}$, and the body force was set to $F = 5 \times 10^{-5}$ m s$^{-2}$. With this setting, the flow would eventually develop to a state comprising a time-periodic motion. The maximum horizontal velocity $U_{\text{max}}$ was about 0.04 m s$^{-1}$. Based on $U_{\text{max}}$, $h$, and $\nu$, the Reynolds number of the flow simulated here was about 800.

For the reference method, the computational domain was discretised with 153,200 velocity points in the flow region and 800 boundary points. The number of pressure points generated in a staggered fashion was 153,681. For the hybrid method, the velocity and boundary points were the same as those for the reference method. In addition, 7200 virtual points beneath the bottom boundary and the hill surface were generated, and a regular grid of $400 \times 402$ points was used for solving the pressure Poisson equation. Here, a small portion of the regular grid was below the bottom boundary. For both methods, the grid size was about $L/400$. The time step was set to $\Delta t = 0.005$ s, for which the corresponding maximal CFL number was about 0.8. The flow was simulated for a sufficiently long time to ensure the time-periodic solution was fully developed.

Figure 17 compares numerical solutions at a given time obtained by the two methods for the horizontal velocity component $U$, the vertical velocity component $V$, and the pressure $P$. Figures 18 and 19 show the time histories of $U$, $V$, and $P$ at the selected monitoring points indicated in Figure 16. It can be seen that the flow was periodic in time. Like in the previous test cases, all these results showed excellent agreement between the solution of the hybrid method and that of the reference method. The relative differences for $U$, $V$, and $P$ were $8.1 \times 10^{-5}$, $3.6 \times 10^{-3}$, and $3.7 \times 10^{-3}$, respectively. The relative differences for $U_1$, $V_1$, $P_1$, and $P_2$ were $1.5 \times 10^{-4}$, $1.7 \times 10^{-3}$, $5.7 \times 10^{-3}$, and $6.9 \times 10^{-2}$, respectively.
Figure 17. Comparison of numerical solutions obtained by the reference method (left) and the hybrid method (right) for the fourth test case at the time when the horizontal velocity at Monitoring Point 1 reaches the median in the accelerating phase. Shown from top to down are the contours of the horizontal velocity component $U$, the vertical velocity component $V$, and the pressure $P$, respectively.

For a simulation of 10,000 time steps, the total wall clock time of the hybrid solver was about 840 s, and the total wall clock time of the reference solver was about 2075 s. The hybrid solver was 147% faster than the reference solver. In other words, the speedup of the hybrid solver was 2.47 times.
3.5. Lid-Driven Polar Cavity

In order to validate the proposed hybrid method, the lid-driven polar cavity flow was here simulated, which was first studied both experimentally and numerically by Fuchs and Tillmark [40]. As shown in Figure 20, the flow was in an annular region defined by $R_i \leq r \leq R_o$ and $-\alpha/2 \leq \theta \leq \alpha/2$. No-slip boundary conditions were applied at the four boundaries of the flow domain. For the rotating wall at $r = R_i$, an azimuthal velocity of $U_\theta = U_i$ was prescribed. The dimensionless geometrical and physical parameters matching the experiments [40] were set as:

$$R_i = 1.0, R_o = 2.0, \alpha = 1, U_i = 1, \text{Re} = \frac{U_i R_i}{\nu} = 280, 340, 380, \text{and } 410.$$

The flow domain was discretised with 59,501 velocity points and 1000 boundary points. In addition, inside the extended rectangular domain, but outside the four boundaries of the flow domain, 75,106 virtual points were generated. The pressure Poisson equation was solved in the extended rectangular domain using a regular grid of $280 \times 480$ points. It is important to point out that, unlike the previous test cases, enforcing the divergence-free constraint outside the flow domain could be problematic in this case because a part of the solid body is moving. Hence, we chose to introduce a source/sink term outside the flow domain, which effectively turned the right-hand side of the Poisson equation into zero for the pressure points outside the flow domain. The dimensionless grid size was about 0.005. To ensure numerical stability, the dimensionless time step was set to $\Delta t = 0.001$, and the corresponding maximal CFL number was about 0.2. An initial condition of zero velocity was applied in the interior of the cavity. The flow was simulated for a sufficiently long time to ensure that the steady-state was reached. Figure 21 shows the radial ($U_r$) and azimuthal ($U_\theta$) velocity profiles along four radial lines $\theta = \pi/18, -\pi/18, \pi/9, \text{and } -\pi/9$. 

![Figure 18. Comparison of time histories of the horizontal and vertical velocity components at Monitoring Point 1 obtained by the reference method and the hybrid method for the fourth test case.](image)

![Figure 19. Comparison of time histories of the pressure at the two monitoring points 1 and 2 obtained by the reference method and the hybrid method for the fourth test case.](image)
for Re = 410, 280, 380, and 340, respectively, in comparison with the experimental data of Fuchs and Tillmark [40]. In all four cases, the simulation results obtained by the hybrid method were in good agreement with the experimental results, which also validated the proposed hybrid algorithm. As a side note, the simulation results here were also consistent with those obtained by the other numerical methods (for example, see Figure 18 of [21]).

Figure 20. Schematic of the geometry for the lid-driven polar cavity flow. The flow is driven by the moving wall at \( r = R_i \), and the polar cavity is defined by \( R_i \leq r \leq R_o \) and \( -a/2 \leq \theta \leq a/2 \). The red dashed rectangle indicates the extended computational domain for solving the pressure Poisson equation.

Figure 21. Cont.
4. Conclusions and Future Work

A new hybrid pressure-correction algorithm was developed for applying projection methods to simulate unsteady incompressible flows with the presence of obstacles. The hybrid algorithm combines different numerical methods and associated spatial discretisations in the pressure-correction step of projection methods, and it was demonstrated/implemented in a classical second-order time-marching projection scheme together with a meshless method with the irregular distribution of points for solving the momentum equations. The key of the hybrid algorithm relies on adopting a double-grid system and combining the weighted least-squares approximation with the idea inspired by immersed boundary methods. Such a design makes it feasible to solve the pressure Poisson equation on a regular grid for flow problems of obstacles. Hence, the solution process can be accelerated by using the FFT while keeping the implementation of the boundary conditions as easy as body-conforming numerical methods do with structured or unstructured grids.

The numerical simulations of five test cases with different boundary conditions, geometries, and Reynolds numbers were performed to verify and validate the proposed methodology. The results showed that the new hybrid algorithm works and is robust, and as expected, it had no influence on the temporal and spatial accuracy of the underlying projection method. In terms of computational performance, the hybrid method outperformed the reference method, which adopts the same temporal and spatial discretisation schemes in the first sub-step as the hybrid method does, but solves the pressure Poisson equation in the second sub-step in the conventional way with a multigrid-based method. It was shown that, without deteriorating the overall simulation accuracy, a three-times speedup can be achieved by the hybrid method by setting the tolerance value to $10^{-3}$ for the IB force iteration and using a grid for pressure coarser than that for velocity.

Although the proposed hybrid algorithm was here demonstrated/implemented in the classical second-order Adams–Bashforth-based projection method, it can be readily implemented in other projection schemes such as high-order Runge–Kutta-based projection methods. Furthermore, the numerical method in the first fractional step is not necessarily of the meshless type, and it can be a mesh-based method such as finite-volume. Considering the facts that domain decomposition techniques/libraries for rectangular domains are mature and efficient and with which FFT-based parallel Poisson solvers can be two orders of magnitude faster than multigrid-based parallel Poisson solvers, the hybrid algorithm provides a promising alternative for developing next-generation high-performance parallel CFD solvers for incompressible flows.

In future work, the hybrid framework will be tested in high-order projection methods, implemented with parallel computing, and extended for three-dimensional turbulent flows and large-eddy simulation of atmospheric boundary layers over complex terrain.
Ultimately, this work will serve as the basis for a high-performance parallel incompressible flow solver.
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