A Multithreaded Algorithm for the Computation of Sample Entropy

George Manis 1,*, Dimitrios Bakalis 1 and Roberto Sassi 2

1 School of Engineering, Department of Electrical and Computer Engineering, University of Ioannina, 45110 Ioannina, Greece; d.bakalis@uoi.gr
2 Dipartimento di Informatica, Università degli Studi di Milano, 20133 Milano, Italy; roberto.sassi@unimi.it
* Correspondence: manis@cs.uoi.gr

Abstract: Many popular entropy definitions for signals, including approximate and sample entropy, are based on the idea of embedding the time series into an \( m \)-dimensional space, aiming to detect complex, deeper and more informative relationships among samples. However, for both approximate and sample entropy, the high computational cost is a severe limitation. Especially when large amounts of data are processed, or when parameter tuning is employed premising a large number of executions, the necessity of fast computation algorithms becomes urgent. In the past, our research team proposed fast algorithms for sample, approximate and bubble entropy. In the general case, the bucket-assisted algorithm was the one presenting the lowest execution times. In this paper, we exploit the opportunities given by the multithreading technology to further reduce the computation time. Without special requirements in hardware, since today even our cost-effective home computers support multithreading, the computation of entropy definitions can be significantly accelerated. The aim of this paper is threefold: (a) to extend the bucket-assisted algorithm for multithreaded processors, (b) to present updated execution times for the bucket-assisted algorithm since the achievements in hardware and compiler technology affect both execution times and gain, and (c) to provide a Python library which wraps fast C implementations capable of running in parallel on multithreaded processors.
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1. Introduction

Despite the rapid evolution of hardware technology, high-performance algorithms continue to pose significant challenges when it comes to achieving speed. Exploiting the capabilities of underlying hardware, reducing computational complexity, exploring novel algorithmic approaches and parallelizing computing tasks have all proven to be critical factors in high performance computing [1,2].

Sample entropy [3,4] is a definition of entropy which presents increased computational complexity and, therefore, slow execution times. Since the fast computation of sample entropy is crucial when a large amount of data is to be analyzed, we investigate parallel algorithms to achieve faster executions. Sample entropy has emerged as an improvement over approximate entropy [5], a similar measure of system complexity. They both assess the probability of a pattern in a time series being repeated at two consecutive scales, namely \( m \) and \( m + 1 \). A higher value of entropy indicates a more irregular or complex time series.

Sample entropy finds its application in various fields, including biomedical signal analysis, financial time series analysis and seismographic data interpretation. For instance, in biomedical signal analysis, sample entropy has been employed to study the dynamics of physiological processes by examining the complexity and irregularity of heart rate variability [4,6,7]. It has also been used in several other fields of biomedical engineering, where it finds often application on EEG analysis, for example, in automatic epileptic seizure
detection [8], or in arrhythmia detection, for example, in paroxysmal atrial fibrillation detection [9], or even to analyze human postural sway data [10]. Financial time series analysis has also benefited from the use of sample entropy algorithms, enabling the assessment of system complexity and the detection of patterns in financial data [11]. Moreover, seismographic data analysis has utilized sample entropy to uncover correlations and variability in electrical signals related to earthquake activity, contributing to a deeper understanding of complex phenomena underlying seismic events [12].

Given the increasing volume of data being generated across various domains, efficient computation becomes crucial. To address this challenge, researchers have explored parallel algorithms to achieve faster execution times. Especially for sample entropy, slow execution times due to the inherent computational complexity can hinder the timely analysis of large data sets. Leveraging parallel computing techniques and utilizing the computational resources available in modern hardware architectures can significantly accelerate the computation of sample entropy, enabling the efficient analysis of large data sets within reasonable time frames.

In our past research, we proposed two sequential fast algorithms for the rapid computation of sample entropy [13]. The first one, called the bucket-assisted algorithm, is still, to the best of our knowledge, the fastest way to compute sample entropy in the general case. In the special case, in which $m = 1$, the second algorithm proposed in the same paper, the lightweight algorithm, presents lower execution times. Earlier, a fast algorithm for the computation of approximate entropy was also presented by our team [14].

In this paper, parallel approaches to the bucket-assisted algorithm are investigated. We focus on the multithreading technology, which is now supported by every processor (even the cost-effective ones used in our home computers). Multithreaded software becomes more and more important, and the development of libraries targeting high performance for cost-effective hardware emerges. A multithreaded Python library, based on underlying C code, implementing the fast, parallel algorithms examined here, is publicly available (https://cs.uoi.gr/~manis/entropy_threads/, accessed on 2 June 2023).

Taking this opportunity, we also present new execution times and comparisons with the straightforward implementation for the bucket-assisted algorithm. Having focused on loops, compiler and hardware technology has affected both speed and potential gain. We will show that the bucket-assisted algorithm still presents very fast execution times and that the bucket-assisted algorithm presents remarkable parallelization rates and low execution times when only employing the available processor threads.

Similar to other entropy definitions [5,15,16], sample entropy embeds the time series, composed of $n$ samples, into an $m$-dimensional space. It checks every pair of vectors in the embedding space for similarity. This is an $O(n^2)$ effort. The number of comparisons is quite large for large signals and each comparison is also expensive. The key idea behind the bucket-assisted algorithm is to reduce the number of comparisons by excluding those similarity checks, which we know a priori are going to fail. Specifically, points for which we know that, due to their relative position in the embedding space, the distance between them, in at least one or more threshold distances, is excluded from the similarity test. The algorithm is still $O(n^2)$, since in the worst case, all possible pairs will be checked, but the number of comparisons performed in practice is now much smaller.

The contribution of the paper is threefold: (a) to propose a new parallel algorithm for the computation of sample entropy, which runs in parallel even on cost-effective home computers; (b) to propose and publish a new library, (C code in a Python wrapper) in order to disseminate code and make the suggested algorithm available for everyone to use, without having to deal with C or the complicated implementation details of bucket-assisted algorithm; and (c) to provide new execution times and speedups for the bucket-assisted algorithm, since the new achievements of the compiler and hardware technology and in loops onto hardware have influenced the already published results.

The rest of the paper is organized as follows. The following section summarizes the most important and relative research papers in the field. Section 3 describes the
bucket-assisted algorithm. Section 4 discusses the parallel approaches to sample entropy computation based on the bucket-assisted algorithm. In Section 5, execution times for both sequential and parallel variants of bucket-assisted algorithm, as well as speedups, are presented. After the discussion (Section 6), the last section (Section 7) concludes this work.

2. Similar Work

Traveling back to the past, Grassberger in 1990 [17] proposed a fast algorithm for fractal dimension estimation, in which the distance of neighboring points were checked in an m-dimensional space by separating the m-space into orthogonal subspaces and mapping m-dimensional points onto these subspaces, limiting in this way the number of performed comparisons. The amount of necessary memory was the drawback of this algorithm. Grassberger also compared his algorithm with a previously published one, which used kd-trees for the same purpose [18], concluding that his algorithm was faster.

Papers examining efficient algorithms for the computation of sample entropy include [19–21]. In [19,20], range search on kd-trees is used to exclude unnecessary comparisons. Even though the algorithmic complexity is reduced, the algorithm remains expensive, at least for typical inputs. This is due to the overheads and to the large number of operations necessary to locate and retrieve data for each comparison from the tree structure. We have shown in [13] that, in practice, the bucket-assisted algorithm is faster than kd-tree based algorithms. This is also confirmed by [22], which presents faster execution times for the lightweight algorithm compared to the kd-tree based ones. Fast algorithms for entropy computation are also presented in [21], although the values computed there are only approximations.

Parallel computation of sample entropy has garnered attention in the field, as evidenced by the investigation conducted in [22]. In their paper, the researchers proposed algorithms based on OpenCL, an open standard widely supported by a majority of graphics processing units (GPUs) and operating systems. The aim was to enhance the efficiency of sample entropy calculations, particularly for data sets with significant sizes. Remarkably, the results presented showcased a remarkable reduction in execution time, reaching a speedup of approximately 1/75th compared to the base algorithm, specifically for signal lengths exceeding 60,000 points. This achievement was accomplished through the parallelization of the computation process, leveraging both the serial kd-tree based algorithm and a lightweight variant. Notably, the authors did not propose a parallelization scheme for the bucket-assisted algorithm, which is widely acknowledged as the fastest serial algorithm in general cases.

Building upon [22], we delve into further exploration of parallelization opportunities for the bucket-assisted algorithm. By investigating potential strategies for parallelizing this algorithm, we aim to unlock its inherent speed and scalability, thereby enabling faster computation of sample entropy for large-scale data sets. The investigation into parallelization schemes for the bucket-assisted algorithm is a significant contribution to the field, as it addresses a crucial aspect that was not covered in the previous works.

3. The Bucket-Assisted Algorithm

The bucket-assisted algorithm was initially proposed for approximate entropy in [14], and adapted for sample entropy in [13]. We will give a short description, before studying the multithreaded approaches.

The key point in the algorithm is the early exclusion of those similarity checks, which we know a priori are going to fail. Two vectors $x_i, x_j$ of size $m$ are similar when $\|x_i - x_j\|_m \leq r$, where $r$ is the threshold distance and $\|\cdot\|_m$ the infinity norm in $m$-dimensional spaces. These vectors can not be similar if the sum of their $m$ elements differs more than $mr$, since they will differ more than $r$ in at least one dimension. This observation leads to a remarkable reduction of the number of necessary comparisons. The description of the algorithm follows.
After embedding the time series into the $m$-dimensional space, we compute what we call the integrated time series (or integrated signal) $X$. Each point $X_i$ of the integrated series $X$ is computed by the sum of the elements of the corresponding vector in the $m$-dimensional space. As a result of the previous observation, two $m$-dimensional vectors cannot be similar if their corresponding points in the integrated time series differ more than $mr$. Please see [14] for a mathematical proof.

We place the points of the integrated time series into a number of $N_b$ buckets of size $r$. The point $X_i$ goes to the bucket $\lceil X_i/r \rceil$. All points in a bucket must be checked for similarity with all points in the same bucket or in one of the previous $m$ buckets. As an example, please see Figure 1, where an integrated signal is depicted. Points between the solid lines B and C, i.e., in the bucket BC, can be similar only to the points between the dashed lines A and D since all other points differ with the points between lines B and C more than $mr$. Taking a closer look, one can notice that points between lines B and C should be checked for similarity only with points between the lines A and B; otherwise, each pair of points located in different buckets would have been checked twice, once as the pair $\vec{x}_i, \vec{x}_j$ and once again as the pair $\vec{x}_j, \vec{x}_i$.

![Example with buckets, when $m=2$](image)

**Figure 1.** Example of the bucket-assisted algorithm. An example of an integrated signal is depicted. The value of $m$ is 2 and the distance between the lines is $r$. Points between the solid lines B and C can be similar only to points between the dashed lines A and D. Similarity checks for points between lines B and C should be limited only to points between lines A and C to avoid double checking. Figure from [13].

In the above description, the size of each bucket has been considered as $r$. However, there is no evidence that $r$ is the optimal value for the size for the buckets. Thus, the bucket-assisted algorithm introduces a new parameter, $r_{split}$, an integer value, which indicates into how many buckets each bucket of size $r$ will be split. The size of each new bucket is $r/r_{split}$. The load balancing between the number of the points in a bucket and the total number of buckets can be determined only experimentally, and typical values are small integers ($r_{split} < 10$).

In order to further reduce the number of comparisons, we can exploit binary search, which is the fastest way to locate an element in a sorted series. We sort the vectors in each bucket according to their first element. During similarity check of the vector $\vec{x}_i$ with the vectors in the bucket $b$, we can exclude from comparison all vectors in $b$ with their first elements not belonging in the interval $[x_i-r, x_i+r]$. Due to the $O(\log(n))$ complexity, the massive exclusion of a large number of points in $b$ in rapid.

Finally, similarity checks in $(m+1)$-dimensional space is performed only when the corresponding similarity check is successful in $m$-dimensional space. In this case, we only check the last elements of the vectors, since the first $m$ have been already checked in the
4. Parallel Approaches

In order to investigate parallel approaches for the bucket-assisted algorithm, we examined opportunities for parallelization on a simple multithreaded home computer processor. A number of threads share the same address space. Each thread works on a different subset of points and is responsible for the similarity checks for those points. The similarity check is the computationally intensive part of the method, where parallelization emerges. The first part of the algorithm, i.e., the computation of the integrated signal and the distribution of the points in the buckets, is not expensive. We chose to execute this part sequentially, even though some parallelism could also be extracted here.

In the parallel part of the algorithm, each thread computes the local values for similarity counters $A$ and $B$. After all threads complete their tasks, all local values of $A$ and $B$ are summed up, yielding the total number or similar points for the whole time series. Three parallelization policies were considered, each expecting to work better in different conditions.

- **Static load balancing**: In Static load balancing, buckets are cyclically assigned to the available threads. It is a low overhead policy and can lead to optimal speedup when the number of points are evenly distributed in the buckets or, at least, if neighboring buckets have almost equal numbers of points. Since we expect the number of points in neighboring buckets not to differ significantly, we investigated if we could gain from the low overhead of the policy.

- **Dynamic load balancing**: In the case in which static load balancing fails to achieve a satisfactory distribution of the work, dynamic load balancing could offer better parallelization opportunities. Each thread is assigned one bucket at a time. When the thread completes the similarity checks for this bucket, a new bucket is assigned to the thread until there are no more buckets left unassigned. The additional effort to distribute the load and synchronize the tasks increases the overhead, but it is expected this overhead not to be significant.

- **In-bucket-based balancing**: When points are not well balanced in the buckets, both previous approaches might be proved insufficient, especially the static balancing. We investigated an additional policy, in which points in each bucket are equally distributed to the number of the available threads, i.e., every thread works on every bucket and is assigned a part of the points in this bucket. This approach seems also promising, since theoretically it achieves the optimal load balancing, with each thread assigned almost equal number of points. However, the compiler technology avails large loops and splitting large loops into smaller ones might lead to lower performance.

Which policy is better, and when, for the examined problem will be decided by the experimental analysis. In the next section, we will present and compare execution times and speedups from all the above policies.

5. Experimental Results

In order to compare the examined parallelization policies, we collected and compared execution times from parallel versions of the bucket-assisted algorithm, each one implementing a different parallelization policy. We performed the experiments on an Intel® Core™ i5-10400 CPU @ 2.90 GHz, with 6 threads and capability for 6 more virtual ones, and 7.6 GB of system memory. We developed the code in the C language and compiled it with gcc (v11.3) [23], in a Linux (Ubuntu 20.04.6 LTS) environment, with the standard optimization parameter -O2. POSIX threads (p-threads) [24] used as the parallelization infrastructure.
As input we used (a) a randomly generated time series of 100,000 samples with values uniformly distributed between 0 and 1 and (b) a data set of 54 Holter recordings from healthy people in sinus rhythm, publicly available on the internet [25] (each recording is approximately 24 h long, corresponding to approximately 100,000 beats). For the computation of sample entropy, we used the typical parameters \( m = 2, r = 0.2 \). No preprocessing (filtering) was applied to the Holter recordings.

Average times over 1000 executions for the random signals and over 100 times for the Holter recordings are summarized in Tables 1 and 2. In Table 1 times are per signal, while in Table 2 for the whole data set (54 recordings). Each table is separated into two parts. On the top part, the execution times of the two sequential algorithms are shown. The first one is a straightforward implementation based on the definition of the method. All possible pairs of vectors are checked, employing a loop with three nested levels. We give the exact structure of the loop here for clarity and in order to be used by researchers as a basis for future comparisons. See Algorithm 1.

Algorithm 1. Straightforward implementation.

```plaintext
1 for i = 1 \ldots N - m:
2    for j = i + 1 \ldots N - m:
3        for k = 1 \ldots m:
4           if abs(x_{i+k} - x_{j+k}) > r:
5              break;
6        if k == m:
7            B++
8           if abs(x_{i+m} - x_{j+m}) \leq r:
9              A++
```

The second algorithm is the bucket-assisted algorithm, as described earlier in Section 3 and analytically in [13].

### Table 1. Execution times to compute sample entropy \((m = 2, r = 0.2)\) for randomly generated signals.

<table>
<thead>
<tr>
<th></th>
<th>Serial executions</th>
<th>Parallel executions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Straightforward algorithm: 9.153 s</td>
<td>Static-load balancing: 0.291 s</td>
</tr>
<tr>
<td></td>
<td>Bucket-assisted algorithm: 0.546 s</td>
<td>In-bucket balancing: 0.330 s</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Dynamic-load balancing: 0.295 s</td>
</tr>
<tr>
<td>2 threads:</td>
<td>0.291 s</td>
<td>0.330 s</td>
</tr>
<tr>
<td>4 threads:</td>
<td>0.144 s</td>
<td>0.192 s</td>
</tr>
<tr>
<td>6 threads:</td>
<td>0.099 s</td>
<td>0.150 s</td>
</tr>
<tr>
<td>12 threads:</td>
<td>0.082 s</td>
<td>0.145 s</td>
</tr>
</tbody>
</table>

### Table 2. Execution times to compute sample entropy \((m = 2, r = 0.2)\) for 54 Holter (24 h) recordings.

<table>
<thead>
<tr>
<th></th>
<th>Serial executions</th>
<th>Parallel executions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Straightforward algorithm: 517.58 s</td>
<td>Static-load balancing: 44.17 s</td>
</tr>
<tr>
<td></td>
<td>Bucket-assisted algorithm: 68.56 s</td>
<td>In-bucket balancing: 41.25 s</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Dynamic-load balancing: 35.57 s</td>
</tr>
<tr>
<td>2 threads:</td>
<td>44.17 s</td>
<td>41.25 s</td>
</tr>
<tr>
<td>4 threads:</td>
<td>20.03 s</td>
<td>25.47 s</td>
</tr>
<tr>
<td>6 threads:</td>
<td>16.43 s</td>
<td>17.75 s</td>
</tr>
<tr>
<td>12 threads:</td>
<td>14.10 s</td>
<td>19.72 s</td>
</tr>
</tbody>
</table>

The second algorithm is the bucket-assisted algorithm, as described earlier in Section 3 and analytically in [13].
Figure 2 depicts the speedups achieved for each parallel execution compared to the execution time of the bucket-assisted algorithm. The panel on the left reports speedups for the randomly generated time series, while the one on the right shows speedups for the 54 Holter (24 h) recordings.

In the following section, we will further discuss the findings of this research and examine the factors that influence the performance of the sample entropy computation algorithms.

6. Discussion

The efficiency of the computation of sample entropy depends on several factors. The most important one is the size of the time series since the complexity of the problem is relatively high: $O(n^2)$. For a short recording, the computational time is not significant, but for a larger signal, for example, for a 24 h Holter recording, this time is not an amount which could be easily ignored, especially when more than one signal is to be processed or more than single values of $m$ and $r$ are to be investigated for each recording. Even though the typical values $m = 2$, $r = 0.2$ are almost always used, investigation of different values for those parameters requires additional executions.

The values of the parameters $m$ and $r$ both affect the execution time. The larger the size of the embedding space $m$, the larger the size of the vectors checked for similarity in each step. This is, however, a linear dependency. If we select to reflect the influence of $m$ in the computational complexity, the complexity of the algorithm becomes $O(mn^2)$, with $m \ll n$. Execution time also depends on the threshold distance $r$. Since, according to the definition of sample entropy, the maximum (infinity) norm, i.e., $||x||_\infty = \max(|x_1|, \ldots, |x_n|)$, is used for the similarity checks, the similarity can sometimes be decided early, even during the comparison of the first elements of the two vectors. In this case, the comparisons of the rest of the elements of the two vectors are not necessary (see lines 3 and 4 of the straightforward implementation in Section 5). The smaller the value of $r$, the larger the probability that a similarity check can be decided early and the smaller the average amount of time necessary for a similarity check.

Faster algorithms can be achieved in two ways. The first one is to design algorithms which compute an approximation of the final result. Especially in approximate and sample entropy computation, which by definition are estimations of the entropy of the system, this approximation does not necessarily significantly affect the discriminating power of each method. However, such an approach should be considered as a limitation from the algorithmic point of view. Such limitation does not exist for the bucket-assisted algorithm since it computes the exact value of sample entropy, returning exactly the same result of the straightforward implementation and according to the definition. Thus, no remarkable limitations of the bucket-assisted algorithm should be mentioned.
As a drawback, the complexity of the implementation can be considered. Not the algorithmic one, which is still \( O(n^2) \), but the development effort and the complicated data structures and nested loops required for the implementation. Even though this is not a problem per se, recent compiler technology targets simple structures and uniform loops for speeding up applications and automatic extraction of parallelism. As we claimed in [13], the bucket-assisted algorithm is much faster than other similar algorithms. However, due to the implementation complexity, the bucket-assisted algorithm cannot expect to gain as much as the simpler implementations from future achievements in compiler and automatic code parallelization technology.

In this work, we proposed parallel implementations for the bucket-assisted algorithm, tested on common cost-effective home processors, employing multithreading technology. We performed experiments with (a) randomly generated time series and (b) 54 Holter recordings, approximately 24 h long each.

We first compared the performance of the bucket-assisted algorithm compared to a straightforward implementation based on the definition of sample entropy. The purpose of this comparison was: (a) to show the efficiency of bucket-assisted algorithm to efficiently compute the value of sample entropy and (b) to give the opportunity to researchers for future comparisons, by providing execution times and pseudo-code for this implementation. For randomly generated signals, the straightforward implementation required on average 9.153 s to complete the computation, while the bucket-assisted algorithm only 0.546 s, i.e., 16.76 times faster. For the set of 54 Holter recordings, the corresponding times were 517.58 s for the straightforward implementation and 68.56 s for the bucket-assisted algorithm, yielding a ratio of 7.55. Parallel implementations further reduced the execution times. For 12 threads, (6 plus 6 virtual) the average computation time for a random signal was reduced to 0.081 s, while for the 54 Holter recordings, it was reduced to 12.42 s.

Three different parallelization policies were tested. Execution times are depicted in detail in Tables 1 and 2, while speedups are shown in Figure 2. The two data sets present different behaviors. In the first one, points are uniformly distributed, leading to uniform distribution of points in the buckets. In the second data set, a similar load balancing is more difficult to reach, since the number of points in the buckets may differ significantly. This in turn affected the parallelization rates, as it can be easily noticed in Figure 2, where speedups for the random time series are significantly higher than those for the Holter recordings.

Comparing the three examined parallelization policies, one can easily notice that the static policy behaves better in the random time series. This is due to the uniform distribution of points in the buckets as well as the low management and synchronization overhead. For the Holter recordings, where the distribution of the points in the buckets is not uniform, the dynamic load balancing policy becomes better.

The in-bucket load balancing is always worse than the two other policies, but the difference between the in-bucket and the other two policies is significantly smaller for the random time series. This is, again, due to the uniform distribution of points in the buckets. This policy theoretically gives the optimal distribution, since each thread is assigned almost exactly the same number of points. However, the additional management overhead and the reduction of the size of the loops lead to additional overhead. However, for large and relatively uniform time series, this policy might produce better parallelization rates than the other two.

In conclusion, the dynamic load balancing policy seems to be the most efficient one in the general case, even though there are cases in which the two other policies may result in lower execution times.

7. Conclusions

The main purpose of this paper was to investigate how the bucket-assisted algorithm can be parallelized to further speed up the execution of sample entropy. Even though the algorithm is parallel, it can be executed in any modern processor, since parallelization is based on the multithreading technology. A secondary aim of the paper was to report
updated execution times and speedups for the bucket-assisted algorithm, as affected by the recent advances on compiler and hardware technologies. In addition, a multithreaded Python library, wrapped on top of fast implementations in C, is also made available. Three parallelization policies were examined for the bucket-assisted algorithm, each of which was tested on signals with different sample distributions. The dynamic load balancing, however, proved to be the best one in the general case. The parallelization rates reported for the parallel version of bucket-assisted algorithm are approaching, with 6 threads on a cost-effective processor, the theoretically optimal speedup.
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