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**Abstract:** With the global pursuit of renewable energy and carbon neutrality, hydrogen-based microgrids have also become an important area of research, as ensuring proper design and operation is essential to achieve optimal performance from hybrid systems. This paper proposes a distributed control strategy based on multiagent self-triggered model predictive control (ST-MPC), with the aim of achieving demand-side control of hydrogen-based microgrid systems. This architecture considers a hybrid energy storage system with renewable energy as the main power source, supplemented by fuel cells based on electrolytic hydrogen. The primary objective of this architecture is aiming at the supply and demand balance problem under the supply and demand relationship of microgrid, the service life of hydrogen-based microgrid energy storage equipment can be increased on the basis of realizing demand-side control of hydrogen energy microgrid system. To accomplish this, model predictive controllers are implemented within a self-triggered framework that dynamically adjusts the counting period. The simulation results demonstrate that the ST-MPC architecture significantly reduces the frequency of control action changes while maintaining an acceptable level of set-point tracking. These findings highlight the viability of the proposed solution for microgrids equipped with multiple types of electrochemical storage, which contributes to improved sustainability and efficiency in renewable-based microgrid systems.
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**1. Introduction**

With the global pursuit of renewable energy and carbon neutrality, microgrid systems are receiving more and more attention as an efficient and flexible energy distribution solution [1]. The hydrogen-based microgrid system is a potential energy transformation solution because it can realize the storage and distribution of clean energy, thus providing new possibilities for the sustainable development of the energy system [2]. However, the control and management of such systems face many challenges, such as intelligent control on the demand side and distributed control of the system, it is essential to ensure proper design and operation [3].

The development of microgrid control algorithms is a challenge that can integrate multiple methods and requires consideration of many aspects [4]. Existing research has made many attempts at this, such as applying heuristic algorithms to microgrid control in an attempt to obtain a better control method in a shorter time [5]. In order to deal with the uncertain status and parameters of the system, stochastic control algorithms from ref. [6] are introduced into microgrid control. In order to deal with nonlinear problems in microgrid control algorithms, optimal control algorithms such as adaptive optimization algorithms and neural networks are also used [7,8].
In the microgrid control problem, the prediction of power generation, the load of the power grid, and the required energy cost are issues that cannot be ignored. Therefore, it is necessary to develop relevant control algorithms in a targeted manner from the perspective of demand-side control. The system control method that has been widely studied is the island DC microgrid energy management system (EMS) based on hierarchical state machine control algorithm [9]. At the same time, the EMS system can be used to achieve real-time power supply management for power suppliers and demanders in the PV+Wind mode [10]. On this basis, there is also a two-level EMS control method that applies EMS to multiple control levels [11]. As for the demand-side control of hybrid power generation systems, ref. [12] discussed the feasibility of applying dual-mode distributed economic control algorithms. Ref. [13] provides a comprehensive and referenceable process for the design, modeling, and control of DC microgrids.

Based on the above aspects, it is necessary to consider the prediction of power generation and load of microgrids based on the demand side and the required energy costs. If each control node is understood as multiple agents, the multinode power grid control can be transformed into multiagent control with multiple constraints [14], and the model predictive control (MPC) and hierarchical control [15,16], which are widely used in the multiagent field, can be introduced because these can not only combine the above two requirements and consider them together but are also reliable methods to predict and solve the optimal control. And Lyapunov theory can be introduced to prove the feasibility of the control method [17]. There are currently many related research algorithms based on MPC. For example, refs. [18,19], respectively, studied distributed and centralized MPC control methods for renewable energy power generation networks. Refs. [20,21] apply MPC control to hierarchical distributed control. Ref. [22] presented a distributed MPC framework that is suitable for controlling large-scale networked systems such as power systems.

However, while MPC has the above advantages, it also has some disadvantages. For example, because it needs to predict control inputs for many steps in the future, it will inevitably increase the computing cost and communication cost of the system [23,24]. In order to reduce the communication and computing burden of the system, event-triggered and self-triggered controls are widely used [25,26]. Self-triggering control can significantly reduce computing costs because it does not need to detect and control the system status at all times [27,28]. In addition, self-triggering control can determine the precise time of the next triggering moment [29,30], thus making it a popular choice for reducing communication costs and computational costs in system control applications [31].

Based on the above issues and research, this study proposes a distributed control strategy based on multiagent self-triggered model predictive control (ST-MPC), aiming at the supply and demand balance problem under the supply and demand relationship of microgrids, a model predictive control method based on hydrogen-based microgrids is designed. While ensuring that batteries and hydrogen storage tanks are always kept in a safe and sustainable state, the scheduling of each microgrid in the power grid is realized, the demand side control of the hydrogen energy microgrid system is realized, and the purpose of increasing the service life of the storage equipment is achieved. On the other hand, the control algorithm proposed in this paper targets the difference in electricity demand between the energy supply side of photovoltaic (PV)+Wind and the demand side, which can better schedule the microgrid in the power grid to achieve peak shaving and valley filling, thereby making up for these differences, and combining the event triggering algorithm with the MPC algorithm, thereby saving considerable communication resources and control resources in microgrid regulation. The main contributions of this paper can be summarized as follows:

(1) The control method proposed in this article considers the conversion and storage of electricity and hydrogen, which can achieve peak shaving and valley filling in the supply and demand balance of microgrids.

(2) The control method proposed in this article considers state constraints on the battery and hydrogen storage tanks, which can improve the lifespan of storage devices.
(3) The ST-MPC algorithm proposed in this paper effectively reduces the computational burden associated with solving optimization problems.

2. Materials and Methods

2.1. Preliminaries

This section describes a hybrid AC/DC microgrid system that utilizes renewable energy sources such as wind and PV as the primary power source. The AC/DC power generated by the system is rectified to produce a stable DC voltage, which is then transmitted to the DC bus as the power source. The system consists of three main parts: the power generation system, which includes the AC/DC power generation equipment and rectifier; the control and regulation system, which includes energy storage devices such as batteries, electrolyzers, fuel cells, and hydrogen storage tanks, as well as an MPC system; and the load demand side, which consists of the power demand of various loads. Together, these three parts form the hybrid AC/DC microgrid system. The AC/DC hybrid power generation equipment on the power supply side provides stable electrical energy $P_{RES}$, while the control system is responsible for regulating energy storage or supply in cases of energy surplus or shortage. The loads on the demand side consume electrical energy $P_{Load}$. The control structure principle is illustrated in Figure 1.

\[ P_{Load}(\tau) = P_{RES}(\tau) - P_{Bat}(\tau) + P_{Fc}(\tau) - P_{Ez}(\tau), \]  

where $P_{Load}(\tau)$ represents the electrical energy required by the load at time $\tau$, $P_{RES}(\tau)$ represents the electrical energy generated by the power generation equipment, $P_{Bat}(\tau)$ represents the energy stored in the battery, $P_{Fc}(\tau)$ represents the energy generated by the fuel cell through hydrogen combustion, and $P_{Ez}(\tau)$ represents the energy consumed by the electrolyzer in electrolyzing water. Therefore, by utilizing the control system composed of energy conversion and storage devices such as batteries, electrolyzers, fuel cells, and hydrogen storage tanks, the control section adjusts these components to achieve a balance between energy supply and demand.

Taking into account the constraints of the lifespan of energy conversion and storage devices, it is necessary to reconstruct a state model that satisfies the supply–demand balance.
relationship. In order to prolong the lifespan of the energy conversion and storage devices consisting of batteries, electrolyzers, fuel cells, and hydrogen storage tanks, the following constraints were applied to the battery capacity and hydrogen storage tank capacity:

$$\begin{align*}
\min \chi_{soc} & \leq \chi_{soc} \leq \max \chi_{soc}, \\
\min \chi_{loh} & \leq \chi_{loh} \leq \max \chi_{loh},
\end{align*}$$

(2)

where $\chi_{soc}$ represents the capacity of the battery at time $\tau$, while $\min \chi_{soc}$ and $\max \chi_{soc}$ represent the lower and upper limits of the battery capacity, respectively. $\chi_{loh}$ represents the capacity of the hydrogen storage tank at time $\tau$, while $\min \chi_{loh}$ and $\max \chi_{loh}$ represent the lower and upper limits of the hydrogen storage tank capacity, respectively.

To constrain the capacity of the battery and hydrogen storage devices within a certain range, this paper establishes the following models for battery and hydrogen storage capacity:

$$\begin{align*}
\chi_{soc}(\tau + 1) &= \chi_{soc}(\tau) + \eta_{Bat}\frac{T}{\max} P_{Bat}(\tau), \\
\chi_{loh}(\tau + 1) &= \chi_{loh}(\tau) + \eta_{H}\frac{T}{\max} P_{H}(\tau),
\end{align*}$$

(3)

where $\eta_{Bat}$ and $\eta_{H}$, respectively, represent the charge and discharge efficiency of the battery and the energy conversion efficiency of the hydrogen storage device. $C_{max}$ and $V_{max}$ represent the total capacity of the battery and the hydrogen storage device, respectively. $T$ represents the time interval. As the electrolyzer and fuel cell cannot operate simultaneously, we use $P_{H}(\tau)$ to represent the energy generation or consumption of the electrolyzer, and $P_{E}(\tau)$ and $P_{F}(\tau)$ to represent the energy generation or consumption of the fuel cell (i.e., when $P_{H}(\tau)$ is positive, it represents the energy consumed by the electrolyzer, and $P_{H}(\tau)$ to represent the energy generated by the fuel cell $P_{E}(\tau)$). Therefore, by combining Equations (1) and (3), we obtain

$$\begin{align*}
\chi_{soc}(\tau + 1) &= \chi_{soc}(\tau) + \eta_{Bat}\frac{T}{\max} P_{Bat}(\tau), \\
\chi_{loh}(\tau + 1) &= \chi_{loh}(\tau) - \eta_{H}\frac{T}{\max} P_{H}(\tau) + \frac{\eta_{H}}{\max} \omega(\tau),
\end{align*}$$

(4)

where the disturbance term $\omega(\tau) = P_{RES}(\tau) - P_{Bat}(\tau) - P_{H}(\tau) - P_{Load}(\tau)$ represents the supply–demand mismatch.

2.2. Theory Basics

In this section, an MPC method is studied for addressing the supply–demand balance problem in a microgrid with battery and hydrogen storage tanks, considering the state constraints of these energy conversion and storage devices. This paper proposes the following assumptions:

**Assumption 1.** The instantaneous power generation $P_{RES}(\tau)$ of the power supply side and the electricity consumption $P_{Load}(\tau)$ of the load on the demand side are observable at each time instant.

**Assumption 2.** The power generation $P_{RES}(\tau)$ of the power supply side and the electricity consumption $P_{Load}(\tau)$ of the load on the demand side are within a stable and controllable range.

**Assumption 3.** The considered topology graph has a directed spanning tree with the leader as the root node of the directed graph.

2.2.1. Model Predictive Control

Consider the following system:

$$\xi_{ra}(\theta + 1) = M\xi_{ra}(\theta) + N\mu_{ra}(\theta) + E\omega_{ra}(\theta), a \in \{1, 2, ..., n\},$$

(5)
where $\xi_{ra}(\theta)$, $\mu_{ra}(\theta)$, and $\omega_{ra}(\theta)$ represent the state input, control input, and the disturbance term, respectively. As it was commented in the preliminaries, there is a disturbance term $\omega_{ra}(\theta)$ to deal with. The disturbance would be considered constant over the entire prediction horizon. The augmented model results in

$$\tilde{\xi}_{ra}(\theta + 1) = M_{d}\tilde{\xi}_{ra}(\theta) + N_{d}\mu_{ra}(\theta),$$

where

$$\tilde{\xi}_{ra}(\theta + 1) = \begin{bmatrix} \xi_{ra}(\theta + 1) \\ \omega_{ra}(\theta + 1) \end{bmatrix}, M_{d} = \begin{bmatrix} M & E \\ 0 & I \end{bmatrix}, N_{d} = \begin{bmatrix} N \\ 0 \end{bmatrix}.$$ (7)

The state-space controller is implemented using the incremental formula of the state-space model, which considers the control increment $\Delta\mu_{ra}(\theta)$ instead of the control signal $\mu_{ra}(\theta)$, where $\Delta\mu_{ra}(\theta) = \mu_{ra}(\theta) - \mu_{ra}(\theta - 1)$. Using this model, the disturbance term can be coupled to the state input and processed together. Therefore, defining a new state $\chi_{ra} = \begin{bmatrix} \xi_{ra}(\theta) \\ \mu_{ra}(\theta - 1) \end{bmatrix} = \begin{bmatrix} \xi_{ra}(\theta) \\ \omega_{ra}(\theta) \\ \mu_{ra}(\theta - 1) \end{bmatrix}$ that depends on the previously enhanced state, the incremental model adopts the general form given by

$$\chi_{ra}(\theta + 1) = A_{r}\chi_{ra}(\theta) + B_{r}\Delta\mu_{ra}(\theta),$$ (8)

where

$$A_{r} = \begin{bmatrix} M_{rd} & N_{rd} \\ 0 & I \end{bmatrix}, B_{r} = \begin{bmatrix} N_{rd} \\ I \end{bmatrix}.$$ (9)

Based on the state Equation (8), we formulate the following rolling optimization problem:

**Problem 1.**

$$\min_{\mu_{ra}(0,\tau),...,\mu_{ra}(N_{P},\tau)} J_{a}(\chi_{ra},\mu_{ra})$$

$$= \sum_{l=0}^{N_{P}} \left[ \| \chi_{ra}(l; \tau) - R_{a,l}(\tau) \|_{Q_{a}} + \| \mu_{ra}(l; \tau) \|_{R_{a}} \right] + \| \chi_{ra}(N_{P}; \tau) \|_{P_{a}}$$ (10a)

subject to

$$\chi_{ra}(l; \tau) = A_{r}\chi_{ra}(l - 1; \tau) + B_{r}\mu_{ra}(l - 1; \tau),$$ (10b)

$$\mu_{ra}(l; \tau) \in U_{a},$$ (10c)

$$\chi_{ra}(l; \tau) \in X_{a},$$ (10d)

$$\chi_{ra}(N_{P}; \tau) \in X_{a}^{f} \subseteq X_{a},$$ (10e)

$$R_{ra,l} = \left\{ \begin{array}{ll} r_{0}, & \text{layer1}, \\
\frac{\sum_{i=1}^{n_{a}} \chi_{i,l}}{|n_{a}|}, & \text{layer2,3,...,n}, \end{array} \right.$$ (10f)

where $N_{P}$ represents the prediction horizon, $\mu_{ra}(l; \tau)$ represents the variables to be optimized, and $Q_{a} > 0$, $R_{a} > 0$, and $P_{a} > 0$ are weight matrices.

Equation (10b) represents the relationship satisfied by the predicted states before and after optimization, while 10c–e represent the corresponding constraints. By solving the cost function $J_{a}(\chi_{ra},\mu_{ra},X_{a}^{f},\chi_{a}^{f})$, we can obtain the optimal control sequence $U_{a}^{*}$. The first element is then used as the control input, i.e.,

$$\mu_{ra}(\theta) = [1,0,...,0]U_{a}^{*}.$$ (11)
The algorithm running structure is shown in Algorithm 1

Algorithm 1. Model Predictive Control

1. Build a control model: \( \chi_{UA}(\theta + 1) = A\chi_{UA}(\theta) + B_1\Delta u_1(\theta) \).
2. Build a prediction model: \( \chi_{UA}(l; \theta_r) = A\chi_{UA}(l - 1; \theta_r) + B_1\tau_{UA}(l - 1; \theta_r) \).
3. Define the cost function:
   \[
   \min_{\mu_l(0; \theta), \ldots, \mu_l(\rho; \theta)} J_s(\chi_{UA}, \mu_l) = \sum_{l=0}^{N_N} \left[ ||\chi_{UA}(l; \theta_r) - \tau_{UA}(l; \theta_r)||_{Q_B} + ||\mu_l(l; \theta_r)||_{R_B} \right] + ||\chi_{UA}(N_B; \theta_r)||_{P_B},
   \]
4. Introduce constraints: (10c–f).
5. Solve 3 and get the optimal control sequence: \( \mu_{UA}(\theta) = [1, 0, \ldots, 0]U_B \).
6. Repeat steps 3–5.

2.2.2. Self-Triggered Model Predictive Control

Assumption 4. Lipschitz continuous functions \( f_a \) and \( g_a \) are associated with Lipschitz constants \( L_{f,a} \) and \( L_{g,a} \), respectively. Additionally, there exists a \( K_{\infty} \) function \( y_B \) such that the condition \( L_{f,a} \geq y_B \| X_a - R_L \| \) holds true.

Lemma 1 ([32]). Assuming that Assumption 4 is satisfied, the Lipschitz constant \( L_{j,a} \) corresponding to the cost Function (10) satisfies the following conditions:

\[
J_a(\chi_{a}(\tau_a, \theta+1), \mu_a(\tau_a, \theta+1)) - J_a(\chi_{a}(\tau_a, \theta+1), \beta_a(\tau_a, \theta+1)) < L_{j,a}E_a(\sigma),
\]

where \( L_{j,a} = \sum_{l=0}^{N_B} L_{f,a} \| e^{A(l)} \| + L_{g,a} \| e^{AN(l)} \|, E_a(\sigma) = \frac{\|B\|}{\|A\|} (e^{A\sigma} - 1) - \frac{\|B\|}{\|A\|} e^{AT} \sigma T. \)

Let \( \tau_a \) denote the self-triggering instant, and \( \{\tau_a, \theta\}, \theta \in \{1, 2, \ldots, N_B\} \) represent the sequence of self-triggering instants, i.e., which means updating and optimizing at \( \tau_a \) and calculating the optimal control. Based on specific self-triggering conditions, the next self-triggering instant, \( \tau_{a+1} \), denoted as \( \tau_{a+1} = \tau_{a+1} + \sigma T, \sigma \in \{1, 2, \ldots, N_P\} \), is determined. During the time interval from \( \tau_a \) to \( \tau_{a+1} \), the controller ceases to update but continues to use the effective predicted control input obtained from the previous triggering instant to reduce communication overhead and computational burden.

Definition 1. If Assumptions 3 and 4 are satisfied, there exist constants \( a_d \in (0, 1) \) and \( \sigma \in [1, 2, \ldots, N_P] \) such that

\[
L_{j,a}E_a(\sigma) < a_d \Delta_1.
\]

Hence, the subsequent triggering time \( l_{a, \theta+1} \) can be determined based on the following criteria:

\[
\tau_{a, \theta+1} = \tau_{a, \theta} + \min\{\sigma = \inf\{L_{j,a}E_a(\sigma) - a_d \Delta_1 = 0\}, N_P\},
\]

where \( L_{j,a} \) and \( E_a(\sigma) \) are defined in Equation (21).

We construct the set of feasible control inputs, denoted as \( \beta_{a}(l_{a}; \tau_{a, \theta+1}) \), at time \( \tau_{a, \theta+1} \):

\[
\beta_{a}(l_{a}; \tau_{a, \theta+1}) = \left\{ \begin{array}{l}
\mu_{a}^{+}(l_{a}; \tau_{a, \theta}), l_{a} \in [\tau_{a, \theta+1}, \tau_{a, \theta} + N_P], \\
\beta_{a}(l_{a}; \tau_{a, \theta} + N_P), l_{a} \in [\tau_{a, \theta} + N_P, \tau_{a, \theta+1} + N_P].
\end{array} \right\}
\]

where \( \mu_{a}^{+}(l_{a}; \tau_{a, \theta}) \) represents the optimal control input obtained by solving the optimization problem at time \( \tau_{a, \theta} \), and \( \beta_{a}(l_{a}; \tau_{a, \theta} + N_P) \) represents the feasible control input at the terminal time \( \tau_{a, \theta} + N_P \). These inputs are then applied to the system (8) to obtain the corresponding feasible state \( \chi_{a}(l_{a}; \tau_{a, \theta+1}) \).
Therefore, based on (8), we can construct the following cost function for the ST-MPC:

\[
J_a(\chi_a(t_a, \theta + 1), \mu_a(t_a, \theta + 1)) = \sum_{l=0}^{N_p} \left[ \| \chi_a(l; t_a, \theta + 1) - R_{a,l}(t_a, \theta + 1) \|^2_{Q_a} + \| \mu_a(l; t_a, \theta + 1) \|^2_{R_a} \right]
\]

subject to

\[
\begin{align*}
\chi_a(l; \theta_T) &= A \chi_a(l - 1; \theta_T) + B \mu_a(l - 1; \theta_T), \\
\mu_a(l; \theta_T) &\in U_a, \\
\chi_a(l; \theta_T) &\in X_a, \\
\chi_a(N_p; \theta_T) &\in X_a^f \\
R_{a,l} &= \left\{ \begin{array}{cl} r_0, & \text{layer 1}, \\
\frac{\sum_{l \in \mathbb{N}} \chi_l}{\| \chi_l \|}, & \text{layer 2, 3, \ldots, n} \end{array} \right.
\end{align*}
\]

where (16c) and (16d) represent the constraints on the control input and state variables, respectively, while (16e) represents the terminal constraint. By minimizing the aforementioned cost function under the given constraints, we can obtain the optimal control sequence \(U^*(\theta_T)\). Similarly, at time \(\theta_T\), only the first element of the control sequence is applied to the control system.

The algorithm running structure is shown in Algorithm 2.

\section*{Algorithm 2. Self-Triggered Model Predictive Control}
1. Build a control model: \(\chi_a(t + 1) = A \chi_a(t) + B \mu_a(t)\).
2. Build a prediction model: \(\chi_a(l; \theta_T) = A \chi_a(l - 1; \theta_T) + B \mu_a(l - 1; \theta_T)\).
3. Define \(t_a\) and \(\{ t_a, \theta \} \), \(\theta \in \{ 1, 2, \ldots, N \}\).
4. Get \(t_{a + 1}\) from \(t_{a + 1} = t_{a + 1} + \sigma T, \sigma \in \{ 1, 2, \ldots, N_p \}\).
5. Define the cost function:

\[
J_a(\chi_a(t_a, \theta + 1), \mu_a(t_a, \theta + 1)) = \sum_{l=0}^{N_p} \left[ \| \chi_a(l; t_a, \theta + 1) - R_{a,l}(t_a, \theta + 1) \|^2_{Q_a} + \| \mu_a(l; t_a, \theta + 1) \|^2_{R_a} \right]
\]

6. Introduce constraints: (16c,d,e,f).
7. Solve 5 and get the optimal control sequence: \(U^*(\theta_T)\).

\section*{2.3. ST-MPC for AC/DC Microgrid}

\subsection*{2.3.1. MPC for AC/DC Microgrid}

Based on the newly constructed supply-demand equilibrium state model (8) that satisfies the lifespan constraints, the following conventional MPC scheme is designed. Firstly, to facilitate the solution of the control problem, Equation (8) is rewritten as the following discrete linear state model:

\[
\xi_a(\theta + 1) = \bar{M}_I \xi_a(\theta) + \bar{N}_I \bar{\mu}_a(\theta) + \bar{E}_\theta(\theta), a \in \{ 1, 2, \ldots, n \},
\]

where \(\xi_a(\theta) = [\xi_{soc}, \xi_{loh}]^T\) is the state vector, \(\bar{M}_I = [1, 0; 0, 1], \bar{N}_I = [\eta_{bat}, \eta_{bat}^T - \eta_{bat}^T]_T\), and \(E = [0, \eta_{bat}^T]^T\) represent the state matrix, control input matrix, and disturbance matrix, respectively.

As mentioned in (8) and (17), the system contains a state disturbance, which needs to be appropriately addressed. To deal with this problem, the comprehensive process model
was expanded to incorporate disturbances. The disturbance is assumed to remain constant throughout the entire prediction horizon, resulting in the augmented model:

\[ \chi_a(\theta + 1) = A\chi_a(\theta) + B\tilde{u}_a(\theta), a \in (1, 2, \ldots, n). \]  

(18)

Using the prediction model given by Equation (18) and incorporating self-triggered control, we formulate the following optimization problem:

\[
\begin{align*}
J_a(\chi_a(\tau_{a,\theta+1}), \mu_a(\tau_{a,\theta+1})) &= \sum_{l=0}^{N_p} \left[ \| \chi_a(l; \tau_{a,\theta+1}) - R_{a,l}(\tau_{a,\theta+1}) \| _Q + \| \mu_a(l; \tau_{a,\theta+1}) \| _R \right] \\
&+ \| \chi_a(N_p; \tau_{a,\theta+1}) - R_{a,l}(\tau_{a,\theta+1}) \| _P,
\end{align*}
\]

(19a)

subject to

\[
\begin{align*}
\chi_a(l; \theta_t) &= A\chi_a(l-1; \theta_t) + B\mu_a(l-1; \theta_t), \\
\mu_a(l; \theta_t) &\in U_{a,l}, \\
\chi_a(l; \theta_t) &\in X_{a,l}, \\
\chi_a(N_p; \theta_t) &\in X^f_{a,l} \subseteq X_{a,l}, \\
R_{a,l} &= \begin{cases} r_0, & \text{layer1}, \\
\sum \chi_{a,t} \chi_{a,t}, & \text{layer2, 3, \ldots, n}. \end{cases}
\end{align*}
\]

(19b)

By solving the optimization problem stated, we obtain the optimal predictive control sequence, denoted as \( U^*_a(\tau_{a, \theta}) \). According to the self-triggered condition given by Equation (14), we select the relevant useful control input as follows:

\[
\mu_a(\tau_a; \theta) = \begin{bmatrix} 1_{1 \times 2 \times r} & 0 & \cdots & 0 \end{bmatrix} \times U^*_a(\tau_a, \theta).
\]

(20)

Subsequently, the obtained useful control input is utilized in the prediction model given by Equation (18) to determine the state.

2.3.2. Self-Triggered Condition

Generally speaking, the trigger condition of the MPC system is that the cost function value of the next trigger moment is smaller than the cost function value of the previous trigger moment, i.e., \( J_a^*(\chi_a(\tau_{a,\theta+1}), \mu_a(\tau_{a,\theta+1})) < J_a^*(\chi_a(\tau_{a,\theta}), \mu_a(\tau_{a,\theta})) \). By substituting the feasible input (15) at time \( \tau_{a,\theta+1} \) into the cost function, we can obtain the following feasible value of the cost function:

\[
\begin{align*}
J_a^*(\chi_a(\tau_{a,\theta+1}), \mu_a(\tau_{a,\theta+1})) &= \sum_{l_t = \tau_{a,\theta+1}}^{\tau_{a,\theta+1} + N_p} \left[ \| \hat{\chi}_a(l_t; \tau_{a,\theta+1}) - R^f_l(\tau_{a,\theta+1}) \| _Q^2 + \| \mu_a(l_t; \tau_{a,\theta+1}) \| _R^2 \right] \\
&+ \| \hat{\chi}_a(\tau_{a,\theta+1} + N_p; \tau_{a,\theta+1} + N_p) - R^f_l(\tau_{a,\theta+1} + N_p) \| _P^2, \\
&= J_a^*(\chi_a(\tau_{a,\theta}), \mu_a(\tau_{a,\theta})) - \| \chi_a^*(\tau_{a,\theta} + N_p; \tau_{a,\theta}) - R^f_l(\tau_{a,\theta}) \| _Q^2 \\
&+ \sum_{l_t = \tau_{a,\theta+1}}^{\tau_{a,\theta+1} + N_p} \left[ \| \hat{\chi}_a(l_t; \tau_{a,\theta+1}) - R^f_l(\tau_{a,\theta+1}) \| _Q^2 - \| \chi_a^*(l_t; \tau_{a,\theta}) - R^f_l(\tau_{a,\theta}) \| _Q^2 \right] \\
&- \sum_{l_t = \tau_{a,\theta}}^{\tau_{a,\theta+1}} \left[ \| \hat{\chi}_a(l_t; \tau_{a,\theta}) - R^f_l(\tau_{a,\theta}) \| _Q^2 - \| \chi_a^*(l_t; \tau_{a,\theta}) \| _Q^2 \right]
\end{align*}
\]
value of the optimal cost function is not more than the value of the feasible cost function. Based on this fact, it can be expressed in the following form:

\[ f^*(\chi_a(t_n+1), \mu_a(t_n+1)) = f^*(\chi_a(t_n, \theta), \mu_a(t_n, \theta)) \leq f^*(\chi_a(t_n+1, \theta), \mu_a(t_n+1, \theta)) - \Delta_1 + \Delta_2 + \Delta_3, \]

where

\[ \Delta_1 = - \sum_{l_t=t_n, \theta}^{t_n+1} \left( \|\chi_a(l_t; t_n, \theta) - R(t_n, \theta)\|_Q^2 - \|\mu_a(l_t; t_n, \theta)\|_R^2 \right), \]
\[ \Delta_2 = \sum_{l_t=t_n, \theta}^{t_n+1+N_p} \left( \|\chi_a(l_t; t_n, \theta) - R(t_n, \theta)\|_Q^2 + \|\mu_a(l_t; t_n, \theta)\|_R^2 \right) \]
\[ + \|\chi_a(t_n, \theta + N_p; t_n, \theta) - R(t_n, \theta)\|_Q^2 - \|\chi_a(t_n, \theta + N_p; \tau_n, \theta) - R(t_n, \theta)\|_Q^2, \]
\[ \Delta_3 = \sum_{l_t=t_n, \theta}^{t_n+1} \left( \|\chi_a(l_t; t_n+1, \theta) - R(t_n+1, \theta)\|_Q^2 - \|\chi_a(l_t; t_n+1, \theta) - R(t_n+1, \theta)\|_Q^2 \right). \]

Hence, the system’s stability can be ensured if the following conditions are satisfied:

\[ f^*(\chi_a(t_n+1, \theta), \mu_a(t_n, \theta)) < f^*(\chi_a(t_n, \theta), \mu_a(t_n, \theta)). \]  
These conditions can be expressed as

\[ f^*(\chi_a(t_n+1), \mu_a(t_n+1)) = f^*(\chi_a(t_n, \theta), \mu_a(t_n, \theta)) - \Delta_1 + \Delta_2 + \Delta_3 < 0. \]  

Since the trigger condition is not satisfied (21), the system will update the control input. However, in order to simplify the calculation of the next triggered time \( t_{n+1} \), we reformulated the condition as follows:

\[ f^*(\chi_a(t_n+1), \mu_a(t_n+1)) = f^*(\chi_a(t_n+1), \mu_a(t_n+1)) - \Delta_1, \]

where \( \Delta_1 \) is the difference in cost function values.

### 2.4. Analysis of Self-Triggered Model Predictive Control

In general, the stability analysis of MPC is conducted using Lyapunov theory. It aims to ensure that the cost function decreases over time, satisfying \( f^*(\chi_a(t_n+1), \mu_a(t_n+1)) < f^*(\chi_a(t_n, \theta), \mu_a(t_n, \theta)). \)

Based on the theoretical analysis presented in Equations (15)–(18), the sufficient condition for system stability is that Lemma 1 holds. Substituting different initial values \( \chi_a(t_n, \theta) \) and \( \chi_a(t_n, \theta + 1) \) into the MPC system, we can obtain the corresponding cost functions \( f^*(\chi_a(t_n+1), \mu_a(t_n+1)) \) and \( f^*(\chi_a(t_n+1), \mu_a(t_n+1)) \). Solving these cost functions yields the predictive control inputs \( \mu_a(t_n+1; t_n, \theta) \) and \( \mu_a(t_n+1; t_n, \theta) \), as well as the corresponding predicted states \( \chi_a(t_n+1; t_n, \theta) \) and \( \chi_a(t_n+1; t_n, \theta) \), where \( l \in [1, 2, \ldots, N_p] \). Combining these results with the definition of feasible input in Equation (11), we have

\[ \chi_a(t_n, \theta + 1; t_n, \theta + 1) = e^{ALT} \chi_a(t_n, \theta + 1; t_n, \theta + 1) + \sum_{l=0}^{N_p} e^{ALT} \mu_a(t_n+1; t_n, \theta + 1), \]
\[ \chi_a(t_n, \theta + 1; t_n, \theta + 1) = e^{ALT} \chi_a(t_n, \theta + 1; t_n, \theta + 1) + \sum_{l=0}^{N_p} e^{ALT} \mu_a(t_n+1; t_n, \theta + 1), \]
Therefore, we can further obtain the following expressions:

\[
\begin{aligned}
&f'(\chi_a^*(t_{a,\theta+1}), \mu_a^*(t_{a,\theta+1})) - f'(\chi_a^*(t_{a,\theta+1}), \mu_a^*(t_{a,\theta+1})) \\
&\leq |f(\chi_a(t_{a,\theta+1}), \mu_a(t_{a,\theta+1})) - f(\chi_a(t_{a,\theta+1}), \mu_a(t_{a,\theta+1}))| \\
&\leq \sum_{l=0}^{N_p} L_{f,a} \| \hat{\chi}_a^*(t_{a,\theta+1} + l; t_{a,\theta+1}) - \chi_a^*(t_{a,\theta+1} + l; t_{a,\theta+1}) \| \\
&+ \sum_{l=0}^{N_p} L_{g,a} \| \hat{\chi}_a^*(t_{a,\theta+1} + N_p; t_{a,\theta+1}) - \chi_a^*(t_{a,\theta+1} + N_p; t_{a,\theta+1}) \| \\
&\leq (\sum_{l=0}^{N_p} L_{f,a} \| e^{\lambda t} \| + L_{g,a} \| e^{\lambda N_p t} \|) \| \chi_a(t_{a,\theta+1}) - \chi_a^*(t_{a,\theta+1}) \| \\
&= L_{f,a} \| \chi_a(t_{a,\theta+1}) - \chi_a^*(t_{a,\theta+1}) \|. 
\end{aligned}
\]  

(23)

Therefore, it can be further obtained as follows:

\[
\begin{aligned}
&f'(\chi_a^*(t_{a,\theta+1}), \mu_a^*(t_{a,\theta+1})) - f'(\chi_a^*(t_{a,\theta+1}), \mu_a^*(t_{a,\theta+1})) \\
&\leq |f(\chi_a(t_{a,\theta+1}), \mu_a(t_{a,\theta+1})) - f(\chi_a(t_{a,\theta+1}), \mu_a(t_{a,\theta+1}))| \\
&\leq \sum_{l=0}^{N_p} L_{f,a} \| \hat{\chi}_a^*(t_{a,\theta+1} + l; t_{a,\theta+1}) - \chi_a^*(t_{a,\theta+1} + l; t_{a,\theta+1}) \| \\
&+ \sum_{l=0}^{N_p} L_{g,a} \| \hat{\chi}_a^*(t_{a,\theta+1} + N_p; t_{a,\theta+1}) - \chi_a^*(t_{a,\theta+1} + N_p; t_{a,\theta+1}) \| \\
&\leq (\sum_{l=0}^{N_p} L_{f,a} \| e^{\lambda t} \| + L_{g,a} \| e^{\lambda N_p t} \|) \| \chi_a(t_{a,\theta+1}) - \chi_a^*(t_{a,\theta+1}) \| \\
&= L_{f,a} \| \chi_a(t_{a,\theta+1}) - \chi_a^*(t_{a,\theta+1}) \|. 
\end{aligned}
\]  

(24)

Substituting the actual control \( \mu_a(t_{a,\theta}) \) and optimal control \( \mu_a^* (t_{a,\theta}) \) at time \( t_{a,\theta} \) into the prediction model equation, we can obtain the actual state \( \chi_a(t_{a,\theta+1}) \) and optimal state \( \chi_a^*(t_{a,\theta+1}) \) at time \( t_{a,\theta+1} \):

\[
\begin{aligned}
\chi_a(t_{a,\theta+1}) &= \chi_a(t_{a,\theta}) + \sum_{l=0}^{\sigma} (A\chi_a(t_{a,\theta} + l; t_{a,\theta}) + B\mu_a(t_{a,\theta})) \\
\chi_a^*(t_{a,\theta+1}) &= \chi_a(t_{a,\theta}) + \sum_{l=0}^{\sigma} (A\chi_a^*(t_{a,\theta} + l; t_{a,\theta}) + B\mu_a^*(t_{a,\theta} + l; t_{a,\theta})). 
\end{aligned}
\]  

(25)

Therefore, by utilizing Equation (25) and the Gronwall–Bellman inequality, we can determine the value of \( \| \chi_a(t_{a,\theta+1}) - \chi_a^*(t_{a,\theta+1}) \| \).
Lemma 1 holds true, so we can conclude that the system is stable.

3. Results and Discussion

In this section, we provide further explanation and clarification of the ST-MPC control method proposed in this paper for solving the microgrid supply–demand balancing problem with constraints on battery and hydrogen storage capacities using the MATLAB R2024a simulation platform. This simulation example considers three components: the power generation side composed of renewable energy sources such as wind and photovoltaic, the control part consisting of a rolling optimization controller, and the demand side composed of loads. From [9–12], the simulation will assume that during a short period of control time, the output of the energy supply side remains relatively stable, and the energy input demand on the demand side changes, thereby mobilizing the various microgrids in the power grid to supplement and store energy supply. The relevant parameters used in this simulation example are shown in Table 1.

The relevant parameters satisfying the conditions in the article are set as follows: \(\tau/h = 0.05, H_p = 10, Q = [6, 0; 0, 6], R = [1, 0; 0, 1], K = 2, L_f = 1.4, L_f = 1.2, \alpha = 0.85\).

Table 1. Parameters of the electrochemical-to-gas conversion devices.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value</th>
<th>Variable</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\eta_{bat})</td>
<td>85%</td>
<td>(\min_{soc})</td>
<td>30</td>
</tr>
<tr>
<td>(\eta_H)</td>
<td>90%</td>
<td>(\max_{soc})</td>
<td>70</td>
</tr>
<tr>
<td>(C_{max})</td>
<td>125</td>
<td>(\min_{loh})</td>
<td>20</td>
</tr>
<tr>
<td>(V_{max})</td>
<td>125</td>
<td>(\max_{loh})</td>
<td>60</td>
</tr>
</tbody>
</table>

In the current simulation experiment, as shown in Figure 2, the power supply side can continuously provide stable energy within 24 h, while the power consumption by the load side during this period is as follows:

\[
P_{\text{Load}}(t) = 5 - 3\sin\left(\frac{\pi t}{60}\right).
\]

![Figure 2. Power of the supply and demand sides.](image)
Based on the simulation results graph depicting the variation in battery capacity shown in Figure 3, it can be observed that within 24 h, the battery capacity remains within the constraints (i.e., \(30 \leq \chi_{soc} \leq 70\)).

![Battery capacity variation.](image)

The simulation results graph in Figure 4 illustrates the variation in the capacity of the hydrogen storage tank in an AC/DC hybrid microgrid based on ST-MPC. According to the simulation experiment results, it is evident that within 24 h, the hydrogen storage tank capacity remains within the prescribed constraints (i.e., \(20 \leq \chi_{Loh} \leq 60\)), and there are no instances of exceeding the constraint boundaries.

![Hydrogen storage tank capacity variation.](image)

The situation described in Figure 5 is a simulation result graph illustrating the state changes in battery charging and discharging. From this graph, it can be observed that within 24 h, the battery charging and discharging behavior, after a brief adjustment by ST-MPC, effectively tracks the variations in power supply and demand (as shown in Figure 2).

![State changes in battery charging and discharging.](image)

Figure 6 represents the simulation results of the energy consumption of the electrolyzer or the electricity generation by the fuel cell over a certain time period. From the information presented in the graph, it is evident that the charging and discharging behavior of the
electrolyzer, fuel cell, and battery are perfectly synchronized. Thus, the electrolyzer and fuel cell can effectively collaborate with the battery to achieve the conversion and storage of electricity and hydrogen, ultimately accomplishing the peak shaving and valley filling control objective of regulating supply–demand balance.

Figure 5. Battery charging and discharging status.

Figure 6. Energy variation in the electrolyzer and fuel cell.

Figure 7 illustrates the triggering time points under ST-MPC control. It can be clearly seen from the figure that under ST-MPC control, the system does not perform continuous control but only controls when the trigger control is needed, effectively saving control resources.

Figure 8 is a comparison histogram of the number of ST-MPC triggers in this article and the number of MPC triggers in [22]. It can be seen that the number of ST-MPC triggers used in this article is significantly smaller than the number of MPC triggers, which reduces the number of triggers by 82.57%. At the same time, the control and scheduling of the energy storage module are realized, and it can be concluded that the ST-MPC used in this article can effectively save control resources and communication resources.
4. Conclusions

In this paper, we presented a self-triggered model predictive control architecture for a renewable-based microgrid equipped with a hybrid energy storage system utilizing electricity and hydrogen. The main objective of this architecture is to efficiently manage the energy demand of a load while minimizing reliance on the utility power grid and degradation of storage devices. To achieve this, we implemented model predictive controllers within a self-triggered framework that dynamically adjusts the counting period. Through simulations, we evaluated the performance of the proposed architecture and observed significant reductions in control action changes, minimizing wear and tear on the storage devices. Additionally, the architecture maintained an acceptable level of set-point tracking, ensuring the desired energy demand was met. These findings highlight the promise of the self-triggered model predictive control architecture for microgrids with multiple types of electrochemical storage. By effectively managing energy demand and reducing reliance on external power sources, this architecture offers a viable solution to enhance sustainability and efficiency in microgrid systems.
5. Future Works

Next, we may extend this control algorithm to the energy supply side of PV+Wind, and achieve optimal control of energy generation and distribution on the supply side while improving the service life of microgrid energy storage units in the power grid. At the same time, we will introduce an event trigger mechanism to save communication and control costs, thereby achieving the goal of minimizing total costs. At the same time, we will also consider time-delayed disturbances in future work, thereby continuously improving the practicality of the control algorithm.
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