Threshold Active Learning Approach for Physical Violence Detection on Images Obtained from Video (Frame-Level) Using Pre-Trained Deep Learning Neural Network Models
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Abstract: Public authorities and private companies have used video cameras as part of surveillance systems, and one of their objectives is the rapid detection of physically violent actions. This task is usually performed by human visual inspection, which is labor-intensive. For this reason, different deep learning models have been implemented to remove the human eye from this task, yielding positive results. One of the main problems in detecting physical violence in videos is the variety of scenarios that can exist, which leads to different models being trained on datasets, leading them to detect physical violence in only one or a few types of videos. In this work, we present an approach for physical violence detection on images obtained from video based on threshold active learning, that increases the classifier’s robustness in environments where it was not trained. The proposed approach consists of two stages: In the first stage, pre-trained neural network models are trained on initial datasets, and we use a threshold (µ) to identify those images that the classifier considers ambiguous or hard to classify. Then, they are included in the training dataset, and the model is retrained to improve its classification performance. In the second stage, we test the model with video images from other environments, and we again employ (µ) to detect ambiguous images that a human expert analyzes to determine the real class or delete the ambiguity on them. After that, the ambiguous images are added to the original training set and the classifier is retrained; this process is repeated while ambiguous images exist. The model is a hybrid neural network that uses transfer learning and a threshold µ to detect physical violence on images obtained from video files successfully. In this active learning process, the classifier can detect physical violence in different environments, where the main contribution is the method used to obtain a threshold µ (which is based on the neural network output) that allows human experts to contribute to the classification process to obtain more robust neural networks and high-quality datasets. The experimental results show the proposed approach’s effectiveness in detecting physical violence, where it is trained using an initial dataset, and new images are added to improve its robustness in diverse environments.
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1. Introduction

In recent years, the automatic detection of physical violence has been a challenge in human activity recognition because it involves a continuous analysis of human behavior [1]. Analysis at the frame level of a video has been widely studied for detecting physical violence. It is a process by which each individual frame of a video is analyzed and examined to identify signs of violent or aggressive behavior. This analysis involves looking for specific visual indicators, such as sudden movements, punching gestures, physical contact between people, or other patterns that may suggest a violent action. In performing this on a frame-by-frame basis, the system attempts to detect and categorize instances of violence as they occur over time, allowing for a detailed and granular understanding of the activity in the video without extracting temporal features [2].

Since the early 2000s, the analysis of video at frame level has demonstrated that it is possible to detect violence in images using only spatial feature extraction, using techniques such as LPB [3], HOG [4], FAST [5], SURF [6], SIFT [7], BRISK [8], and ORB [9], because of their ability to capture robust and distinctive spatial features that are invariant to common transformations such as scale, rotation, and illumination. These techniques identify key points in images that reflect crucial local details, such as edges, corners, and textures, essential for recognizing complex visual patterns associated with violence.

The bag-of-words (BoW) technique, which works at the frame level of a video, has been used to compactly and robustly represent the extracted local features, allowing capture of the distribution of local visual patterns that characterize physical violence without the need for exact spatial arrangement. Wang [10] used BoW to identify violence in a dataset containing 500 images with violent scenes and 1500 images without violence. When applying BoW to SIFT features, they achieved an accuracy of 85.7% ± 1.4%. When using HOG features, the accuracy was 84.3% ± 1.6%. In contrast, with LBP features, they achieved an accuracy of 90.1% ± 1.5%, demonstrating that combining robust spatial features with effective BoW representation enables accurate detection of physical violence in images.

However, despite the success achieved by analysis at the frame level of video, detecting physical violence in videos is still a significant challenge. Recently, it has been addressed using deep learning (DL) techniques, mainly artificial neural networks (ANNs). This approach aims to enhance the efficiency of classifying physical violence scenes extracted from various video sources, such as closed-circuit television systems (CCTV), smartphones, and other digital cameras used for surveillance tasks. Consequently, developing such methodologies has expanded the available tools, reducing the human effort required to identify physical violence situations accurately. Although the current literature and state-of-the-art research boast various works focused on achieving high accuracy rates in violence detection within videos, typically ranging between 90% and 99% (see Ref. [11]), it is worth noting that many of these models are tailored to specific datasets, which work only in those particular scenarios.

Convolutional neural networks (CNNs) stand out as the predominant models employed for violence classification in videos at the frame level, with some of the most notable pre-trained networks being VGG16 [12], VGG19, DenseNet18, 26, 50, 101, 152, ResNet2 38 [13], ResNet18, 34, ResNet50 [14], EfficientNet-B7, InceptionB3, and MobileNetV2 [15]. Although those models were proposed some years ago, they are still the focus of research on image classification tasks, as discussed above.

Strides in violence detection can be attributed to using pre-trained neural networks and the emergence of hybrid models. One prevalent approach involves employing these pre-trained models for spatial feature extraction, followed by a secondary network responsible for classification. Such methodologies have demonstrated precision percentages reaching up to 96% [16]. Another noteworthy implementation integrates ConvLSTM for temporal feature extraction and 3D ResNet50, 3D ResNet101, and 3D ResNet152 architectures for spatial feature extraction in conjunction with the UCF-Crime dataset, achieving a precision rate of 96% [17]. Recent advancements include a convolutional attention module (CBAM) to discern the dynamics among individuals requiring detection [18]. Other methods explored...
for violence detection involve feature extraction through optical flow, as demonstrated in the work presented in Ref. [19]. Rendón-Segador et al. [20] employ optical flow as input, preceding the utilization of a spatial–temporal codifier with DenseNet121 and a bidirectional layer of 2D convolutional LSTM (BiConvLSTM2D), resulting in an accuracy of 99%. Similarly, Wang [21] experimented on four public violence detection datasets: Movies, Hockey, Crowd, and RWF-2000. The authors adopt a comparable approach, extracting two optical flows, concatenating them, and feeding them into the classifier, achieving precision rates of 0.86 and 1.0 for the Movies and RWF-2000 datasets, respectively.

Furthermore, several studies have focused on addressing the violence detection challenge through a multi-class approach, utilizing the UCF-Crime dataset to more precisely distinguish between various types of violence [22]. Similarly, Vosta [23] examines four variants (Binary, UCF-Crime original dataset containing 14 classes, 13 abnormal events grouped as one anomalous class, 4MajorCat, and NREF) of the same dataset (UCF-Crime). Likewise, Yousaf [24] experimented with cartoon animated clips to classify violence into three classes: safe, fantasy violence, and sexual nudity.

The utilization of data sourced from a variety of channels, including online social networks, public datasets, and video surveillance cameras (with or without sound), has emerged as a trend aimed at cultivating more robust models across diverse environments [2,16,25]. Nevertheless, as new videos in different scenarios are generated daily, relying solely on robust yet static models trained with diverse datasets still needs to be improved.

The unprecedented volume of available data presents a significant opportunity for developing deep learning models; however, it also poses challenges such as the scalability of traditional models, usability, and adaptability [26]. Moreover, a critical challenge associated with this abundance of data is converting raw data into high-quality labeled data, which is essential for enhancing predictive models’ accuracy. It is crucial to recognize that constructing a training set entails a potentially computationally intensive process in terms of both time and resources [27].

Active learning has emerged as a collaborative strategy that involves human participation alongside machine learning algorithms to iteratively construct predictive models and training sets. This iterative approach mitigates the costs of acquiring labeled data while concurrently enhancing the prediction accuracy of machine learning models [28]. Moreover, active learning facilitates the incorporation of new information into datasets utilized by automatic violence detection models. Active learning has been studied for several years; however, there have been few studies, although it is a very important topic in machine learning, especially now that many data exist but there are few high-quality datasets [29]. Today, it remains a focus of study in the academic research community (for example, see Refs. [30–32]) because of its utility in building robust machine learning models and obtaining high-quality labeled datasets.

In this paradigm of human–machine interaction, where human involvement spans various stages such as training, optimization, or evaluation of machine learning models, it is referred to as “the human in the loop” or “in the circuit”. The aim is to harness human cognitive abilities and expertise to augment the performance of machine learning models. Consequently, this hybrid approach makes human participation in data labeling feasible, wherein an algorithm selects the class-unlabeled data deemed most pertinent for human expert labeling [33]. Subsequently, these labeled data are incorporated into the training dataset, enabling the training of models with diverse data to foster robustness across different environments.

This paper introduces a threshold active learning approach to construct robust models for physical violence detection on images obtained from video across diverse environments. Our objective is to effectively identify instances of physical violence within video images depicting diverse environments sourced from heterogeneous datasets.
The proposed method offers two key advantages: firstly, it facilitates the expansion of the training dataset by incorporating labeled data deemed relevant by human experts, thereby enhancing model performance. Secondly, it makes the process of building new datasets from varied environments more efficient, thereby reducing the associated effort. Notably, our approach is characterized by its simplicity and versatility, making it adaptable to a wide range of sophisticated deep learning models.

The main contribution of the proposed approach is the process used to obtain a threshold $\mu$ (process based on the neural network outputs) that allows human experts to contribute to the classification process to obtain more robust neural networks and high-quality datasets.

2. Related Works

The challenge inherent in any image identification system is attempting for 100% efficiency, a goal often elusive due to intrinsic complexities. This is particularly true in endeavors such as identifying physical violence, where false negatives are regrettably common. To address this challenge, our research adopts an active learning approach, mixing the collaborative efforts of human experts and machine learning algorithms. Active learning serves as a strategic framework aimed at refining classifiers to generalize well on instances not encountered within the problem domain [33].

Active learning finds its application in various domains, including image classification and object detection. Li and Guo [34] propose a method that employs a measure of uncertainty, coupled with information density and an adaptive information framework, to select instances from unlabeled sets based on their informativeness. By combining measures of uncertainty with adaptive information density, this approach effectively guides the selection of instances for labeling, thereby enriching the labeled dataset.

Beluch et al. [35] investigate and compare different active learning methods in the context of image classification using high-dimensional data and CNNs. The paper evaluates ensemble-based methods against Monte Carlo dropout and geometric approaches, finding that ensembles perform better and provide more calibrated predictive uncertainties, which are crucial for active learning algorithms. The study includes experiments on various datasets, including MNIST, CIFAR-10, and ImageNet, as well as a large, class-imbalanced diabetic retinopathy dataset. The results demonstrate that ensemble-based active learning is particularly effective in managing class imbalance during the acquisition phase.

In [36], Sener and Savarese introduce a core-set selection approach for active learning in CNNs, providing a theoretical framework to evaluate subset performance and demonstrating significant improvements in image classification tasks over existing methods. This method involves choosing a subset of data points such that a model trained on this subset performs competitively on the remaining data.

Pan et al. [37] produce significantly different results for a given sample based on the principle that if two deep neural networks (DNNs) of the same structure are trained on the same dataset, that sample should be selected for additional training. The dual active sampling on batch-incremental active learning approach has proven useful. It simplifies implementation and reduces computational requirements compared to other state-of-the-art methods, leading to better results on the CIFAR-10 dataset with reduced computational time compared to the core-set method.

Carbonneau et al. [38] introduce new methods for bag-level aggregation in multiple instances of active learning (MIAL), a technique used in instance classification problems. The study focuses on reducing labeling costs by identifying the most informative instances and querying the expert for their labels. The proposed method outperforms existing methods in various application domains, including aggregated informativeness and cluster-based aggregative sampling. This research is significant as it addresses the limitations of single-instance active learning methods in multiple-instance learning problems.
Recent efforts, exemplified by Chen et al. [30], emphasize using large datasets without full labeling. Chen et al. propose a method for object detection that amalgamates active and supervised learning techniques. Initially, labeled data are utilized to train a detection model in a semi-supervised manner. Subsequently, the stability of the unlabeled data is assessed, with low-stability instances manually labeled, while those with high uncertainty are pseudo-labeled using predictions from the detector. Integrating manual and pseudo-labeling contributes to refining the detection model, yielding promising results with a reported mean average precision (mAP) of 79.2%.

Another notable approach, as presented by Li et al. [31], uses active learning based on competence to classify unlabeled images by their complexity. By utilizing a competence function in conjunction with prediction probabilities, this method effectively identifies images with varying degrees of difficulty, iteratively augmenting the dataset. Training the model with stochastic gradient descent (SGD) and a learning rate of 0.1, Li et al. evaluated three active learning methods, selection based on similarity, probability-based similarity selection, and competence-based active learning, achieving a final accuracy of 92%.

Additionally, Mohammadi et al. [32] introduce a framework utilizing pre-trained vision transformers trained on the RWF dataset as “experts” alongside a routing system and a reinforcement learning-based classifier. This approach dynamically activates experts concerning each video clip, determining its category (fight or no-fight) through various selections and categorizations. The router module orchestrates the classification process, deciding whether to select a clip’s category immediately or to gather further information by activating vision transformers, thus concluding the classification process by selecting the appropriate category.

### 3. Theoretical Foundations

An artificial neural network (ANN) comprises numerous interconnected layers, each composed of multiple neurons. There are two primary types of ANNs: feed-forward and recurrent. The distinction lies in their connectivity patterns. In recurrent neural networks (RNNs), neurons may be connected to other neurons within the same layer or to neurons in preceding layers (vision transformers trained on the RWF dataset as “experts” alongside a routing system node on the first hidden layer).

In the feed-forward process, the input to a neuron $i$ in the $l$-th layer is determined by the product of the results of the activation function $\phi(\cdot)$ (Equation (1)), derived from the preceding layer ($l-1$), and the weight vector $w$ of layer $l$, which includes the bias weight $b_i$. The output of the neuron corresponds to a spatial transformation of $s_i^l$ by the activation function (Equation (2)) [40].

$$s_i^l = \sum_h w_{ji}^l \phi_h^{(l-1)}(s_{hi}^{(l-1)}),$$

$$\phi^{(l)}(s_i^l) = \phi^{(l)}(w_i^l s_i^l).$$  (2)

The output $j$ of the last layer in the ANN is $z_j = \hat{f}(x, w)$ (Equation (3)); it depends on the parameters $w$ of all hidden layers and it estimates the transformation $\{f : \mathbb{R}^N \to \mathbb{R}^C\}$, which partitions the input space $\mathbb{R}^N$ into $C$ classification regions ($\mathbb{R}^C$) [41] by using a linear combination $\phi_h(x)$.

$$\hat{f}(x, w) = \sum_{h=1} w_{ij}^h \phi_h^{(l-1)}(x),$$  (3)

with $x$ being the input vector ($x \in \mathbb{R}^N$) and, when $l = 1$, $z_i = \sum_h w_{hi} x_h$ (i.e., $s_i$ is the $i$-th neuron of the first hidden layer). $w_i^l$ is the weight of the $i$-th input that is connected from the $h$ neuron of the $l$-th hidden layer to the $(l-1)$-th hidden layer. $\phi_h^{l-1}$ is the $h$-th output node on the $(l-1)$-th hidden layer, where $L$ is the total number of layers in the ANN.
3.1. Convolutional Neural Network

A convolutional neural network (CNN) is a type of ANN where the hidden layers consist of a set of convolutions that typically are a combination of linear and nonlinear operations (i.e., convolution operation and activation function) [42]. In addition, the CNN usually includes pooling and fully connected layers.

The convolutional layer constructs a feature map to extract key features from input data. Here, convolutional kernels function as local filters, operating on sequential data to produce non-invariant local features. Conversely, the pooling layer plays a fundamental role in reducing the dimensionality of the feature vector, preserving only the most pertinent features. By extracting essential features within fixed-length windows, the pooling layer aids in making the subsequent processing steps more efficient [43,44]. Moreover, fully connected layers serve as linear classifiers, facilitating the assignment of predicted classes to specific inputs $x_p$. CNNs are formidable tools for feature extraction, particularly adept in tasks involving image data modeling, summarization, and classification [45,46].

In recent years, the utilization of pre-trained models for specific tasks has gained prominence, a practice known as transfer learning. This approach is invaluable when resources for training a neural network are limited or inadequate, allowing for adapting a model to varying classification problems. Notable pre-trained CNN models such as DenseNet121, EfficientNetB0, InceptionV3, MobileNetV2, ResNet50, and VGG16 offer the advantage of requiring fewer filters and parameters while yielding favorable results. Consequently, these models have found application in diverse domains, from processing biomedical images to violence detection in videos [20,47,48]. Below, we provide a summary overview of the three pre-trained models we used in our experimentation.

- **DenseNet121.** The DenseNet model [49] is a convolutional neural network comprising 121 densely connected layers. DenseNet utilizes MaxPool2D and AveragePool3D reduction layers with (2,2) and (7,7) pool sizes, respectively. With its robustness and efficiency, DenseNet requires fewer filters and parameters to achieve favorable performance.

- **EfficientNetB0.** It is a convolutional neural network model that utilizes the ImageNet database for classification tasks across 1000 object categories. One of its key innovations is the adoption of “compound scaling”, a technique designed to enhance model performance by increasing the resolution of input images. This increase in resolution necessitates adjustments in both the width (number of channels) and depth (number of layers) of the network to effectively capture the additional details provided by higher-resolution images. This approach involves applying a fixed set of coefficients to uniformly scale the network architecture’s width, depth, and resolution. It was specifically developed to improve the scalability of CNNs to achieve better model performance and efficiency. EfficientNet-B0 serves as the baseline model, characterized by 5.3 million parameters, and accepts input images of size 224 × 224. Subsequent variants, denoted by increasing numbers (e.g., B1, B2, B3, etc.), further incorporate width, depth, and resolution adjustments to optimize performance across different computational constraints and task requirements [50].

- **MobileNetV2.** The MobileNetV2 architecture consists of two main types of building blocks: residual blocks with stride and blocks with a stride of 2 to reduce the size. Each block comprises three layers: the first layer is a $1 \times 1$ convolutional layer followed by a rectified linear unit 6 (ReLU6) activation function, the second layer is a depthwise convolutional layer, and the third layer is another $1 \times 1$ convolutional layer used to linearly combine the output channels of the depthwise convolution with a ReLU6 activation function [51].
3.2. Physical Violence

Physical violence occurs when a person violates the bodily space of another without their consent, for example, by hitting, pulling, or pushing them. It also may include causing physical injuries with objects (weapons or other objects) or with the aggressor’s body (punching, pulling, kicking, pushing). Physical violence has emotional and health consequences. The General Law on Women’s Access to a Life Free of Violence [52], in its Article 6, section II, defines physical violence as “A type of violence referring to any act that inflicts non-accidental harm, using physical force or some type of weapon or object that may or may not cause injuries whether internal, external or both”.

This work is focused on improving the automatic identification of physical violence (PV) or non-physical violence (NPV) in images obtained from video in diverse environments using a threshold active learning approach.

4. Proposed Approach

In this paper, we introduce an active learning approach based on a threshold parameter (\( \mu \)) to enhance classifier performance, construct robust models capable of operating effectively across diverse environments for detecting physical violence in videos by analyzing each photogram, and build high-quality datasets with the intervention of a human expert. This approach comprises two stages, presented in Sections 4.1 and 4.2, and outlined in Algorithms 1–4.

Algorithm 1 initiates the active learning process by first constructing the initial classifier, followed by the execution of the active learning approach. Algorithm 2 delineates the key steps of the active learning approach based on a threshold. This includes classification by a neural network model and human expert intervention, facilitating iterative improvement of the classifier through selective labeling of data. Algorithm 3 focuses on training and testing the models using both the original and updated datasets (DB), incorporating ambiguous samples that have been labeled and added to DB. Finally, Algorithm 4 details the process used to obtain the threshold \( \mu \).

Algorithm 1 Proposed active learning approach

Input: DB, \( M_j, T \); /* DB is the training dataset, \( M_0 \) is the initial model, and \( T \) is a set of unlabeled datasets. */

1. STAGE 1:
2. \( j \leftarrow 0; \) /* Default value for \( \mu \) is zero. */
3. \( \mu = 0; \) /* Algorithm 3 is performed to built the initial model \( M_0 \) using DB, which is a labeled dataset. */
4. \( M_j = \text{OPTIMIZE}(M_j, DB, \mu); \) /* Algorithm 3 is performed returning the optimized model \( M_j \). */
5. \( \mu = \text{THRESHOLD}(M_j, DB); \) /* Algorithm 4 is employed to obtain the best value to \( \mu \) threshold. */

6. STAGE 2:
7. \( j \leftarrow 1; \) /* \( T_j \) is an unlabeled and unknown dataset */
8. while new unlabeled datasets \( T_j \) exist do
9. \( M_j = \text{ACTIVE-LEARNING}(M_{j-1}, DB, T_j, \mu); \) /* Algorithm 2 is performed returning the optimized model \( M_j \). */
10. \( \mu = \text{THRESHOLD}(M_j, DB); \) /* Re-calculate the threshold \( \mu \) using Algorithm 4. */
11. \( j \leftarrow j + 1; \)
12. end while
Algorithm 2 Active learning based on a threshold $\mu$

**Input:** $M_j, DB, T_j, \mu$

**Output:** $M_j$; /* The optimized model using active learning */

**ACTIVE-LEARNING ():**

1: for $q = 0$ to $\|T_j\|$ do
2: $z \leftarrow M_j(x_q)$; /* $z$ is the neural network output to sample $x_q$ */
3: if $(z(0) - z(1))^2 \leq \mu$ then
4: $AM_k \leftarrow AM_k \cup x_q$; /* $x_q$ is considered ambiguous, so it is included in $AM_k$ */
5: else
6: $x_q \leftarrow MODEL\_LABEL(x_q)$; /* Set the label generated by the classifier to $x_q$ */
7: end if
8: end for
9: if $\|AM_k\| \neq 0$ then
10: $AM_k \leftarrow HUMAN\_LABEL(AM_k)$; /* $AM_k$ is sent to human expert to be labeled */
11: $DB \leftarrow DB \cup AM_k$; /* Update $DB$ with labeled ambiguous samples. */
12: $M_j = OPTIMIZE(M_j, DB, \mu)$; /* Re-optimize the model with the updated $DB$. */
13: end if
14: return $M_j$; /* The optimized model after active learning is returned. */

Algorithm 3 Procedure to build the optimized artificial neural network model $M_j$

**Input:** $M_j, DB, \mu$; /* $M_j$ is the neural network model, $DB$ is the training dataset. */

**Output:** $M_j$; /* Return the optimized model */

**OPTIMIZE ():**

1: $k \leftarrow 0$; /* $k = 0, 1, 2, \ldots, K$, where $K$ is the maximum number of epochs */
 /* Obtain the training (DBTrain) and test (DBTest) datasets, where $DB = DBTrain \cup DBTest$; and $DBTrain \cap DBTest = \varnothing$ */
2: $DBTrain = getRandomly(DB, 70\%)$;
3: $DBTest = getRandomly(DB, 30\%)$;
4: while $(AUC_{k-2} \leq AUC_{k-1}$ and $k > 1$) or ($k < K$) do
5: LEARNING($M_j, DBTrain$); /* Train the model $M_j$ with $DB$ */
6: $AUC_k \leftarrow TEST(M_j, DBTest)$; /* Test the model $M_j$ with $DBTest$ */
7: for $q = 0$ to $\|DB\|$ do
8: $z \leftarrow M_j(x_q)$; /* $z$ is the neural network output for sample $x_q$ */
9: if $(z(0) - z(1))^2 \leq \mu$ then
10: $AM_k \leftarrow AM_k \cup x_q$; /* $x_q$ is considered ambiguous, so it is included in subset $AM_k$ */
11: end if
12: end for
13: if $\|AM_k\| \neq 0$ then
14: $DBTrain \leftarrow DBTrain \cup AM_k$; /* Dataset is updated with ambiguous samples */
15: end if
16: $k \leftarrow k + 1$;
17: end while
18: return $M_j$; /* The optimized model */


Algorithm 4 Obtaining the threshold $\mu$

/* $M_j$ is the recent model, and $DB$ the training dataset */

**Input:** $M_j$, $DB$;

**Output:** $\mu$;

**THRESHOLD( )**:

1. $\mu_{\text{ini}} = 0$;
2. for $q = 0$ to $\|DB\|$ do
3.   $z_q \leftarrow M_j(x_q)$; /* $z$ is the neural network output to sample $x_q$ */
4.   $d_q \leftarrow \text{LABEL}(x_q, DB)$; /* $d$ is the correct label to sample $x_q$ */
5.   if ($z_q < d_q$) then
6.     $\mu_{\text{ini}} + = (z_q(0) - z_q(1))^2$;
7.   end if
8. end for
9. $\mu = \mu_{\text{ini}} + \Delta$;
10. return $\mu$;

4.1. Stage 1

In the first stage, the initial model is built using a labeled dataset $DB$ (Algorithm 1, line 4). Immediately, the threshold parameter $\mu$ (Algorithm 4) is calculated (Algorithm 1, line 5). Observe that in the first stage the initial value of $\mu$ is zero (Algorithm 1, line 3); i.e., in the first stage, the training of the model is not biased by the value of $\mu$. This stage comprises lines 2–5 of Algorithm 1.

4.2. Stage 2

The second stage is enclosed in lines 7–12 of Algorithm 1, in which the model is tested using unseen and unknown datasets ($T_j$). $T_j$ differs from the training dataset ($DB \neq T_j$), ensuring an evaluation of the model’s performance in novel environments. The threshold parameter $\mu$ (obtained in the first stage) is utilized to identify images ($x_q$) that the classifier deems ambiguous or challenging to classify (Algorithm 2, line 3). These ambiguous images represent scenarios where discerning physical violence from non-physical violence scenes may be particularly difficult, such as instances involving strong hugs or warm greetings, among others.

The selected $P$ ambiguous images ($x_p$) are stored in a subset $AM_k$, where $AM_k = AM_k \cup \{x_p\}$ (Algorithm 2, line 4).

When all samples in $T_j$ are processed by the model (i.e., when $q \geq \|T_j\|$), $AM_k$ is then forwarded to a human expert to be labeled with its correct class: physical violence or non-physical violence scene (Algorithm 2, line 10). Subsequently, the dataset $DB$ is updated with the labeled samples, i.e., $DB = DB \cup AM_k$ (Algorithm 2, line 11), and the model is retrained using $DB$ (Algorithm 2, line 12). This process continues until no unseen datasets are available (Algorithm 1, lines 5–9).

The **OPTIMIZE** procedure (Algorithm 3) is used to build the optimized artificial neural network model $M_j$. It employs the $\mu$ parameter to improve the classifier performance, duplicating the samples the model finds difficult to learn. In this procedure, the model is retrained $k = 0, 1, 2, 3, \ldots, K$ times; i.e., the process is repeated for a total of $K$ epochs or while AUC increases. The human expert does not intervene in this process because the datasets employed are labeled.

The two above stages (Sections 4.1 and 4.2) simulate an online system where the classifier is initially constructed using a labeled dataset and subsequently deployed in a real-world environment. When the model encounters ambiguity in classifying an image, it is referred to a human expert to reduce classification errors. This approach takes advantage of ambiguous images to enhance the model’s performance in unseen scenarios.
4.3. Threshold \( \mu \)

An artificial neural network serves as a mathematical model mapping input \( x \) to output \( z \), typically represented by a function \( f(W) \), where \( f : \mathbb{R}^N \to \mathbb{R}^C \). Here, \( x \in \mathbb{R}^N \) and \( z \in \mathbb{R}^C \) denote the input and output vectors, respectively [39].

Vector \( z \) contains the neural network outputs, and its dimensionality corresponds to the number of classes \( C \). In this work, the dimensionality of \( z \) is two because we classify only two classes: physical violence (PV) or non-physical violence (NPV). Each position \( c \) in \( z_q \) is assigned to a particular class; in our case, \( z_q[0] \) corresponds to class PV and \( z_q[1] \) to the NPV class. Thus, \( z_q[c] \) is the likelihood of a sample \( x_q \in c \), where \( c = 0, 1, 2, 3, ..., C \). The classifier assigns the class \( c \) to sample \( x_q \) if \( z_q[c] \) contains the maximum value of \( z_q \) [40].

In binary classification tasks (\( C = 2 \)), if \( (z_q[0] << z_q[1]) \) or \( (z_q[0] >> z_q[1]) \), it is clear the class that the classifier should assign to \( x_q \). But when \( z_q[0] = z_q[1] \), the classifier decision could be wrong. When the outputs \( z_q[0] \) and \( z_q[1] \) are significantly skewed towards one class, the classifier’s decision is straightforward. However, when these outputs are close, the classifier may struggle to make a definitive decision. This uncertainty motivates the use of a threshold to identify ambiguous samples, where the difference between the outputs is negligible, potentially leading to misclassifications.

Prior studies have explored the effectiveness of employing thresholds to improve classification accuracy in scenarios where ambiguous samples are prevalent [53,54]. Determining an appropriate threshold value \( \mu \) involves an iterative process, typically conducted using the initial dataset \( DB \). Through trial and error, a threshold value that effectively distinguishes between unambiguous and ambiguous samples can be set, aiding in the refinement of classification models. This iterative process is described as follows:

1. The model \( M_j \) is built using \( DB \).
2. \( M_j \) is tested with \( DB \).
3. We choose the outputs from the samples of \( DB \) classified incorrectly by \( M_j \), and we use Equation (4) to find the initial threshold \( \mu_{\text{ini}} \).

\[
\mu_{\text{ini}} = \frac{\sum_{q=0}^{Q} (z_q(0) - z_q(1))^2}{Q},
\]

where \( Q = ||DB|| \).

4. Equation (5) obtains the final threshold \( \mu \), in which the initial \( \mu_{\text{ini}} \) is increased by a constant \( \triangle \) (obtained in a trial-and-error process performed by a human expert), to give a certain level of tolerance to threshold \( \mu \). The process for setting the \( \triangle \) value is performed only one time, where \( \triangle = 0.1 \). Algorithm 4 summarizes the process employed to obtain the best value for the \( \mu \) threshold.

\[
\mu = \mu_{\text{ini}} + \triangle .
\]

Using a threshold \( \mu \) takes advantage of the neural network output meaning to identify ambiguous images, i.e., those images where the classifier could misclassify. Each neural network output can be seen as the likelihood that a specific image or sample belongs to a determined class [39,40]. Thus, if the likelihoods of each output are very different between them, then the likelihood of error in the classifier may be reduced, as has been studied in Refs. [53,54].

4.4. Computational Complexity Analysis of the Threshold Active Learning Approach

The time-complexity (big-O notation) of Algorithm 1 is expressed in Equation (6), where \( \mathcal{O}(\text{OPT}(DB, T_j)) \) is the complexity of the OPTIMIZE procedure (Algorithm 3). \( J \) is the number of unlabeled datasets, and \( \mathcal{O}(\text{AL}(M_{j-1}, DB, T_j)) \) is the complexity of the ACTIVE-LEARNING procedure (Algorithm 2).

\[
\mathcal{O}(\text{OPT}(DB, T_j)) + J \cdot \mathcal{O}(\text{AL}(M_{j-1}, DB, T_j))
\]

(6)
The complexity $O(OPT(DB, T_j))$ of the OPTIMIZE sub-algorithm (Algorithm 3) can be approximated by considering the main operations within the while loop and the nested for loop, as follows:

- The complexity of training the model LEARNING($M_j, DB$) depends on the learning algorithm used based on the pre-trained model. Suppose it is $O(L(DB))$.
- The complexity of testing the model TEST($M_j, T_j$) depends on the size of the test set. Suppose it is $O(T(T_j))$.
- The for loop has a complexity of $O(||DB||)$ to iterate over the dataset and compute the neural network output.

Therefore, the complexity of the OPTIMIZE sub-algorithm for $k$ iterations, where $K$ is the maximum number of epochs, is approximately

$$O(OPT(DB, T_j)) = O(K) \times (O(L(DB)) + O(T(T_j)) + O(||DB||)) \tag{7}$$

Similarly, to calculate the complexity $O(AL(M_{j-1}, DB, T_j))$ of the ACTIVE-LEARNING sub-algorithm, we can consider the main operations within the for loop and the invoked functions:

- **For loop:**
  - The complexity of iterating over the test dataset $T_j$ is $O(||T_j||)$.
  - Within the loop, the operation $M_j(x_j)$ has a complexity dependent on the selected pre-trained model, which can be considered $O(M)$.
  - The operations of comparison and updating the ambiguous set have a constant complexity $O(1)$.

- **Human labeling and updating DB:**
  - The function HUMAN_LABEL($AM_k$) will depend on the time taken by human experts but can be considered to be $O(||AM_k||)$ in the worst case.
  - The operation of updating the dataset $DB ← DB ∪ AM_k$ has a complexity of $O(||AM_k||)$.

- **Re-optimization of the model:**
  - The complexity of the function OPTIMIZE($M_j, DB, DB$) is the same as that of the OPTIMIZE sub-algorithm, denoted as $O(OPT(DB))$, shown previously.

Therefore, the complexity of the ACTIVE-LEARNING sub-algorithm is approximately

$$O(AL(M_{j-1}, DB, T_j)) = O(||T_j||) \times O(M) + O(||AM_k||) + O(OPT(DB)) \tag{8}$$

Then, to determine the general big-$O$ order of the complexity of the MAIN algorithm (Algorithm 1), we need to observe the dominant terms in the total complexity expression, $O(MAIN())$, and simplify them:

1. **Complexity of training and testing (OPTIMIZE):**
   - $O(K) \times O(L(DB))$;
   - $O(K) \times O(T(T_j))$;
   - $O(K) \times O(||DB||)$.

2. **Complexity of ACTIVE-LEARNING:**
   - $O(||T_j|| \cdot M)$;
   - $O(||AM_k||)$;
   - $J \times O(K) \times (O(L(DB)) + O(T(T_j)) + O(||DB||))$.

We assume that:

- $O(L(DB))$ is the complexity of training (the LEARNING procedure in Algorithm 3), which can be very high if the model is complex.
- $O(T(T_j))$ is the complexity of testing, generally lower than that of training.
1. Complexity of training (in the OPTIMIZE procedure): \( O(K \times O(L(DB))) \);

2. Complexity of the while loop (in the ACTIVE-LEARNING procedure): \( J \times (O(||T_j|| \cdot M) + O(||AM_k||) + O(K \times O(L(DB)))) \).

Considering that \( J \) is the number of iterations of the while loop and \( K \) is the number of epochs, the overall complexity can be summarized and simplified in terms of the most dominant components:

\[
O(MAIN()) = O(K \cdot L(DB)) + J \times (O(||T_j|| \cdot M) + O(||AM_k||) + O(K \cdot L(DB)))
\]  

If we assume that operations on the data (\( ||DB|| \) and \( ||T_j|| \)) are of lower order compared to the model iterations:

\[
O(MAIN()) = O(J \cdot K \cdot L(DB)) + O(J \cdot ||T_j|| \cdot M) + O(J \cdot ||AM_k||)
\]  

The most dominant term, considering that \( K \) and \( J \) can be large, is

\[
O(MAIN()) = O(J \cdot K \cdot L(DB))
\]  

This implies that the complexity order is dominated by the number of iterations of the while loop \( J \), the number of epochs \( K \), and the complexity of the training process \( L(DB) \), i.e., the LEARNING procedure in Algorithm 3.

As can be seen, the total complexity of the proposed approach is essentially dependent on the selected pre-trained model. That is, in the worst case, each of the evaluated models will dominate the total complexity. Although they all have unique characteristics, it can essentially be said that their complexity \( O(L(DB)) = O(L(DB)_1) + O(L(DB)_2) \) depends on the convolutional (Equation (12)) and fully connected (Equation (13)) layers [55,56].

\[
O(L(DB)_1) = (\sum_{n=1}^{d} c_{n-1} \cdot S_n^2 \cdot f_n \cdot l_n^2) \cdot r \cdot b
\]  

where \( d \) is the depth of the convolutional layer, \( l_n \) is the length of the output feature map, \( f_n \) is the number of filters in the \( n \)-th layer, \( S_n \) is the length of the filter, \( c_{n-1} \) is the number of input channels in the \( l \)-th layer, \( r \) is the learning rate, and \( b \) is the batch size.

\[
O(L(DB)_2) = \sum_{l=1}^{f} D \cdot W \cdot H \cdot N
\]  

where \( l \) is the depth of the fully connected layer, \( D \) is the dimension of the input/output channel, \( W \) is the width of the input, \( H \) is the height of the input, and \( N \) is the number of outputs.

4.5. Summary of the Proposed Approach

Finally, in order to better understand the proposed method, we present a visual summary in Figure 1, where its main components are presented. The first neural network model is built using a labeled dataset \( DB \) after the model works in an unknown environment. It is observed that unlabeled datasets \( (T_i) \) arrive at the classifier; thus, images or data samples are forwarded in the model, which must assign a label, but if it has uncertainty about the correct label, the model considers this sample as ambiguous and it is added to \( AM_k \).
Otherwise, the label obtained by the model is assigned to the image. Thus, when enough ambiguous images exist in $AM_k$, it is sent to a human expert for labeling. Labeled $AM_k$ is added to $DB$, and the model is retrained with updated $DB$, which now contains all ambiguous images correctly classified by human experts.

![Figure 1. Summary of the main components of the proposed active learning approach.](image)

### 5. Materials and Methods

#### 5.1. Data Sources

Utilizing three distinct publicly available datasets enriches the diversity and realism of the training and evaluation process in our work. By incorporating diverse datasets, our study aims to train and evaluate the physical violence detection model across various scenarios, enhancing its adaptability and robustness in real-world applications. The datasets are:

1. AIRT Lab dataset: This dataset presents scenes depicting everyday situations that may be misinterpreted by the algorithms as violent actions, such as hugs, clapping, and greetings, performed by nonprofessional actors. Including such scenarios challenges the classifier to discern subtle differences between benign and aggressive behaviors [57].

2. Real-Life Violence Situations (RVLS) dataset: This dataset comprises images extracted from videos depicting real-life situations and provides a comprehensive collection of diverse scenarios encountered in various environments [58]. By focusing specifically on instances of violence, this dataset facilitates the classifier’s training in identifying and classifying violent behaviors accurately. The images in this dataset have been carefully selected and captured from multiple perspectives, incorporating a diversity of angles and different contexts or backgrounds to ensure wide variability and improve the effectiveness of recognition and analysis algorithms.

3. Pexels [59] is an online platform renowned for its vast collection of free stock photos and videos. The Pexels dataset was obtained by carefully selecting images from this platform in the context of this study. These images were specifically chosen to represent real-life scenes that do not contain physical violence, thus complementing the RVLS dataset, which focuses on violence images. Including Pexels images in the study is essential to evaluate the deep learning model’s ability to distinguish between violent and non-violent scenes. By training and testing the model with images from both categories, researchers can assess its accuracy and robustness in classifying physical violence in various contexts.
The diversity of images available on Pexels allows researchers to select a representative sample of non-violent scenes that reflect the complexity of the real world. This ensures that the model learns to identify physical violence and differentiate it from everyday situations that could be misinterpreted as violent.

4. Smart-City CCTV Violence Detection (SCVD) dataset: The SCVD dataset offers a unique compilation of video footage captured through closed-circuit television (CCTV) systems deployed in urban settings [60]. This dataset accounts for variations in viewing angles, image quality, and recording contexts inherent to CCTV footage, which can significantly impact the effectiveness of violence detection algorithms. Notably, the SCVD dataset introduces a specific category dedicated to the identification of weapons, broadening the scope of violence detection to include any objects that could be employed harmfully. This expanded perspective enhances the classifier’s ability to detect threats in urban environments and provides a different perspective on potential risks. Additionally, licensing the SCVD dataset under the “CC BY-NC-SA 4.0” license promotes collaboration and knowledge sharing within the research community while ensuring proper attribution to the original authors.

The heterogeneity in the collection of images is intended to simulate the variability of situations that artificial intelligence systems could face in real-world applications, from security systems to developments in artificial intelligence aimed at understanding complex social contexts.

It is important to note that all images included in the datasets used in this work are in the public domain. This means that they have been released from any existing copyright, allowing their use, redistribution, modification, and exploitation without restrictions or the need to request permission from the original authors. This feature facilitates their incorporation into research projects, software development, and other academic or commercial initiatives, providing a solid foundation free of legal restrictions for the advancement of studies in violence detection and behavioral analysis through video technologies of computer vision.

Table 1 shows details regarding the original public datasets used in this work, including “size” or number of the images or frames in the dataset, “resolution”, and the number of samples in each class of interest for this work: physical violence and non-physical violence.

In order to give more information about the datasets used, Figure 2 shows some examples of the frames or data contained in AIRT Lab, RVLS/Pexels, and SCVD datasets, where the left column of Figure 2 indicates examples of images of physical violence and the right column presents examples of non-physical violence.

Table 1. Video datasets used to build the models presented in this work.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Size (Frames)</th>
<th>Resolution (Pixels)</th>
<th>Physical Violence (Frames)</th>
<th>Non-Physical Violence (Frames)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AIRT Lab</td>
<td>4800</td>
<td>1920 × 1080</td>
<td>2400</td>
<td>2400</td>
</tr>
<tr>
<td>RVLS/Pexels</td>
<td>348</td>
<td>194 × 298/1280 × 850</td>
<td>220</td>
<td>128</td>
</tr>
<tr>
<td>SCVD</td>
<td>4000</td>
<td>194 × 298</td>
<td>2000</td>
<td>2000</td>
</tr>
</tbody>
</table>
From the original video dataset AIRTLab, we select a subset of \( Q \) images to form the initial dataset. This dataset is then partitioned into two distinct subsets: the training set, denoted as \( DB \); and the test set, denoted as \( T \). The training set is utilized to construct and optimize the model, while the test set is reserved for evaluating the performance of the proposed approach. Both subsets contain 70\%\,(training) and 30\%\,(testing) of the total data, ensuring a balanced distribution of samples for training and evaluation purposes. It is important to note that the intersection between the training set \( (DB) \) and the test set \( (T) \) is null, ensuring that no data overlap occurs between these two subsets \( DB \cap T = \emptyset \).

During the initial stage (refer to Section 4.1), the training set \( (DB) \) derived from the AIRTLab dataset is exclusively employed. Subsequently, in stage 2 (detailed in Section 4.2), datasets originating from RVLS, Pexels, and SCVD are utilized as the test set \( (T) \). Unlike the training set, these datasets are not split further and are used in their entirety to evaluate the performance of the developed model. This approach ensures that the model is assessed rigorously across diverse environments, facilitating a robust assessment of its effectiveness and generalization capabilities.

5.2. Neural Network Parameters

The experiments were conducted on a workstation equipped with an Intel Xeon E-2186G (12) @ 4.700 GHz processor and an NVIDIA GeForce RTX 3060 graphics card featuring 6 GB of video memory. The system had 64 GB of RAM memory. The NVIDIA-SMI 535.86.05 driver version and CUDA Version 12.2 were utilized for GPU acceleration. For
software, TensorFlow 2.14.0, scikit-learn 1.3.0, Python 3.10.11, pandas 2.1.0, numpy 1.23.5, jupyterlab 3.6.3, notebook 6.5.4, ipykernel 6.25.2, and ipython 8.15.0 were employed.

In this work, we choose DenseNet121, EfficientNetB0, and MobileNetV2 pre-trained models because they are mature, effective, and robust, but mainly because they are well-known models for image classification (see Section 3.1). Also, their computational efficiency has been tested in terms of floating point operations (FLOPS); for example, see Ref. [61]. Thus, this allows us to focus only on evaluating the performance of our active learning approach (see Section 4) to build robust models for physical violence detection in images obtained from video in diverse environments. In addition, these models are still the focus of research about image classification tasks.

The setup details of the pre-trained models are summarized in Table 2. “Pooling” represents the pooling method applied, while “dense” indicates the configuration of the dense layer, with the first number representing the number of nodes and the second indicating the activation function used. “Dropout” refers to the probability value for dropping out nodes in the hidden layers. “BN” denotes the batch normalization method. “\( \eta \)” signifies the initial learning rate, “epoch” represents the number of iterations executed by the optimizer, and “freezing” denotes the number of layers frozen to preserve and reuse fundamental layers, focusing learning on more specific and new tasks such as the detection of physical violence in images from videos. “\( \mu \)” represents the threshold computed, as presented in Section 4.3.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>DenseNet121</th>
<th>EfficientNetB0</th>
<th>MobileNetV2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pooling</td>
<td>Average 2D</td>
<td>Average 2D</td>
<td>Average 2D</td>
</tr>
<tr>
<td>Dense</td>
<td>512/ReLU</td>
<td>512/ReLU</td>
<td>512/ReLU</td>
</tr>
<tr>
<td>Dropout</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>Dense</td>
<td>256/ReLU</td>
<td>256/ReLU</td>
<td>256/ReLU</td>
</tr>
<tr>
<td>BN</td>
<td>True</td>
<td>True</td>
<td>True</td>
</tr>
<tr>
<td>Dense</td>
<td>2/Softmax</td>
<td>2/Softmax</td>
<td>2/Softmax</td>
</tr>
<tr>
<td>( \eta )</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.001</td>
</tr>
<tr>
<td>Batch size</td>
<td>64</td>
<td>64</td>
<td>32</td>
</tr>
<tr>
<td>Epochs</td>
<td>29</td>
<td>27</td>
<td>11</td>
</tr>
<tr>
<td>Freezing</td>
<td>10</td>
<td>10</td>
<td>4</td>
</tr>
<tr>
<td>( \mu )</td>
<td>0.3934</td>
<td>0.3934</td>
<td>0.3934</td>
</tr>
</tbody>
</table>

The parameters presented in Table 2 were determined through a trial-and-error process. Initially, 70% of the DB was used to train different configurations of parameters, while the remaining 30% was reserved for testing. Different values of the learning rate, batch size, dropout, epochs, and values of threshold \( \mu \) were explored to identify the most appropriate settings. The performance of each configuration was evaluated based on the area under the curve ROC, as described in Section 5.3.

Once the parameters yielding the best results were identified, the model was retrained using the full DB with these optimal settings. It is important to note that the test set \( T \) was not used during the trial-and-error process but was reserved solely for evaluation, as outlined in Section 4.1. In the output layer, a softmax function [40] with two neurons was employed for classification, and the Adam optimization method [62] was chosen for training the model.

### 5.3. Classifier Performance

The performance of the studied models is evaluated using the area under the curve ROC, commonly referred to as AUC. This metric is widely used in binary classification problems as it measures a model’s ability to discriminate between positive and negative classes, regardless of the threshold chosen for classification. Unlike accuracy, AUC considers the trade-off between sensitivity (true positive rate) and specificity (true negative rate), making it less susceptible to imbalanced datasets.
Recall or sensitivity is defined as the proportion of physical violence data correctly identified (true positives) or how effectively a classifier identifies positive labels; and specificity is the proportion of non-physical violence data correctly labeled (true negatives) or the effectiveness of a classifier to identify negative labels. In the context of binary classification, recall (or sensitivity) and specificity are important performance metrics that provide insights into how well a classifier distinguishes between positive and negative classes. These metrics are typically derived from a confusion matrix. The formal definitions of AUC, sensitivity, and specificity can be found in Ref. [63].

6. Results and Discussion

The experimental results are presented in this section. Firstly, we present the evaluation of the first stage of the proposed method, followed by the results of the second stage, and finally, an overall analysis of the method’s performance.

Table 3 presents the results after the first stage (see Section 4.1), while Tables 4 and 5 present the second stage of the proposed method. The rows in Tables 3–5 correspond to the pre-trained model employed: DenseNet121, EfficientNetB0, or MobileNetV2 (see Section 3.1). The columns are “epoch”, the number of epochs performed in the proposed approach (see Algorithm 3), and the metrics used to evaluate the built models “recall”, “specificity”, and “AUC” (see Section 5.3). Additionally, the tables include the number of physical violence (“PV”) and non-physical violence (“NPV”) scenes considered by the classifier as ambiguous or hard to classify in a respective epoch (see Section 4.3). Finally, the “size” column indicates the number of images in the training dataset (|DB|), including those added to DB, because they were considered ambiguous.

Figures 3–5 show representative scenes where the proposed approach has uncertainty about the correct label in two contexts: uncertainty when the model labeled the image as an image with physical violence (Figures 3a, 4a and 5a), and uncertainty when the model labeled the image as an image with non-physical violence (Figures 3b, 4b and 5b). These figures are intended to understand what scenes are confusing or ambiguous for the model and could be misclassified.

Table 3 presents the results of the initial model built with the AIRTLab dataset (dataset base, DB) in epoch 0, followed by subsequent epochs (epochs 1, 2, ..., 5) where the model is retrained using ambiguous images to enhance its robustness. Retraining the model with ambiguous scenes generally improves classifier performance compared to the initial model or epoch 0 (Figure 3, shows some samples of images identified as ambiguous by the neural network model). Additionally, it is observed that the number of ambiguous samples decreases as the number of epochs increases. Moreover, it is noteworthy that, overall, specificity values are lower than the recall values. The latter indicates that the classifier correctly identifies more images as physical violence (PV) than non-physical violence (NPV). However, it is notable that a more significant number of ambiguous samples are selected by the model in the class PV than in the class NPV.

Also, note in Table 3 in the column “size” that increasing the number of epochs implies an increase in the size of the dataset base (DB). This is because the ambiguous samples are added to the training dataset in each iteration to robust the model performance, as explained in Section 4. In Figure 3a,b, examples of images (from the AIRTLab dataset) selected by the classifier as ambiguous or hard to classify are shown to clarify the ambiguous concept. The left and right columns display physical violence and non-physical violence scenes, respectively; it is very unclear whether physical violence exists in these images, which means the proposed threshold works properly.
Table 3. Experimental result values on recall, specificity, and AUC metrics corresponding to the AIRTLab dataset using our proposed active learning approach. These results were obtained in the first stage (Section 4.1).

<table>
<thead>
<tr>
<th>Model</th>
<th>Epoch</th>
<th>Recall</th>
<th>Specificity</th>
<th>AUC</th>
<th>PV</th>
<th>NPV</th>
<th>Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>DenseNet121</td>
<td>0</td>
<td>1.000</td>
<td>0.658</td>
<td>0.829</td>
<td>471</td>
<td>3</td>
<td>2400</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>0.988</td>
<td>0.846</td>
<td>0.917</td>
<td>154</td>
<td>54</td>
<td>2874</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.993</td>
<td>0.793</td>
<td>0.893</td>
<td>282</td>
<td>20</td>
<td>3082</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.973</td>
<td>0.907</td>
<td>0.940</td>
<td>139</td>
<td>33</td>
<td>3384</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>1.000</td>
<td>0.738</td>
<td>0.869</td>
<td>280</td>
<td>0</td>
<td>3556</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>1.000</td>
<td>0.813</td>
<td>0.907</td>
<td>237</td>
<td>11</td>
<td>3836</td>
</tr>
<tr>
<td>EfficientNetB0</td>
<td>0</td>
<td>0.963</td>
<td>0.919</td>
<td>0.941</td>
<td>140</td>
<td>11</td>
<td>2400</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>0.969</td>
<td>0.937</td>
<td>0.953</td>
<td>52</td>
<td>19</td>
<td>2551</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.993</td>
<td>0.793</td>
<td>0.893</td>
<td>13</td>
<td>20</td>
<td>2622</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.990</td>
<td>0.947</td>
<td>0.968</td>
<td>22</td>
<td>0</td>
<td>2655</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>1.000</td>
<td>0.738</td>
<td>0.869</td>
<td>4</td>
<td>5</td>
<td>2677</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>1.000</td>
<td>0.813</td>
<td>0.907</td>
<td>5</td>
<td>4</td>
<td>2686</td>
</tr>
<tr>
<td>MobileNetV2</td>
<td>0</td>
<td>1.000</td>
<td>0.926</td>
<td>0.963</td>
<td>11</td>
<td>2</td>
<td>2400</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>1.000</td>
<td>0.952</td>
<td>0.976</td>
<td>39</td>
<td>7</td>
<td>2513</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1.000</td>
<td>0.939</td>
<td>0.969</td>
<td>66</td>
<td>13</td>
<td>2559</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>1.000</td>
<td>0.930</td>
<td>0.965</td>
<td>50</td>
<td>0</td>
<td>2638</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>1.000</td>
<td>0.939</td>
<td>0.969</td>
<td>35</td>
<td>0</td>
<td>2688</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0.994</td>
<td>0.884</td>
<td>0.939</td>
<td>78</td>
<td>0</td>
<td>2723</td>
</tr>
</tbody>
</table>

Figure 3. Some examples of images selected by the classifier as ambiguous or hard to classify in AIRTLab dataset. (a) and (b) display physical violence and non-physical violence scenes, respectively.

The results of the second stage are presented in Tables 4 and 5. In this stage, the last model obtained in epoch 5 of the first stage is tested with an unknown dataset, simulating an online system akin to a camera surveillance system. It is worth noting that while the primary objective of this work is to demonstrate the effectiveness of the proposed approach (as outlined in Section 4), it does not aim to implement a camera surveillance system for real-time operation. Instead, the focus is on evaluating the performance of the proposed method under simulated real-world conditions.

Table 4 presents the experimental results obtained after testing the model with the RVLS/Pexels dataset, which contains images markedly different from those used in the first stage (see Figure 2) or those employed to build the model. The objective is to evaluate the model’s performance in scenarios with diverse characteristics. The RVLS/Pexels dataset, as described in Section 5.1, comprises confusing images in class PV and clearly non-physical violence images in class NPV (see Figure 2c,d). Despite being a small dataset, the model trained in epoch 5 of the first stage demonstrates robustness in classifying this dataset. The initial performance of the model in epoch 0 varies across different architectures. For instance, DenseNet121 achieves an AUC value of 0.892, while EfficientNetB0’s performance...
is notably lower, with an \( AUC \) of 0.489. However, the classifier’s performance is significantly improved upon retraining the model with ambiguous images (epochs 1 through 5). For instance, the performance of the EfficientNetB0 model in epoch 5 reaches an \( AUC \) of 0.982, suggesting the effectiveness of the proposed approach in enhancing classification accuracy. Consider that the model was retrained using approximately less than 21\% of the RVLS/Pexels dataset, and the performance was notably increased. DenseNet121 and MobileNetV2 are more robust models in dealing with unknown environments, and EfficientNetB0’s performance was also improved.

Table 4. Experimental result values on recall, specificity, and \( AUC \) metrics corresponding to the RVLS/Pexels dataset using our proposed active learning approach. These results were obtained in the second stage (Section 4.2).

<table>
<thead>
<tr>
<th>Model</th>
<th>Epoch</th>
<th>Recall</th>
<th>Specificity</th>
<th>( AUC )</th>
<th>PV</th>
<th>NPV</th>
<th>Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>DenseNet121</td>
<td>0</td>
<td>0.862</td>
<td>0.922</td>
<td>0.892</td>
<td>16</td>
<td>12</td>
<td>3864</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>0.950</td>
<td>0.921</td>
<td>0.936</td>
<td>19</td>
<td>8</td>
<td>3891</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.972</td>
<td>0.931</td>
<td>0.952</td>
<td>10</td>
<td>5</td>
<td>3906</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.986</td>
<td>0.933</td>
<td>0.959</td>
<td>11</td>
<td>3</td>
<td>3920</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.986</td>
<td>0.977</td>
<td>0.981</td>
<td>5</td>
<td>3</td>
<td>3928</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0.968</td>
<td>0.953</td>
<td>0.961</td>
<td>15</td>
<td>3</td>
<td>3946</td>
</tr>
<tr>
<td>EfficientNetB0</td>
<td>0</td>
<td>0.624</td>
<td>0.354</td>
<td>0.489</td>
<td>47</td>
<td>19</td>
<td>2752</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>0.896</td>
<td>0.881</td>
<td>0.889</td>
<td>6</td>
<td>15</td>
<td>2773</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.981</td>
<td>0.939</td>
<td>0.960</td>
<td>8</td>
<td>1</td>
<td>2782</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.965</td>
<td>0.984</td>
<td>0.974</td>
<td>2</td>
<td>4</td>
<td>2788</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.978</td>
<td>0.984</td>
<td>0.981</td>
<td>5</td>
<td>3</td>
<td>2796</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0.995</td>
<td>0.969</td>
<td>0.982</td>
<td>2</td>
<td>1</td>
<td>2799</td>
</tr>
<tr>
<td>MobileNetV2</td>
<td>0</td>
<td>0.771</td>
<td>0.767</td>
<td>0.769</td>
<td>40</td>
<td>22</td>
<td>2785</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>0.886</td>
<td>0.980</td>
<td>0.933</td>
<td>4</td>
<td>14</td>
<td>2803</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.991</td>
<td>0.962</td>
<td>0.976</td>
<td>12</td>
<td>5</td>
<td>2820</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.978</td>
<td>1.000</td>
<td>0.989</td>
<td>0</td>
<td>4</td>
<td>2824</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.991</td>
<td>0.940</td>
<td>0.965</td>
<td>20</td>
<td>3</td>
<td>2847</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0.978</td>
<td>1.000</td>
<td>0.989</td>
<td>0</td>
<td>9</td>
<td>2856</td>
</tr>
</tbody>
</table>

In terms of recall and specificity, Table 4 shows a similar trend to the first stage, where the models perform better in classifying scenes as physical violence than non-physical violence, but it is not clearly defined. Regarding ambiguous images (see Figure 4), it is possible to notice that the maximum number of images considered as ambiguous was 76 in this dataset (with MobileNetV2), i.e., about 21\% of samples from the RVLS/Pexels dataset (see Table 1). In other words, the proposed approach uses fewer samples than traditional methods that mix different datasets to obtain the best performance, for example, the studies in Refs. [2,16,25].

In contrast, Table 4 does not exhibit a trend in terms of what class is more confusing for the classifier, as was observed in Table 3. Images selected by the classifier using the threshold \( \mu \) could be clearly defined as physical violence or non-physical violence by a human expert (see Figures 2c and 4b), but for the model this is not true. However, adding these ambiguous images increases the classifier’s performance; in other words, using the threshold \( \mu \) helps the classifier to improve its effectiveness.
Figure 4. Some examples of images selected by the classifier as ambiguous or hard to classify. (a) and (b) display physical violence and non-physical violence scenes, respectively.

Table 5 exhibits the results after testing the last model retrained with the AIRTLab dataset and ambiguous samples from the RVLS/Pexels dataset on a new and unknown dataset (in this case, the SCVD dataset), which corresponds to the models developed in epoch 5 of the preceding phase. The classifier performance is relatively low, with the DenseNet121 model achieving the highest AUC value of 0.444. However, the SCVD dataset differs significantly from the AIRTLab and RVLS/Pexels datasets, as it contains more diverse scenarios with more people in the frame and less defined scenes (see Figure 2). Despite these challenges, the process of retraining the classifier leads to an improvement in effectiveness, with AUC values ranging from 0.811 to 0.914.

The number of ambiguous scenes selected by the model is higher compared to the other datasets (see Tables 3 and 4), indicating that these images are more difficult for the classifier to learn compared to those used previously (see Figure 2). Furthermore, the images selected as ambiguous in this phase are confusing for both the classifier and the human expert. Some examples of such ambiguous scenarios are depicted in Figure 5a,b. There is a tendency in recall and specificity to classify non-physical violence images better than physical violence ones, even though the distinction is unclear.

Figure 5. Two examples of images selected by the classifier as ambiguous or hard to classify from the SCVD dataset. (a) and (b) display physical violence and non-physical violence scenes, respectively.
Table 5. Experimental results values on recall, specificity, and AUC metrics corresponding to the SCVD dataset using our proposed active learning approach. These results were obtained in the second stage (Section 4.2).

<table>
<thead>
<tr>
<th>Model</th>
<th>Epoch</th>
<th>Recall</th>
<th>Specificity</th>
<th>AUC</th>
<th>PV</th>
<th>NPV</th>
<th>Size</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
<td>0.417</td>
<td>0.470</td>
<td>0.444</td>
<td>276</td>
<td>171</td>
<td>4393</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>0.781</td>
<td>0.671</td>
<td>0.726</td>
<td>333</td>
<td>261</td>
<td>4987</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.805</td>
<td>0.767</td>
<td>0.786</td>
<td>484</td>
<td>342</td>
<td>5813</td>
</tr>
<tr>
<td>DenseNet121</td>
<td>3</td>
<td>0.717</td>
<td>0.917</td>
<td>0.817</td>
<td>148</td>
<td>440</td>
<td>6401</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.914</td>
<td>0.701</td>
<td>0.807</td>
<td>568</td>
<td>89</td>
<td>7058</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0.689</td>
<td>0.933</td>
<td>0.811</td>
<td>86</td>
<td>363</td>
<td>7507</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>0.585</td>
<td>0.565</td>
<td>0.575</td>
<td>298</td>
<td>347</td>
<td>3444</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>0.839</td>
<td>0.876</td>
<td>0.857</td>
<td>157</td>
<td>117</td>
<td>3718</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.907</td>
<td>0.917</td>
<td>0.912</td>
<td>162</td>
<td>105</td>
<td>3985</td>
</tr>
<tr>
<td>EfficientNetB0</td>
<td>3</td>
<td>0.876</td>
<td>0.962</td>
<td>0.919</td>
<td>74</td>
<td>216</td>
<td>4275</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.951</td>
<td>0.871</td>
<td>0.911</td>
<td>293</td>
<td>45</td>
<td>4613</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0.846</td>
<td>0.983</td>
<td>0.914</td>
<td>34</td>
<td>251</td>
<td>4898</td>
</tr>
<tr>
<td>MobileNetV2</td>
<td>0</td>
<td>0.564</td>
<td>0.593</td>
<td>0.579</td>
<td>356</td>
<td>261</td>
<td>3473</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>0.750</td>
<td>0.850</td>
<td>0.800</td>
<td>278</td>
<td>206</td>
<td>3957</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.805</td>
<td>0.930</td>
<td>0.867</td>
<td>221</td>
<td>231</td>
<td>4409</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.818</td>
<td>0.906</td>
<td>0.862</td>
<td>205</td>
<td>328</td>
<td>4942</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.924</td>
<td>0.953</td>
<td>0.938</td>
<td>122</td>
<td>100</td>
<td>5164</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0.932</td>
<td>0.874</td>
<td>0.903</td>
<td>338</td>
<td>181</td>
<td>5683</td>
</tr>
</tbody>
</table>

The performance of the neural network models studied in this work could still be improved despite including a threshold active learning approach. Tables 3–5 show that there still exists a margin for improvement because all AUC values are lower than 1. In other words, the model misclassifies some images, in which it has no doubts about their actual classes (it does not consider them as ambiguous), but it is wrong. Figure 6 presents some images misclassified by the neural network model, which notices the challenge of identifying physical violence in images obtained from video across several environments. In addition, there is not a clear trend in terms of accuracy or recall in Tables 3–5 because sometimes these values decrease or increase after a new training or in the next iteration. This behavior is related to the new samples included in each new iteration in the training dataset. Thus, the learning process has different conditions in each iteration, which is reflected in the experimental results of specificity and recall.

Finally, Table 6 compares the performance of the initial and final models. The initial model for the AIRTLab column was built solely using the AIRTLab dataset and ambiguous samples from AIRTLab; the initial model for RVLS/Pexels was constructed with the AIRTLab dataset and ambiguous samples from the RVLS/Pexels dataset; and the initial model for SCVD was built with the AIRTLab dataset and ambiguous samples from the RVLS/Pexels and SCVD datasets. The final model is trained with AIRTLab along with ambiguous images from RVLS/Pexels and SCVD, representing the last model of the second stage. Observe that the initial and final models are the same in the SCVD dataset (last column in Table 6).

Each model (initial and final) was tested with the original datasets: AIRTLab, RVLS/Pexels, and SCVD. Table 6 shows that the final model is highly robust for the AIRTLab test dataset; also, for most models, the AUC values increase or only a minimal decrease is observed. However, when the models are tested with the RVLS/Pexels dataset, the performance is affected, with AUC values reduced to 0.836 (for the MobileNetV2 model), while the other models are less affected. This reduction in performance indicates that the model’s ability to classify new images from different environments is diminished, but it still retains acceptable performance on previously learned tasks.
Figure 6. Examples of images misclassified by the model; it does not identify them as ambiguous or hard to classify but assigns them a wrong label. The first row displays non-physical violence and the second row physical violence scenes.

Table 6. Comparison of the initial and final models’ performance (AUC metric) with respect to the original dataset test of AIRTLab, RVLS/Pexels, and SCVD.

<table>
<thead>
<tr>
<th>Model</th>
<th>AUC AIRTLab</th>
<th>RVLS/Pexels</th>
<th>SCVD</th>
</tr>
</thead>
<tbody>
<tr>
<td>DenseNet121</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Initial model</td>
<td>0.907</td>
<td>0.961</td>
<td>0.811</td>
</tr>
<tr>
<td>Final model</td>
<td>0.895</td>
<td>0.881</td>
<td>0.811</td>
</tr>
<tr>
<td>EfficientNetB0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Initial model</td>
<td>0.907</td>
<td>0.982</td>
<td>0.914</td>
</tr>
<tr>
<td>Final model</td>
<td>0.964</td>
<td>0.844</td>
<td>0.914</td>
</tr>
<tr>
<td>MobileNetV2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Initial model</td>
<td>0.939</td>
<td>0.989</td>
<td>0.903</td>
</tr>
<tr>
<td>Final model</td>
<td>0.963</td>
<td>0.836</td>
<td>0.903</td>
</tr>
</tbody>
</table>

The experimental results on the RVLS/Pexels dataset significantly differ from the other datasets because it represents a sudden environmental change. The reasonable response of the model to that dataset indicates the proposed approach’s ability to adapt to changing scenarios. Still, it is limited when the scenarios are very different (see Figure 2). However, the advantage of the proposed model is that it continuously learns from the environment, and the classifier will adapt in future iterations (see Algorithm 1) to improve its performance.

The performance on the SCVD dataset remains consistent with that obtained by the final model, as in this phase the initial and final models are equivalent. Another advantage of our proposed approach is that it is only retrained with samples that are hard to learn for the classifier, and those samples are confirmed by a human expert.

The experimental results presented in this section show that the proposed approach’s performance is appropriate for working in changing environments. The key is the classifier’s ability to retain the knowledge learned while it learns new knowledge verified by a human expert. In other words, the main idea is to maintain an acceptable classification performance on the previous images learned while new images are learned from unknown environments.
The additional effort regarding human expert hours associated with the proposed threshold active learning (see Section 4) is justified. The model cannot remain static because the nature of the environment is changeable: new videos in different scenarios are generated daily. Consequently, the classifier should be rebuilt to adapt to new scenarios (which is a challenge for static classifiers). For this, new high-quality datasets are needed; thus, the contribution of human experts in this process is of great importance because, unlike static classifiers, the proposed approach only uses those samples where the classifier has uncertainty about their correct label.

State of the Art: The Best-Performing Techniques

The state-of-the-art best-performing techniques for violence detection in surveillance videos include two main approaches: sequence and frame levels. Oriented Violent Flows (OViF), SVM classifiers, and spatiotemporal autocorrelation of gradients (STACOG) for feature extraction are some relevant representatives of the first approach. Deep learning methods such as CNN, LSTM, and 3D ConvNets have shown promising results in violence detection at a frame-level analysis [64].

In Table 7, we present the results of similar works that employed various models at the frame level to detect violence in videos. These works consistently report good performance. However, our research emphasizes the use of active learning, which, while not yielding substantially superior results compared to other authors, does enhance the performance compared to those without active learning. Specifically, our approach with active learning improves the pre-trained models’ performance in nearly all cases (see Table 6). Furthermore, it is important to highlight that no modifications or adaptations to the model architecture were necessary. This indicates the potential of active learning to optimize model efficiency and performance, even within established frameworks, and distinguishes our approach since we have not identified references where active learning is part of the method.

Table 7. Comparison to related research; all Refs. worked at the frame level of the video.

<table>
<thead>
<tr>
<th>Ref</th>
<th>Model</th>
<th>Metric</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>[11]</td>
<td>3D CNN (C3D) + SVM (support vector machine)</td>
<td>Accuracy</td>
<td>97.86–99.6%</td>
</tr>
<tr>
<td></td>
<td>C3D + FC (fully connected network as classifier)</td>
<td>AUC</td>
<td>0.996–1.0</td>
</tr>
<tr>
<td></td>
<td>ConvLSTM (convolutional LSTM)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Accuracy</td>
<td>96.67–99.05%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.9927–0.9994</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>84.19–96.57%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.9443–0.9931</td>
</tr>
<tr>
<td>[12]</td>
<td>ResNet50 + 7 layer FC</td>
<td>Accuracy</td>
<td>94–100%</td>
</tr>
<tr>
<td></td>
<td>VGG16 + 7 layer FC</td>
<td></td>
<td>95.5–100%</td>
</tr>
<tr>
<td>[14]</td>
<td>4D Convolution</td>
<td>Accuracy</td>
<td>94.67–100%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.94–1.00</td>
</tr>
<tr>
<td>[16]</td>
<td>DenseNet121 + LSTM (long short-term memory)</td>
<td>Accuracy</td>
<td>92.05–96.40%</td>
</tr>
<tr>
<td></td>
<td>VGG16 + LSTM</td>
<td></td>
<td>79.4–93.3%</td>
</tr>
<tr>
<td></td>
<td>Oriented FAST and Rotated BRIEF (ORB) + VGG16 + LSTM</td>
<td></td>
<td>92%</td>
</tr>
<tr>
<td></td>
<td>ORB + DenseNet121 + LSTM</td>
<td></td>
<td>94.49%</td>
</tr>
<tr>
<td>[65]</td>
<td>C3D + SVM</td>
<td>Accuracy</td>
<td>95.51–99.29%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AUC</td>
<td>0.9832–0.99</td>
</tr>
<tr>
<td>[66]</td>
<td>MobileNetV2 + LSTM</td>
<td>Accuracy</td>
<td>82.0–99.5%</td>
</tr>
<tr>
<td>This work (final model only)</td>
<td>DenseNet121 + Active Learning</td>
<td>AUC</td>
<td>0.811–0.881</td>
</tr>
<tr>
<td></td>
<td>EfficientNetB0 + Active Learning</td>
<td></td>
<td>0.844–0.964</td>
</tr>
<tr>
<td></td>
<td>MobileNetV2 + Active Learning</td>
<td></td>
<td>0.836–0.963</td>
</tr>
</tbody>
</table>

The purpose of conducting research using different techniques and models for violence detection in videos is to improve surveillance systems’ accuracy, efficiency, and reliability in identifying and preventing physical violence incidents. By exploring various approaches,
researchers aim to develop robust algorithms that can effectively detect physical violence behavior in different scenarios, such as crowd violence, school violence, and aggressive behaviors. Additionally, comparing and evaluating various methods helps identify the strengths and limitations of each approach, leading to the advancement of technology for enhancing security and safety through automated violence detection in surveillance videos. The goal is to create more effective and reliable systems for detecting and responding to physical violence activities, thereby contributing to the overall security and well-being of individuals and communities.

Some challenges in accurately detecting violence in surveillance videos include the complexity of identifying features that describe behavior accurately, the impact of scene changes and appearance variations on object behavior analysis, the lack of publicly available datasets for violence detection, data imbalance between positive and negative samples, the computational and time-consuming costs of feature representation during video violence detection, among others [64,66]. This work analyzes active learning as a tool that could be applied to different models by combining human expert input and an automatic threshold parameter, which also is able to manage diverse scene variations due to the re-training process with human-labeled images during the active learning stage; this was explored by using five well-known and well performing models. Additionally, to our knowledge, no other works have been identified in the field of violence detection in videos that include active learning as a strategy to improve the training process.

We discussed the main experimental results obtained by the proposed approach using pre-trained models. Still, clarifying that the presented method could be applied in other neural network models is necessary. We are interested in testing its performance in other advanced deep learning models like transformers in the future. The main goal of this work is only to highlight the effectiveness of the threshold active learning approach to build robust models for violence detection in images obtained from video in diverse environments, regardless of which pre-trained model is used or which is the one that attains the best classification performance.

7. Conclusions

This work analyzes the effectiveness of using a threshold active learning approach to develop robust neural network models capable of classifying physical violence or non-physical violence scenes in video frames from unknown environments. The main contribution of this approach is the process used to obtain the threshold \( \mu \) (process based on the neural network output) that allows human experts to contribute to the classification process to obtain more robust neural networks and high-quality datasets.

The proposed approach consists of two stages: In the first stage, the neural network model is trained with an initial dataset and tested with unseen images from the same dataset (training and testing subsets). The selected pre-trained models usually perform well, as presented in the experimental results section. In the second stage, the model is exposed to unknown environments (images from other datasets); in this stage, the model reduces its classification performance but still retains an acceptable performance on previously learned tasks and the new unlearned tasks. However, the classifier performance improves if the model is retrained with images selected as ambiguous (using the threshold \( \mu \)). This implies that the proposed approach continuously learns from the environment, i.e., it constantly adapts to new scenarios and improves its classification performance in unknown environments.

Moving forward, there are several opportunity areas for further exploration and improvement. One area of interest is the identification of the onset of physical violence, which would enable the model to issue more precise alerts. The model could provide timely interventions or alerts by pinpointing the exact moment when physical violence begins within a video sequence. This would increase its practical utility in real-world scenarios.
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