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Abstract: This paper presents a detailed analysis of a convolutional neural network based on multi-valued neurons (CNNMVN) and a fully connected multilayer neural network based on multi-valued neurons (MLMVN), employed here as a convolutional neural network in the frequency domain. We begin by providing an overview of the fundamental concepts underlying CNNMVN, focusing on the organization of convolutional layers and the CNNMVN learning algorithm. The error backpropagation rule for this network is justified and presented in detail. Subsequently, we consider how MLMVN can be used as a convolutional neural network in the frequency domain. It is shown that each neuron in the first hidden layer of MLMVN may work as a frequency-domain convolutional kernel, utilizing the Convolution Theorem. Essentially, these neurons create Fourier transforms of the feature maps that would have resulted from the convolutions in the spatial domain performed in regular convolutional neural networks. Furthermore, we discuss optimization techniques for both networks and compare the resulting convolutions to explore which features they extract from images. Finally, we present experimental results showing that both approaches can achieve high accuracy in image recognition.
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1. Introduction

In the last decade, convolutional neural networks (CNNs) have revolutionized the field of computational intelligence, particularly in the realm of computer vision. Since their introduction in [1], they have achieved remarkable success in various applications, ranging from image classification and object detection to facial recognition and medical image analysis. The idea behind CNNs was introduced in [2,3] and was inspired by the architecture of the mammalian primary visual cortex. A classical CNN is a feedforward neural network whose architecture can be divided into two parts. The first part consists of the convolutional and pooling layers, while the second part comprises fully connected layers. The second part is essentially a multi-layer perceptron (MLP). The role of convolutional layers is to extract the main features from an input image or signal; pooling layers are used for feature downsampling, and the fully connected layers perform the actual classification based on the features extracted by the convolutional layers. Each convolutional layer consists of neural kernels that perform convolutions of the input data with the weighting convolutional kernels resulting from the learning process. As a result, convolutional layers may extract useful shapes, highlight or smooth edges, etc. This is the main advantage of CNNs over fully connected neural networks. Numerous applications of CNNs in image recognition and other areas have proven their high efficiency. There are many publications devoted to CNNs and their applications, which include refs. [4–33]. There are also many developments of CNNs, which include further development of their architecture, learning techniques, and applications. We can mention among others, for example, hierarchical...
CNNs [34] and VGG networks (very deep convolutional neural networks with over a dozen convolutional layers) [35], new and interesting applications in mechanical engineering [36].

The CNN introduced in [1] is a network based on real-valued neurons, and its learning rule is based on stochastic gradient descent. However, there is another family of feedforward neural networks: complex-valued neural networks (CVNNs). These networks are based on neurons employing complex numbers as weights. This approach has several advantages [37–48] over its real-valued counterparts. CVNNs typically learn faster, can properly work with complex-valued data, and develop better generalization capabilities. There are also complex-valued and quaternion-valued convolutional neural networks (CV-CNNs and QV-CNNs, respectively). The first CV-CNN was presented in [49] and has been actively developed over the past years. Since then, CV-CNNs and QV-CNNs presented in [50–59] have demonstrated successful applications in synthetic-aperture radar (SAR) image recognition and filtering, as well as in general-purpose image recognition.

There are two types of complex-valued neurons used in CVNNs. The first type is a complex-valued neuron with a complex hyperbolic tangent activation function [37], whose functionality is similar to that of a respective real-valued neuron. The second type is a multi-valued neuron (MVN) [38]. A single MVN can learn non-linearly separable input/output mappings [38], making this neuron more functional compared to others. An MVN may have a discrete or continuous activation function, which projects a weighted sum onto the unit circle and depends on the argument (phase) of the weighted sum [38]. Its learning algorithm is based on the derivative-free error-correction learning rule. The most well-known MVN-based neural network is a multilayer neural network with multi-valued neurons (MLMVN), which is a multilayer fully connected feedforward neural network [60]. Since MLMVN is based on more functional neurons, it often performs better, learns faster, and develops better generalization capabilities than a classical MLP with sigmoidal neurons [38,60,61]. Another advantage is its derivative-free error backpropagation algorithm, based on the generalization of the error-correction learning rule, which does not suffer from the famous local minima problem. This algorithm is based on the error-sharing principle, according to which the global error of the network is shared among all the neurons since all of them contribute to this error by their local errors.

These advantages of MLMVN inspired us to build a complex-valued convolutional neural network based on MVN (CNNMVN). It was introduced in [62], and its modified learning algorithm was presented in [63]. CNNMVN is a spatial-domain convolutional neural network, and its topology is generally quite similar to that of regular CNNs. In this paper, we provide a detailed mathematical derivation of the error backpropagation learning algorithm for CNNMVN. It will be shown that CNNMVN is a further generalization of MLMVN, and its backward convolution is similar to the one in real-valued CNNs. We discuss the custom error normalization for CNNMVN that improves classification accuracy. Since this network is complex-valued, we also explore how it processes real-valued images and what features are extracted as a result of its learning process.

Another group of convolutional neural networks developed in recent years consists of those that use the frequency domain. For example, in [64], a Fourier convolutional neural network where the convolution operation is performed in the frequency domain was presented. In [65], it was suggested to use the frequency domain (in the discrete cosine transform basis) to represent convolutions and reduce feature map redundancy. Various frequency-domain approaches to CNN design were also discussed and developed, for example, in [66–72]. A common approach in all these publications is the use of real-valued networks to process the frequency domain information. In this paper, we consider in detail an MLMVN-based convolutional neural network in the frequency domain. We introduced it in [73] and further develop it here, also examining its performance. According to the Convolution Theorem, the convolution of two signals in the spatial domain is equivalent to the element-wise multiplication of the respective frequency-domain representations (Fourier transforms) of these signals. Therefore, if the input to the network is an image or signal represented in the frequency domain, we can interpret the first hidden layer of MLMVN as
a frequency-domain convolutional layer. Its neurons perform the convolution operation in the frequency domain, and in this regard, the neurons of this layer are employed as convolutional kernels.

We also present here a detailed analysis of the performance of the spatial- and frequency-domain MVN-based convolutional neural networks and compare the feature maps obtained by these networks as a result of their learning. Our simulation results, presented here, have shown that these networks have high potential in image recognition and that both MLMVN in the frequency domain and CNNMVN in the spatial domain show results that are comparable with the best results for regular CNNs. This should help in understanding how more sophisticated networks based on the same approach, but suitable for solving more challenging problems, should be designed.

The structure of the paper is as follows. In Section 2, we recall some fundamentals of MVN and MLMVN. In Section 3, we consider in detail the error backpropagation and error adjustment process for CNNMVN. Here, we discuss the main ideas and derivation for error sharing. We also consider the pooling layers. In Section 4, we focus on MLMVN as a frequency-domain CNN and the frequency pooling operation. In Section 5, we analyze the performance of both approaches and consider custom normalization for CNNMVN. We also present and discuss our experimental results and a comparative analysis of the feature maps obtained in CNNMVN and MLMVN as a frequency-domain CNN. Finally, Section 6 is devoted to conclusions and future work.

2. MVN and MLMVN Fundamentals

2.1. MVN

MLMVN is a fully connected feedforward neural network based on multi-valued neurons. It is essential that the learning algorithm for CNNMVN is based on a generalization of the learning algorithm for MLMVN. Let us briefly recall some important fundamentals about MVN and MLMVN.

MVN is a complex-valued neuron. It has \( p \) inputs, \( p + 1 \) weights, and one output, like a regular neuron. Its inputs can be arbitrary complex numbers while its outputs are located on the unit circle. If the inputs are real-valued, we should project them onto the unit circle as follows:

\[
    z_j = e^{i\varphi_j}, \quad \varphi_j = \frac{x_j - \min\{X\}}{\max\{X\} - \min\{X\}} \lambda, \quad (1)
\]

where \( x_j \) stands for a real-valued datapoint, \( z_j \) is a datapoint projected onto a unit circle, and \( \varphi_j \) is the argument (phase) of the complex-valued datapoint \( z_j \); \( \min\{X\} \) and \( \max\{X\} \) are respectively the minimum and maximum values over a real-valued dataset; and \( \lambda \) determines the pre-defined part of the unit circle on which the data are projected (a standard value is \( \lambda = \frac{3\pi}{2} \)), which means that the projected data items have arguments from 0 to \( \lambda \).

Let \( (x_1, \ldots, x_p) \) be the neuron’s inputs, and \( (w_0, w_1, \ldots, w_p) \) be the neuron’s weights. Thus, the weighted sum of inputs is as follows

\[
    z = w_0 + w_1 x_1 + \cdots + w_p x_p. \quad (2)
\]

The actual output of a neuron results from its activation function applied to its weighted sum. There are two types of MVN activation functions commonly used: discrete and continuous. The discrete \( k \)-valued activation function \( P(z) \) divides the unit circle into \( k \) sectors and maps the weighted sum \( z \) onto the \( k^{th} \) root of unity \( \left\{ e^{2\pi i/j}, e^{2\pi i(k-j)}, \ldots, e^{2\pi i(k-1)} \right\} \), which is located on a lower border of the corresponding sector of the complex plane. Thus, this activation function depends on the argument (phase) of the weighted sum:

\[
    P(z) = e^{2\pi i/k}, \quad 2\pi j/k \leq \arg(z) < 2\pi (j+1)/k. \quad (3)
\]
The continuous activation function projects the weighted sum $z$ onto the unit circle by normalizing it and preserving its actual phase:

$$P(z) = e^{i \arg(z)} = \frac{z}{|z|}. \quad (4)$$

The error $\delta$ of MVN is determined as the following difference,

$$\delta = D - Y, \quad (5)$$

between its desired output $D$ and its actual output $Y$. To adjust the weights, the error-correction learning rule for the neuron is as follows:

$$\tilde{W} = W + \frac{C}{p+1} \delta X^*. \quad (6)$$

The rule with a self-adaptive learning rate is

$$\tilde{W} = W + \frac{C}{(p+1)|z|} \delta X^*, \quad (7)$$

where $W$ and $\tilde{W}$ are the weighting vectors before and after correction, “+” denotes component-wise addition, $C$ is the learning rate (in general it should be a complex number, but in all practical applications it is usually equal to 1), $X^*$ is the vector of reciprocal inputs, $p$ is the number of inputs, and $|z|$ stands for the absolute value of the weighted sum before adjustment (this is a self-adaptive part of the learning rate, and it is significant in MLMVN learning [38,60]).

2.2. MLMVN

As mentioned earlier, MLMVN is a fully connected feedforward neural network based on MVN. There are two types of learning algorithms for MLMVN. The first one is the “one sample learning” or serial learning, where the network learns only one sample at each iteration [38,60,61]. The second one is the batch learning algorithm [74,75] where the network can adjust its weights based on the errors of multiple samples simultaneously. This approach speeds up the learning process and improves the generalization capability of the network.

Let us briefly recall these learning rules for MLMVN in the most general case. We will employ them to design the CNNMVN learning algorithm. Let us use the following notation: in general, MLMVN has $M$ layers: $M - 1$ hidden layers, and one output layer. Let each layer contain $N_m$ neurons $m = 1, M$. Let $D_{nM}$, where $n = 1, N_M$ be the desired output, and $Y_{nM}$ be the actual output of the $n^{th}$ neuron in the output layer. Then the global error of the network should be calculated as

$$\delta^*_n = D_{nM} - Y_{nM}, \quad n = 1, N_M. \quad (8)$$

According to an error-sharing principle [38], we assume that the global error $\delta^*_n$ accumulates the local errors from all neurons contributed to corresponding output, and therefore we need to share this global error among all these neurons. Then the local errors $\delta_{nM}$ of the output neurons are

$$\delta_{nM} = \frac{1}{N_{M-1} + 1} \delta^*_n, \quad n = 1, N_M. \quad (9)$$

Now these errors should be backpropagated to the neurons in the hidden layers:

$$\delta_{im} = \frac{1}{q_{m-1}} \sum_{u=1}^{N_{m+1}} \delta_{u,n+1} \left(w_{i,u}^{m+1}\right)^{-1}, \quad i = 1, N_m, \quad m = 1, M-1, \quad (10)$$
where $\delta_{im}$ is the error of the $i^{th}$ neuron in the $m^{th}$ layer, and the normalization factor $q_{m-1} = N_{m-1} + 1$ ($m = 2, M - 1$) is the number of all neurons in the $m - 1^{st}$ layer plus one (note that for the first layer ($m = 1$) we use $q_1 = 1$ because there are no preceding layers and no neurons to share the error with). Now the Equations (8)–(10) determine the error-backpropagation rule for MLMVN, and the neurons’ weights can be adjusted for standard “one sample learning” according to (6) or (7).

To apply the batch technique, we need to evaluate all the errors according to (8)–(10) for all samples from the batch. For simplicity, but without loss of generality, let us consider an arbitrary neuron in the network with $p$ inputs and $p + 1$ weights. Let the learning set contain $S$ samples where the $s^{th}$ neuron’s input vector is $X_s = (1, x_{s1}, \ldots, x_{sp}), s = 1, S$. Let the adjustment terms for the neurons’ weights be $\Delta w_0, \ldots, \Delta w_p$, and the errors for each sample be $(\delta_1, \ldots, \delta_S)$. It was shown in [75] that the adjustments for the neurons’ weights can be represented as

$$
\begin{bmatrix}
1 & x_{11} & \cdots & x_{1p} \\
\vdots & \vdots & & \vdots \\
1 & x_{S1} & \cdots & x_{Sp}
\end{bmatrix}
\begin{bmatrix}
\Delta w_0 \\
\vdots \\
\Delta w_p
\end{bmatrix}
= 
\begin{bmatrix}
\delta_1 \\
\vdots \\
\delta_S
\end{bmatrix},
$$

or simply

$$X \cdot \Delta w = \delta. \quad (12)$$

This system of linear algebraic equations for unknowns $(\Delta w_0, \ldots, \Delta w_p)$ is typically overdetermined ($S \gg p + 1$), and we can find a unique least squares solution as

$$\Delta w = X^\dagger \cdot \delta, \quad (13)$$

where $X^\dagger$ is the Moore–Penrose pseudoinverse of $X$, which is the pseudoinverse matrix of $X$. Now the adjusted weights of the hidden neuron are:

$$\tilde{W} = W + C \cdot \Delta w, \quad (14)$$

where $W$ and $\tilde{W}$ are the weighting vectors before and after correction, “$+$” denotes component-wise addition, and $C$ stands for the learning rate.

The entire learning process should continue until the learning error satisfies the angular RMSE criterion [61]:

$$RMSE = \sqrt{\frac{1}{S} \sum_{s=1}^{S} \frac{1}{N_M} \sum_{n=1}^{N_M} (\Delta_{sn})^2} \leq \lambda, \quad (15)$$

where $\lambda$ is the pre-determined acceptable threshold, $\Delta_{sn}$ is the error for the $s^{th}$ learning sample ($s = 1, S$) of the $n^{th}$ output neuron ($n = 1, N_M$), and its calculation depends on the activation function. For the continuous activation function (4), $\Delta_{sn}$ can be calculated as the difference between the arguments of the desired and actual outputs:

$$\Delta_{sn} = \min(\arg(D_{sn}) - \arg(Y_{sn}), \arg(Y_{sn}) - \arg(D_{sn})) \mod 2\pi, \quad (16)$$

where $D_{sn}$ and $Y_{sn}$ are respectively the desired and actual neuron’s outputs for the $s^{th}$ sample and the $n^{th}$ output neuron.

It is important to mention that weight adjustment for both learning techniques starts from the first layer. After the error backpropagation and adjustment of weights in the first hidden layer, we should update its neurons’ outputs, and only then proceed to adjustments of the weights in the second layer. This process should continue until the weights of the last-layer neurons are adjusted.
3. CNNMVN Learning Algorithm and Error Backpropagation

3.1. CNNMVN Feedforward Process

CNNMVN is a spatial-domain convolutional neural network based on multi-valued neurons. Its topology is similar to regular CNNs: it consists of one or more complex-valued convolutional layers, each convolutional layer may be followed by a pooling layer, and the convolutional part is followed by the fully connected part, which is essentially MLMVN.

This network operates on the same principle as any CNN. Initially, an image to be recognized passes through a convolutional layer, where kernels extract important features and form feature maps. Subsequently, a pooling layer downsamples these feature maps. Additional convolutional or pooling layers may follow, extracting more specific features from the preceding layer’s feature maps. Finally, the feature maps from the last convolutional (or pooling) layer are flattened into a vector before proceeding to the fully connected part.

The complex-valued convolutional layer based on MVN kernels was initially proposed in [62], with a subsequent modification presented in [63]. Interestingly, while the error backpropagation for the convolutional part in CNNMVN is quite similar to that of regular CNNs, it is derived based on considerations similar to those used for MLMVN. This algorithm was outlined in [63] without detailed elaboration, which we aim to comprehensively present here.

Let us consider CNNMVN with \( G \) convolutional layers, one fully connected layer, and one output layer. Let each convolutional layer consist of \( H_g \) kernels, where \( g = 1, \ldots, G \). Let the input image \( x \) (or a feature map in the case when the first convolutional layer is not considered) be of size \( a_g \times b_g \times d_g \), where \( a_g \) and \( b_g \) stand for image (or feature map) rows and columns and \( d_g \) stands for its depth, respectively. Then, to perform a convolution properly, each kernel should have the same depth as the input image (or a feature map), and therefore the size of the kernels should be \( r_g \times r_g \times d_g \), where \( r_g \) stands for kernel rows and columns and \( d_g \) is the kernel’s depth. The forward convolution process operates as follows: kernels slide over the image (or feature map), performing element-wise multiplications of the respective image intensities (transformed into the complex number lying on the unit circle according to (1)) with the corresponding kernel weights, and then summing the resulting products. This process can be described as follows:

\[
c_{i,j}^{h} = \sum_{k=1}^{d_p} \sum_{u=1}^{r_p} \sum_{v=1}^{r_p} w_{kuv}^{h} x_{i+u-1,j+v-1,k}, \quad i = 1, \ldots, a_p - r_p + 1, \quad j = 1, \ldots, b_p - r_p + 1, \quad (17)
\]

where \( c_{i,j}^{h} \) is a convolved pixel at indexes \( i, j \) in an image or a feature map produced by the \( h^{th} \) kernel \( (h = 1, H_g) \) of the \( g^{th} \) convolutional layer, and \( w_{kuv}^{h} \) are the weights of this kernel. After convolutions are performed in all the kernels of the \( g^{th} \) layer, we obtain \( H_g \) feature maps and should apply the activation function (4) to them to obtain the final feature maps. These final feature maps then become the inputs for the next layer, which can be either a convolutional layer, a pooling layer, or the fully connected part of CNNMVN if this is the \( G^{th} \) (the last) convolutional layer.

3.2. CNNMVN Error Backpropagation

3.2.1. Error Backpropagation in the Fully Connected Part

Since CNNMVN consists of two parts—a convolutional part and a fully connected part—its error-backpropagation algorithm is divided into two steps. The first step is the error backpropagation through the fully connected (MLMVN) part. Therefore, the global and local errors of all neurons in the fully connected part (except the neurons in the first hidden layer) can be found according to (8)–(10). To understand the process of error backpropagation to the first hidden layer and the convolutional layers, we need to modify the error-backpropagation process in MLMVN specifically for the first hidden layer. We need to take into consideration that in CNNMVN, the first hidden layer in its
fully connected part is not the first hidden layer of the entire network because there are convolutional layers preceding it.

Let us have a fully connected neural network with \( M \) layers, and let each layer contain \( N_m \) neurons \((m = 1, M)\). Let us examine the feedforward process between the \( m \)th and \( m + 1 \)st hidden layers. Let \( z_{im} \) be the weighted sum of the \( i \)th neuron in the \( m \)th layer. After the activation function (4) is applied, we obtain the output of this neuron, which becomes a respective input for the neurons in the \( m + 1 \)st layer:

\[
x_i^{m+1} = P(z_{im}).
\]  

(18)

Along with other inputs, it forms the weighted sums of the neurons in the \( m + 1 \)st layer:

\[
z_{n,m+1} = w_0^{n,m+1} + w_1^{n,m+1} x_1^{m+1} + \cdots + w_n^{n,m+1} x_i^{m+1} + \cdots + w_{N_m}^{n,m+1} x_{N_m}^{m+1},
\]

(19)

where \( z_{n,m+1} \) and \( w_i^{n,m+1} \) are the weighted sum and the weights of the \( n \)th neuron of the \( m + 1 \)st layer, respectively \((n = 1, N_{m+1}, i = 1, N_m)\). According to (10), the error \( \delta_{im} \) of the \( i \)th neuron of the \( m \)th hidden layer is the dot product of the errors of all neurons in the \( m + 1 \)st layer and the \( i \)th weight of all these neurons. It is essential to note that the \( i \)th weights of all the \( m + 1 \)st layer neurons are responsible for processing the \( i \)th input of these neurons (Figure 1). We would like to slightly modify the error evaluation here to adapt it to this convolutional network. The obtained error should be normalized not by the number of neurons in the preceding \((m + 1)\)st layer plus one, but by the number of inputs of neurons in the \( m \)th layer. This is because we should share the error among these inputs and then adjust the weights of the neurons that produced them. Hence, we can generalize this approach and say that the error of the \( i \)th neuron in the \( m \)th hidden layer is the dot product of the vector containing the errors of all neurons in the \( m + 1 \)st layer and another vector containing the reciprocal weights responsible for processing the \( i \)th input of these neurons.

![Figure 1](image-url)  

Figure 1. The \( i \)th weights of the \( m + 1 \)st layer neurons are responsible for processing the output of the \( i \)th neuron in the preceding \( m \)th layer.
Now we can generalize this rule for the first hidden layer and the convolutional layers. According to the considerations presented above, the errors of the first-hidden-layer neurons can be found using (10), but with a changed normalization factor:

\[
\delta_{i1} = \frac{1}{F} \sum_{n=1}^{N_2} \delta_{n,2} \left( w_{i,n}^{n,2} \right)^{-1}, \quad i = \overline{1, N_1},
\]

(20)

where \( F \) stands for the number of inputs which is equal to the length of flattened feature maps.

The convergence of the learning algorithm based on this error-backpropagation rule for MLMVN is proven in [38]. The convergence of the learning algorithm modified here can be proven in the same manner. If we assume that the algorithm does not converge for some input/output mapping that can be implemented using a network, we will arrive at a contradiction with the latter.

3.2.2. Simple CNNMVN with Two Convolutional Layers

For simplicity, but without loss of generality, let us consider CNNMVN with two convolutional layers, \( M - 1 \) hidden layers, and one output layer. Any CNNMVN containing more convolutional layers works in the same way. Let the first convolutional layer contain a single kernel and the second one contain \( H \) kernels. The \( m \)th hidden layer contains \( N_m \) neurons (\( m = \overline{1, M - 1} \)), and the output layer contains \( N_M \) neurons. Let an input image be of size \((a_1 \times a_1 \times 1)\). The kernel size in the first convolutional layer is \( r_1 \times r_1 \times 1 \) (\( r_1 < a_1 \)). Thus, we obtain a single feature map created by the first convolutional layer, and its size should be equal to \( a_1 - r_1 + 1 \times a_1 - r_1 + 1 \times 1 \). Let the kernel size in the second convolutional layer be equal to the size of the feature map obtained in the first convolutional layer \( r_2 \times r_2 \times 1 \) (\( r_2 = a_1 - r_1 + 1 \)). Hence, from the second convolutional layer we obtain \( H \) feature maps, each consisting of a single pixel. These feature maps should be flattened into a vector and proceed to the first hidden layer and then to the output layer.

The global and local errors of the output layer should be calculated according to (8) and (9), respectively. The errors of the neurons in the \( 2^{nd}, \ldots, M - 1^{st} \) hidden layers should be found according to (10), and the errors of the first-hidden-layer neurons should be evaluated according to (20). Since each kernel in the feedforward process forms its own feature map and these feature maps are two-dimensional, we should perform feature map flattening before proceeding to the fully connected layer. As a result, we can assume that this flattened vector of outputs is the same as if it was obtained from a layer in the fully connected part (Figure 2). Therefore, to backpropagate the error from the first hidden layer to the last convolutional layer, we should follow the same approach used for error backpropagation to hidden layers in MLMVN. The distinction is that the errors of the corresponding feature map pixels should then be shared among all inputs of the corresponding kernel, and the respective normalization factor should be equal to the size of the kernel. This leads us to the following formula for the last convolutional layer’s errors:

\[
\delta_{h,2} = \frac{1}{Q_2} \sum_{n=1}^{N_1} \delta_{n,1} \left( w_{h,n}^{n,1} \right)^{-1}, \quad S_2 = r_2 \cdot r_2 \cdot 1,
\]

(21)

where \( \delta_{h,2} \) is the error of the feature map (in this case, a single pixel) produced by the \( h^{th} \) kernel of the second convolutional layer (\( h = \overline{1, H} \)); \( \delta_{n,1} \) are the errors of the first hidden layer neurons and \( w_{h,n}^{n,1} \) are the neurons’ weights in the first hidden layer that are responsible for processing the \( h^{th} \) input of these neurons; and \( Q_2 \) is the normalization factor, which should be equal to the size of the kernel in the second convolutional layer.
To backpropagate the error from the last convolutional layer to the preceding convolutional layers, we should follow the same rule: the error of each pixel of the feature map should be formed from all the weights that process these pixels and the corresponding kernel errors. Before proceeding to these error evaluations, it is important to mention that the image pixels at the corners and edges of an image (or a feature map) and the pixels in the middle of an image (or a feature map) are involved in the respective convolution process a different number of times. For example, a pixel in the top left corner is convolved by the $k^{th}$ kernel only once, while the next one to the right has already been processed twice (Figure 3).

**Figure 2.** Passing the flattened feature maps to the first fully connected layer (a) is analogous to the same process between the fully connected layers (b).

**Figure 3.** Convolution process of the $4 \times 4$ image by the $2 \times 2$ kernel with stride 1. White pixels determine the kernel position, and a yellow pixel is the target pixel. On picture (a), we see a single possible kernel position where the $x_{11}$ pixel is involved into a convolution. On picture (b), we can see that pixel $x_{33}$ is participating in the convolution four times—every time in a different kernel position.
Let \( T \) be the number of times when the \( ij^{th} \) pixel was involved in a convolution. Taking into account all the considerations above, the errors of the feature map pixels created by a single kernel in the first layer are:

\[
\delta_{ij}^{11} = \sum_{h=1}^{H} \sum_{t=1}^{T} \delta_{h2t} \left( w_{t}^{h2} \right)^{-1}, \quad i, j = a_1 - r_1 + 1, \ldots
\]

(22)

where \( \delta_{ij}^{11} \) is the error of the feature map pixel with coordinates \( i, j \) produced by a single kernel in the first convolutional layer, and \( \delta_{h2t} \) and \( w_{t}^{h2} \) are the error of the output and the weight of the \( h^{th} \) kernel in the second convolutional layer that processed \( ij^{th} \) pixel at the \( t^{th} \) convolution, respectively. It is important to note that there is no normalization factor in (22) because there is no further need for error backpropagation.

But there is an easier way to backpropagate the errors between convolutional layers: the backward convolution process. This method was proposed for CNNMVN in [62], and it is structurally similar to the error-backpropagation process for real-valued CNNs. To perform backward convolution and backpropagate the errors from the second convolutional layer to the first one, we should add zero padding to the feature map errors of each convolutional layer to the first one, we should add zero padding to the feature map errors of each convolutional layer.

Let us now consider CNNMVN containing \( G \) convolutional layers, \( M - 1 \) hidden layers, and one output layer. Let each convolutional layer consist of \( H_g \) kernels \( g = 1, G \).

Let the input image \( x \) (or a feature map in the case of convolutional layers from the \( 2^{nd} \) one to the \( G^{th} \) one) be of size \( a_g \times b_g \times d_g \). Then the kernel size in the \( g^{th} \) convolutional layer is equal to \( r_g \times r_g \times d_g \) \((r_p < \min(a_g, b_g))\). The \( m^{th} \) hidden layer in the fully connected part contains \( N_m \) neurons \((m = 1, M - 1)\), and the output layer contains \( N_M \) neurons.

The errors of all neurons in the fully connected part should be calculated according to (8)–(10) and (20). Then the errors of the neurons in the first hidden layer should be
backpropagated to the last-convolutional-layer kernels similarly to how it was done in (21) for a “simple CNNMVN”.  

\[
\delta_{ij}^{hG} = \frac{1}{Q_G} \sum_{a=1}^{N_h} \delta_{a,1} \left( w_{ijh}^{a} \right)^{-1}, \quad i = 1, \ldots, a_G - r_G + 1, \quad j = 1, \ldots, b_G - r_G + 1, \\
Q_G = r_G \cdot r_G \cdot c_G, 
\]

(24)

where \(\delta_{ij}^{hG}\) is the error of the feature map pixel with coordinates \(i, j\), produced by the \(h^{th}\) kernel of the last \(G^{th}\) convolutional layer, \(\delta_{a,1}\) are the errors of the first hidden layer neurons and \(w_{ijh}^{a}\) are these neurons’ weights that are responsible for processing the \(ijh^{th}\) input, and \(Q_G\) is the normalization factor which should be equal to the size of the kernel in the last convolutional layer.

To backpropagate the errors from the last convolutional layer to the preceding convolutional layer or in general case from the \(g^{th}\) convolutional layer to the \(g - 1^{st}\) one, we use the same rule as before: the errors of the convolved pixels in the \(g - 1^{st}\) layer depend on the kernel weights that process these pixels and the errors of the neurons (or kernels) in the following layer (which can be the first hidden layer or the next convolutional layer). Let us describe this mathematically. Let \(T_g\) be the number of times the \(ij^{th}\) pixel was involved into a convolution in the \(g^{th}\) convolutional layer. Then the errors of the kernels in the \(g - 1^{st}\) convolutional layer are

\[
\delta_{ij}^{l,s-1} = \frac{1}{Q_{s-1}} \sum_{h=1}^{H_g} \sum_{t=1}^{T_g} \delta_{h,s-1} \left( w_l^{h,s} \right)^{-1}, \quad i = 1, \ldots, a_g - r_g + 1, \quad j = 1, \ldots, b_g - r_g + 1, \\
Q_{s-1} = r_g \cdot r_g \cdot c_g, 
\]

(25)

where \(\delta_{ij}^{l,s-1}\) are the errors of the feature map obtained by the \(l^{th}\) kernel in the \(g - 1^{st}\) convolutional layer \((l = 1, H_{s-1})\); \(\delta_{h,s-1}\) and \(w_l^{h,s}\) are the errors of the output and the weights of the \(h^{th}\) kernel in the \(g^{th}\) convolutional layer that process the \(ij^{th}\) pixel in the \(l^{th}\) convolution, respectively; and \(Q_{s-1}\) is a normalization factor which is equal to the size of the kernel in the \(g - 1^{th}\) layer (note that \(Q_2 = 1\) as there is no further error backpropagation from the first convolutional layer).

The same expression for the errors of a respective feature map should also be obtained using the backward convolution. This leads to the following. First, we should zero pad the errors of each feature map in a layer, from which the errors are backpropagated. Then a respective kernel should be rotated by 180°, and then a respective convolution should be performed. It is important to mention that we neither apply zero padding nor flip the depth dimension of a feature map, because a respective kernel does not slide over it in the feedforward process. Thus, we obtain

\[
\delta_{ij}^{l,s-1} = \frac{1}{Q_{s-1}} \sum_{h=1}^{H_g} \sum_{u=1}^{r_g} \sum_{v=1}^{r_g} \delta_{i+u-1,j+v-1} \left( w_l^{h,s} \right)^{-1}, \\
\]

(26)

where \(\delta_{ij}^{l,s-1}\) are the errors of the feature map obtained by the \(l^{th}\) kernel in the \(g - 1^{st}\) convolutional layer \((l = 1, H_{s-1})\), \(\delta_{i+u-1,j+v-1}\) are the elements of the zero-padded matrix of the errors of the feature map obtained by the \(h^{th}\) kernel in the \(g^{th}\) convolutional layer, \(w_l^{h,s}\) are the weights of the \(h^{th}\) kernel in the \(g^{th}\) convolutional layer, and \(Q_{s-1}\) is a normalization factor which is equal to the size of the kernel in the \(g - 1^{th}\) layer (note that \(Q_2 = 1\) as there is no further error backpropagation from the first convolutional layer).

Hence, the CNNMVN error backpropagation for its fully connected part is determined by (8)–(10) and (20), and the error backpropagation for its convolutional part is determined by (24)–(26).
It is also interesting to mention that if the kernels’ size is equal to the input image or feature map size (excluding the neurons’ biases), MLMVN can be considered as a specific subcase of CNNMVN.

3.3. Adjustment of the Weights in CNNMVN

After the error backpropagation is complete, all the weights in both the convolutional and fully connected parts of CNNMVN should be adjusted. To design this process for CNNMVN, we should base it on the respective process of weight adjustment in MLMVN.

A kernel in any convolutional layer basically works similarly to MVN—it calculates a weighted sum of inputs and applies an activation function to it. Hence, to adjust the kernels’ weights, we can employ the same idea as in the error-correction learning rules (6) and (7), which are used to adjust the weights in MVN and MLMVN. However, this idea requires some adaptation. There is one significant distinction between MVN and a kernel in a convolutional layer. An MVN processes one vectorized input at a time and, based on this input, it produces a single output. However, a kernel in any convolutional layer slides over an image (or a feature map), processing multiple inputs and producing multiple outputs accordingly. This means that the error-correction learning rules (6) and (7) for MVN and MLMVN cannot be used directly for CNNMVN. However, in [62], we proposed to employ for kernels’ weight adjustment the same idea of the batch LLS-based learning algorithm [75], which was developed for MLMVN to simultaneously adjust the weights for multiple learning samples belonging to a batch.

Let us have an $a \times b \times d$ input image and a kernel whose size is $r \times r \times d$ ($r < \min(a, b)$). Let $K$ be the number of the convolutional windows in an image through which a convolutional kernel is sliding. Thus $K = (a - r + 1) \times (b - r + 1)$. Each convolutional window can be flattened and represented as an input vector to a kernel. Then, using a matrix-vector notation, the convolutional operation can be represented as

$$
\begin{bmatrix}
    x_1 \\
    \vdots \\
    x_K
\end{bmatrix} \begin{bmatrix}
    w_{1,1,1} \\
    \vdots \\
    w_{r,r,d}
\end{bmatrix} = \begin{bmatrix}
    z_1 \\
    \vdots \\
    z_K
\end{bmatrix},
$$

(27)

where $x_i$ is the flattened input vector ($i = 1, K$), $w$ are the kernel weights, and $z_i$ are the convolved pixels. According to a batch algorithm and as it was shown in [62], after calculating the errors for all $z_i$, we can represent adjustments, which should be added to the weights to correct them similarly to (11) and obtain the following:

$$
\begin{bmatrix}
    x_1 \\
    \vdots \\
    x_K
\end{bmatrix} \begin{bmatrix}
    \Delta w_{1,1,1} \\
    \vdots \\
    \Delta w_{r,r,d}
\end{bmatrix} = \begin{bmatrix}
    \delta_1 \\
    \vdots \\
    \delta_K
\end{bmatrix},
$$

(28)

where $\Delta w_{u,v,j}$ are the adjustments terms for kernel weights ($u, v = 1, r$ and $j = 1, d$) and $\delta_i$ are the respective errors to be corrected ($i = 1, K$). We can rewrite (28) as

$$
X \cdot \Delta w = \delta,
$$

(29)

where $X$ consists of $K$ flattened inputs. This is similar to the MLMVN batch learning described by (11) and (12), where the neural network weights are adjusted simultaneously for multiple learning samples belonging to the same batch. Thus, the system of Equations (28) or (29), which is the same) for unknowns ($\Delta w_{1,1,1}, \ldots, \Delta w_{r,r,d}$), which is typically overdetermined ($K \gg r \cdot r \cdot d$), can be solved in a similar way:

$$
\Delta w = X^t \cdot \delta,
$$

(30)
where $X^\dagger$ is the Moore–Penrose inversion of $X$, that is a pseudoinverse matrix of $X$. Finally, the adjusted weights of the kernel are

$$\tilde{W} = W + C \cdot \Delta w,$$

(31)

where $W$ and $\tilde{W}$ are the weighting vectors before and after correction, “+” is a component-wise addition, and $C$ stands for learning rate. Since the kernel has multiple inputs and outputs, the batch approach allows finding the “best fit” adjustments for all inputs.

3.4. Pooling Layers for CNNMVN

The general purpose of the pooling layer is to reduce the size of a feature map resulting from the processing in a convolutional layer. There are two types of pooling operations for CNNMVN presented in [62]—the “max” pool and the “average” pool.

The “max” pool operation performs downsampling by choosing the maximum value in the corresponding window. Since CNNMVN is a complex-valued neural network, it was considered to utilize the “max” pool operation by comparing the phases of the complex numbers or comparing their magnitudes.

The “average” pool is a downsampling technique that averages the values in the corresponding window. Unlike the “max” pool, this approach is more suitable for CNNMVN since we should not subjectively choose the component of the complex number on which the downsampling is based.

If the pooling layer is applied after the convolutional one, it affects the error-backpropagation process. In the case of “max” pooling, we should calculate only the errors of the pooled pixels, as the other values were dropped and did not participate in further processing. In such a case, Equation (28) should contain only those input vectors whose convolved pixels were pooled. In the case of “average” pooling, we should distribute the error among all the pixels in the corresponding pool window.

4. MLMVN as a Frequency-Domain CNN and the Frequency-Domain Pooling

4.1. MLMVN as a Frequency-Domain CNN

In regular convolutional neural networks, the convolution operation is performed in the spatial domain, but there is another way to perform it—in the frequency domain. According to the Convolution Theorem, the convolution of two signals in the spatial domain is equal to the inverse Fourier transform of the product of their Fourier transforms:

$$f \ast g = \mathcal{F}^{-1}(F \cdot G),$$

(32)

where $f$ and $g$ are two signals or images, $F$ and $G$ are the Fourier transforms of $f$ and $g$, respectively, the $\ast$ sign is the convolution operator, and the “·” sign denotes the element-wise multiplication.

It is important to mention that the coefficients of the Fourier transform and the weights of MVN are both complex-valued. Thus, if we employ a Fourier transform of an image as an MLMVN input, it is possible to interpret the weighting of the input as a component-wise multiplication of the Fourier transform of the image with a frequency-domain convolutional kernel (which should in turn be interpreted as a Fourier transform of the respective spatial-domain convolutional kernel). We can therefore associate this operation with the Convolution Theorem. Thus, if the Fourier transform of an image to be classified is used as MLMVN input, all neurons in the first hidden layer of MLMVN can be treated as the convolutional kernels performing a convolution in the frequency domain followed by the processing of its results.

This implies some important distinctions when compared to regular CNNs. The first distinction is that the result of a convolution performed by each neuron in the first hidden layer is not a feature map as in regular CNNs in the spatial domain, but it is a sum of the frequency-domain feature map coefficients, i.e., the sum of the coefficients which should be
interpreted as those of the Fourier transform of a respective convolution. Therefore, the second convolutional layer cannot be used in this case. The second distinction is that we cannot set the size of the kernel, and therefore we cannot control the size of the features being extracted. The size of the frequency-domain kernels formed in the first layer is the same as the input image size. However, what is very important in this case is that MLMVN independently determines the features it needs to recognize images. This process becomes self-organized. It is quite interesting to discover what exactly MLMVN needs to extract to recognize images and how it self-organizes this process. We will consider this in Section 5.

4.2. Frequency Domain Pooling

It is obvious that the Fourier transform of any signal (or image, in particular) produces a frequency-domain representation of the same size as the signal. This means that if our input image is of size $m \times n$, its Fourier transform contains $m \times n$ Fourier coefficients representing the image in the frequency domain. If these Fourier coefficients are used as inputs to MLMVN, each neuron in the first layer should have $(m \times n) + 1$ weights, accordingly. On the one hand, this leads to increased computational costs. On the other hand, not all frequencies are needed to recognize images; only those frequencies that represent important details are essential.

Considering this, it is attractive and important to find a suitable method for downsampling a frequency-domain input to reduce computational complexity and possibly even improve classification capability by eliminating non-essential frequencies. To achieve this, we propose a “frequency pooling” operation as follows.

The frequency representation of a signal or an image contains Fourier coefficients corresponding to the frequencies from which the signal or image is composed. It is also a well-known fact that the higher the frequency, the smaller the details it reproduces, and vice versa. Therefore, based on the size of the objects that should be recognized, we can determine the frequencies important for recognizing these objects and drop the redundant frequencies that are not essential for their recognition.

To perform frequency-domain pooling of an image, we should first apply the Fourier transform (Figure 5a) and perform a circular shift, ensuring that the DC frequency is in the center and the high frequencies are at the edges (Figure 5b). Now the lower frequencies are located at the center, and the higher frequencies are at the corners. To select useful frequencies, we should rely on the Nyquist–Shannon Theorem [76]. It follows from this theorem that the Fourier transform of an image whose size is $n \times n$ contains coefficients corresponding to $n/2$ 2D frequencies. Then, to distinguish any object (or shape) whose size is approximately $s \times s$, we should rely on the frequencies from the 1st to the $\left\lfloor n/2s \right\rfloor$th where $\lfloor \ldots \rfloor$ is the floor function. In such a case, the $\left\lfloor n/2s \right\rfloor$th frequency is a cut-off frequency. For example, let us have an image whose size is $32 \times 32$. If we need to distinguish an object (or shape) whose size is $4 \times 4$, we need to use Fourier coefficients corresponding to the frequencies from the 1st one to the $\left\lfloor 32/(2 \times 4) \right\rfloor = 4$th one. To distinguish an object (or shape) whose size is $3 \times 3$, we need to use Fourier coefficients corresponding to the frequencies from the 1st one to the $\left\lfloor 32/(2 \times 3) \right\rfloor = 6$th one, etc.

To extract Fourier coefficients corresponding to the selected 2D frequencies, we can use the following rule: a Fourier coefficient with the $(x, y)$ horizontal and vertical indexes should be extracted from the Fourier transform if $\sqrt{x^2 + y^2} \leq t$, where $t$ is a cut-off frequency. To simplify this process, it is also possible to apply the “diamond” or “zigzag” rule (Figure 5c) to extract selected frequencies around the DC frequency. A few Fourier coefficients may be missing from the extracted ones, but as our experiments show, this does not affect the results while reducing the input size and computational cost. It is important to mention that we do not extract the DC component, as it does not contain information useful for image recognition.
4.2. Frequency Domain Pooling

It is obvious that the Fourier transform of an image whose size is $32 \times 32$ contains coefficients representing the image in the frequency domain. If these Fourier coefficients are transformed according to (1), and for MLMVN, as a CNN in the frequency domain, essential frequencies were extracted according to the “diamond” rule described above.

The main goal was to understand how the neural networks learn according to the proposed approaches and define possible ways for improving the learning algorithm. Considering that the learning algorithms for both approaches are based on the heuristic assumption that the error of the network should be equally shared among all the neurons that participated in its formation, we made some changes to the learning process. In the next two sections, these changes are considered, and the corresponding experimental results are given.

5.1. Custom Normalization for CNNMVN and Experiments

The experimental results in [62,63] demonstrated the high performance and potential of CNNMVN. On the one hand, it shows a high accuracy rate, but on the other hand, to achieve this, we should use custom normalization for the error-backpropagation and weight adjustment processes. According to the error-backpropagation algorithm described above, the errors of the fully connected layers should be calculated using (8)–(10) and (20), and the errors of the convolutional layers according to (24) and (25). All these formulas have a normalization factor equal to the number of inputs to the layer, regardless of whether it is a convolutional layer or a fully connected one.

The analysis of the error backpropagation process showed that the errors decrease at each layer, starting from the output layer. This leads to the conclusion that the neuron weights are also adjusted less starting from the output layer and moving back to the convolutional layers. This is especially noticeable in (20), where the error is backpropagated from the second hidden layer to the first one, and the normalization factor is equal to the size of the flattened feature maps, which is large in most cases.

Thus, we decided to adjust the normalization factors for the CNNMVN learning algorithm. First, we decided to remove the normalization factors in (6), where the neurons in the fully connected layer are adjusted. Second, we removed the normalization factor in (20) when the error is backpropagated from the second hidden layer to the first one. Third, we added self-adapting normalization for the convolutional layers. Hence, the error of each convolved pixel is additionally normalized by the absolute value of the current weighted

Figure 5. Process of the Fourier coefficients pooling: (a) the Fourier coefficients of the image; (b) Fourier coefficients with circular shift; (c) extraction of the frequencies around DC frequency.

5. Simulation Results and Discussion

To explore the performance of the proposed approaches, we chose to use MNIST [77] and Fashion MNIST [78] datasets. Each of these datasets consists of a training set of 60,000 samples and a test set of 10,000 samples, and each dataset has 10 classes. Each sample is a $28 \times 28$ grayscale image in the range $[0, 255]$. It is important to mention that to test the actual recognition capability of both presented approaches, no image preprocessing was performed. All images were taken as they are. For CNNMVN, these images were transformed according to (1), and for MLMVN, as a CNN in the frequency domain, essential frequencies were extracted according to the “diamond” rule described above.

The main goal was to understand how the neural networks learn according to the proposed approaches and define possible ways for improving the learning algorithm. Considering that the learning algorithms for both approaches are based on the heuristic assumption that the error of the network should be equally shared among all the neurons that participated in its formation, we made some changes to the learning process. In the next two sections, these changes are considered, and the corresponding experimental results are given.
sum resulting in this pixel. Now, the feature map errors of the last convolutional layer (24) with additional normalization can be found as follows:

$$\delta_{hG}^{ij} = \frac{1}{Q_G c_h G_{ij}} \sum_{n=1}^{N_h} \delta_{n,1} \left( w_{n,1}^{hG} \right)^{-1}, \quad i = 1, \ldots, a_g - r_g + 1, \quad j = 1, \ldots, b_g - r_g + 1,$$

$$Q_G = r_G \cdot r_G \cdot c_G,$$

(33)

and the errors of the feature maps in preceding convolutional layers (25) with additional normalization factor are

$$\delta_{lG}^{ij} = \frac{1}{Q_g c_h g_{ij}} \sum_{h=1}^{H_g} \sum_{t=1}^{T_g} \delta_{h,1} \left( w_{h}^{lG} \right)^{-1}, \quad i = 1, \ldots, a_g - r_g + 1, \quad j = 1, \ldots, b_g - r_g + 1,$$

$$Q_g = r_g \cdot r_g \cdot c_g,$$

(34)

where $|c_{ij}^{hG}|$ is the absolute value of the convolved pixel with coordinates $i, j$ in the $h^{th}$ kernel in the $g^{th}$ convolutional layer ($h = 1, H_g; g = 2, G$) obtained by (17).

The adjusted normalization was tested using “one sample” learning and a single hidden fully connected layer. Each kernel in the convolutional layer had a stride of 1, and the pool stride (if a pooling layer was used) was 2. We also used the modified soft margins algorithm [74], which skips the learning samples if the sample’s errors are less than a predefined soft margins threshold, which was equal to $\pi/18$. The learning lasted 20 epochs.

Experimental results for the MNIST dataset are presented in Table 1, and for the Fashion MNIST dataset in Table 2. The notation is as follows: for example, in topology 16C5-P2-h128-o10, parameter 16C5 means a convolutional layer with 16 kernels and a kernel size of $5 \times 5$; P2 stands for the pooling layer with a window size of $2 \times 2$; h128 is the number of neurons in a single hidden layer in the fully connected part of the network; and o10 stands for the number of output neurons. Each of output neurons performs binary classification using the “One vs. All” approach. The “winner” neuron is determined by the closeness of its weighted sum to the desired output of that neuron.

Another observation is that the network continues long-term learning without overfitting and maintains stable recognition accuracy with the custom normalization approach (Figures 6 and 7). It is also evident that CNNMVN with default normalization learns much more slowly and is unable to achieve the same accuracy as the model with custom normalization. The experiments have also shown that both pooling approaches (“max” and “average”) lower the classification accuracy. This is quite obvious due to the loss of information. Also, it is still an open question how to perform pooling efficiently for complex-valued data and define the most valuable data. We also checked the recommendation provided in [53], to use max pooling over magnitudes of the respective complex numbers.

<table>
<thead>
<tr>
<th>Table 1. Classification results for CNNMVN for MNIST dataset.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Topology</strong></td>
</tr>
<tr>
<td>16C5-h128-o10</td>
</tr>
<tr>
<td>16C5-h256-o10</td>
</tr>
<tr>
<td>32C5-h128-o10</td>
</tr>
<tr>
<td>32C5-h256-o10</td>
</tr>
<tr>
<td>32C5-P2-h256-o10</td>
</tr>
<tr>
<td>32C5-P2-h256-o10</td>
</tr>
<tr>
<td>32C5-h256-o10</td>
</tr>
</tbody>
</table>
Figure 6. CNNMVN accuracy for MNIST dataset with different normalization.

Figure 7. CNNMVN accuracy for Fashion MNIST dataset with different normalization.
Table 2. Classification results for CNNMVN for Fashion MNIST dataset.

<table>
<thead>
<tr>
<th>Topology</th>
<th>Pool Type</th>
<th>Type of Error Normalization</th>
<th>Epoch When Maximum Accuracy Reached</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>16C5-h128-o10</td>
<td>None</td>
<td>Custom</td>
<td>8</td>
<td>86.91</td>
</tr>
<tr>
<td>16C5-h256-o10</td>
<td>None</td>
<td>Custom</td>
<td>16</td>
<td>86.99</td>
</tr>
<tr>
<td>32C5-h128-o10</td>
<td>None</td>
<td>Custom</td>
<td>13</td>
<td>87.7</td>
</tr>
<tr>
<td>32C5-h256-o10</td>
<td>None</td>
<td>Custom</td>
<td>16</td>
<td>88.03</td>
</tr>
<tr>
<td>32C5-P2-h256-o10</td>
<td>Max. pool</td>
<td>Custom</td>
<td>13</td>
<td>86.99</td>
</tr>
<tr>
<td>32C5-P2-h256-o10</td>
<td>Average</td>
<td>Custom</td>
<td>8</td>
<td>84.78</td>
</tr>
<tr>
<td>32C5-h256-o10</td>
<td>None</td>
<td>Default</td>
<td>20</td>
<td>69.2</td>
</tr>
</tbody>
</table>

However, while it worked better for the complex-valued hyperbolic tangent activation function in [53], it did not show improvements in conjunction with the MVN activation function (4) in our experiments. Thus, pooling in the complex domain still remains an open problem and should be a subject for future work.

5.2. MLMVN as a CNN in the Frequency Domain

To evaluate the capability of this approach, we used two topologies: with one and two hidden layers. In both cases, the first hidden layer was considered convolutional. Therefore, the topology was either $I \rightarrow H_1 \rightarrow O$ or $I \rightarrow H_1 \rightarrow H_2 \rightarrow O$, where $I$ stands for the neural network’s input, $H_1$ and $H_2$ represent the number of neurons in the first and second hidden layer, respectively, and $O$ denotes the number of neurons in the output layer. In both cases, the output layer consisted of 10 neurons, each performing binary classification using the “One vs. All” approach. The “winner” neuron is determined by the closeness of its weighted sum to the desired output of that neuron, the same rule as was used in CNNMVN.

The inputs to the network were the normalized Fourier coefficients of the normalized input images (their range was transformed to $[0, 1]$) obtained using frequency pooling. For the MNIST images, we generated three datasets with frequencies 1–5, 1–6, and 1–7, and for the Fashion MNIST images, we have chosen frequencies 1–7, 1–8, and 1–9.

In general, the entire learning process in this approach is equivalent to regular MLMVN, except that the inputs are the Fourier coefficients of the respective frequencies. However, we also incorporated some improvements. The first improvement is the use of error correction for neuron weights using the self-adaptive learning rule (7). The second improvement is that we calculated the global error of the network (5) as the difference between the desired output and the actual weighted sum, which is equivalent to not using the activation function in the output layer. This approach was first introduced in [74] and allows for improved generalization capability in regular MLMVN. Therefore, the global error of the network is given by:

$$\delta^* = D - z,$$

where $\delta^*$ is the global error, $D$ is the desired output of the neuron, and $z$ is the actual weighted sum of the output neuron.

For our tests, we also applied the batch learning algorithm technique with a batch size of 20,000 samples. At each step, the neural network learned samples from the batch and then moved on to the next batch until all elements of the training dataset were used. A new epoch then started, and these steps were repeated. Additionally, we employed the soft margins technique with a threshold of $\pi/12$. The learning process continued for 200 epochs.

The experimental results for the MNIST dataset are presented in Table 3, and for the Fashion MNIST dataset in Table 4. They demonstrate the high potential of MLMVN as a CNN in the frequency domain and warrant further examination. Our attention was drawn to the fact that all results are nearly the same across different topologies and the
number of frequencies used. It is evident that in most cases, the larger the network, the faster it reaches its peak accuracy, after which further learning becomes redundant. It was established that the reason is similar to that for CNNMVN: the network’s errors decrease during the training process, and the normalization factors in the error-backpropagation process drive these errors towards zero, resulting in minimal changes in neuron weights and a slowdown in learning. Like CNNMVN, this network demonstrates the capability to learn over many epochs without overfitting. Figures 8 and 9 illustrate the stable accuracy rate of the testing dataset during the training process.

**Table 3.** Classification results for MLMVN as a CNN in a frequency domain for MNIST dataset.

<table>
<thead>
<tr>
<th>Topology</th>
<th>Number of Frequencies Used</th>
<th>Epoch When Maximum Accuracy Reached</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>h1024-o10</td>
<td>Images transformed by (1)</td>
<td>199</td>
<td>93.18</td>
</tr>
<tr>
<td>h2048-o10</td>
<td>Images transformed by (1)</td>
<td>190</td>
<td>94.13</td>
</tr>
<tr>
<td>h1024-o10</td>
<td>5</td>
<td>145</td>
<td>97.86</td>
</tr>
<tr>
<td>h2048-o10</td>
<td>5</td>
<td>193</td>
<td>98.11</td>
</tr>
<tr>
<td>h1024-o10</td>
<td>6</td>
<td>183</td>
<td>97.91</td>
</tr>
<tr>
<td>h2048-o10</td>
<td>6</td>
<td>85</td>
<td>98.09</td>
</tr>
<tr>
<td>h1024-o10</td>
<td>7</td>
<td>200</td>
<td>97.78</td>
</tr>
<tr>
<td>h2048-o10</td>
<td>7</td>
<td>157</td>
<td>97.86</td>
</tr>
<tr>
<td>h1024-h2048-o10</td>
<td>5</td>
<td>139</td>
<td>97.18</td>
</tr>
<tr>
<td>h2048-h1024-o10</td>
<td>5</td>
<td>137</td>
<td>96.85</td>
</tr>
<tr>
<td>h2048-h2048-o10</td>
<td>5</td>
<td>45</td>
<td>97.3</td>
</tr>
<tr>
<td>h2048-h3072-o10</td>
<td>5</td>
<td>187</td>
<td>97.58</td>
</tr>
<tr>
<td>h1024-h2048-o10</td>
<td>6</td>
<td>40</td>
<td>97.08</td>
</tr>
<tr>
<td>h2048-h1024-o10</td>
<td>6</td>
<td>124</td>
<td>96.9</td>
</tr>
<tr>
<td>h2048-h2048-o10</td>
<td>6</td>
<td>113</td>
<td>97.41</td>
</tr>
<tr>
<td>h2048-h3072-o10</td>
<td>6</td>
<td>95</td>
<td>97.44</td>
</tr>
<tr>
<td>h1024-h2048-o10</td>
<td>7</td>
<td>25</td>
<td>96.68</td>
</tr>
<tr>
<td>h2048-h1024-o10</td>
<td>7</td>
<td>38</td>
<td>96.66</td>
</tr>
<tr>
<td>h2048-h2048-o10</td>
<td>7</td>
<td>64</td>
<td>96.71</td>
</tr>
<tr>
<td>h2048-h3072-o10</td>
<td>7</td>
<td>65</td>
<td>97.15</td>
</tr>
</tbody>
</table>

**Table 4.** Classification results for MLMVN as a CNN in a frequency domain for Fashion MNIST dataset.

<table>
<thead>
<tr>
<th>Topology</th>
<th>Number of Frequencies Used</th>
<th>Epoch When Maximum Accuracy Reached</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>h2048-o10</td>
<td>Images transformed by (1)</td>
<td>91</td>
<td>87.48</td>
</tr>
<tr>
<td>h3072-o10</td>
<td>Images transformed by (1)</td>
<td>51</td>
<td>87.94</td>
</tr>
<tr>
<td>h2048-o10</td>
<td>7</td>
<td>178</td>
<td>89.81</td>
</tr>
<tr>
<td>h3072-o10</td>
<td>7</td>
<td>118</td>
<td>90</td>
</tr>
<tr>
<td>h2048-o10</td>
<td>8</td>
<td>180</td>
<td>89.85</td>
</tr>
<tr>
<td>h3072-o10</td>
<td>8</td>
<td>165</td>
<td>89.89</td>
</tr>
<tr>
<td>h2048-o10</td>
<td>9</td>
<td>43</td>
<td>89.99</td>
</tr>
<tr>
<td>h3072-o10</td>
<td>9</td>
<td>109</td>
<td>90</td>
</tr>
<tr>
<td>h2048-h3072-o10</td>
<td>7</td>
<td>24</td>
<td>88.87</td>
</tr>
<tr>
<td>h3072-h2048-o10</td>
<td>7</td>
<td>23</td>
<td>88.63</td>
</tr>
<tr>
<td>h2048-h3072-o10</td>
<td>8</td>
<td>81</td>
<td>88.51</td>
</tr>
<tr>
<td>h3072-h2048-o10</td>
<td>8</td>
<td>147</td>
<td>88.19</td>
</tr>
<tr>
<td>h2048-h3072-o10</td>
<td>9</td>
<td>30</td>
<td>88.5</td>
</tr>
<tr>
<td>h3072-h2048-o10</td>
<td>9</td>
<td>60</td>
<td>88.18</td>
</tr>
</tbody>
</table>
Figure 8. MLMVN as a Frequency domain CNN accuracy for MNIST dataset using 1–5, 1–6, 1–7 frequencies and the original image as input.

Figure 9. Accuracy of MLMVN as a frequency-domain CNN for Fashion MNIST dataset using 1–7, 1–8, 1–9 frequencies and the original image as input.
We also conducted another type of testing: strict batch learning. Unlike the first type, here the neural network learns samples from the batch at each step but proceeds to the next batch only after learning all the samples from the current one with the zero learning error—if any samples in the batch produce the error, the same batch is repeated in the next learning step. The batch size was 10,000, and the learning lasted for 100 epochs. Other hyperparameters and normalizations were kept the same as in the first type of testing. This approach yielded results similar to the ones with the default batch learning, but it required significantly more iterations and computational time to complete all epochs. The experimental results are presented in Table 5.

Table 5. Classification results for MLMVN as a CNN in a frequency domain for MNIST and Fashion MNIST datasets with strict batch learning.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Topology</th>
<th>Number of Frequencies Used</th>
<th># of Iteration * When Maximum Accuracy Reached</th>
<th># of Iterations</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>MNIST</td>
<td>h2048-o10</td>
<td>5</td>
<td>3002</td>
<td>3238</td>
<td>98.2</td>
</tr>
<tr>
<td>MNIST</td>
<td>h3072-o10</td>
<td>5</td>
<td>2274</td>
<td>2928</td>
<td>97.93</td>
</tr>
<tr>
<td>Fashion MNIST</td>
<td>h2048-o10</td>
<td>7</td>
<td>4484</td>
<td>5351</td>
<td>89.54</td>
</tr>
<tr>
<td>Fashion MNIST</td>
<td>h3072-o10</td>
<td>7</td>
<td>3719</td>
<td>4435</td>
<td>89.11</td>
</tr>
</tbody>
</table>

* Epochs are replaced by iterations because each epoch is not determined in this type of learning and can take dozens of iterations.

Figures 10 and 11 display the accuracy and RMSE drop for training and testing datasets during the learning process. The spikes we observe correspond to the start of a new iteration with a new batch.

Figure 10. Accuracy of MLMVN as a frequency-domain CNN for MNIST with strict batch learning.
It is interesting to analyze the convolutions performed by CNNMVN in the spatial domain and by MLMVN in the frequency domain. In both networks, these convolutions result from the learning process. By analyzing these convolutions, we can see which details they extract from images to recognize them.

While both networks perform convolutions, these convolutions appear to be quite different from each other. This is illustrated in Figure 12 using one image from the MNIST dataset (class “3”—Figure 12a). CNNMVN creates convolutional kernels that perform high-pass (Figure 12c) and medium-pass filtering (Figure 12b). The latter can be compared to unsharp masking, well known in image processing as a family of filters that distinguish image details. This can clearly be seen from the feature maps resulting from the respective convolutions. We may also conclude that these convolutions are quite similar to the ones performed by kernels in the first convolutional layer of a traditional CNN. MLMVN performs convolution in the frequency domain. Figure 12d depicts an image resulting from frequency-domain downsampling. It was obtained by applying the inverse Fourier transform to the Fourier spectrum of an image where only Fourier coefficients corresponding to frequencies 1–5 were preserved. By taking the inverse Fourier transform from any component-wise product of the downsampled Fourier transform (of an image shown in Figure 12d used as a network input) and a weighting vector, we can obtain a respective convolved image. As this image is complex-valued in general, we extract its magnitude to visualize it. Two of such images are presented in Figure 12e,f. Analyzing these convolved images, we may conclude that frequency-domain convolutions resulting from the learning process likely extract structural components from images, breaking them down into respective structures. Each convolutional kernel in the frequency domain resulting from the learning process becomes responsible for extracting structural elements that appear to be useful for recognition due to the network’s self-organization based on its learning process. It is also possible to conclude that these convolutions are similar to the...
ones extracting high-level features in traditional CNNs and performed in the second and further convolutional layers (if any).

![Figure 12. Comparison of an original image (a) with the frequency-domain downsampled image (d), and results of spatial-domain convolutions performed by CNNMVN (b,c) compared with those of frequency-domain convolutions performed by MLMVN (e,f). Figure description: (a) Original image; (b) After convolution with the 7th kernel; (c) After convolution with the 26th kernel; (d) Original image after frequency-domain downsampling (frequencies 1–5 were used) and inverse Fourier transform; (e) After convolution with the 221st kernel; (f) After convolution with the 366th kernel.](image)

5.4. Comparison of the Capabilities of CNNMVN and MLMVN as a Frequency-Domain CNN with Those of Other Networks

As mentioned above, our goal was to test the “pure” image recognition capabilities of both networks used in this paper. Thus, we intentionally did not apply any kind of preprocessing to the images used for learning and testing. Additionally, in all our experiments, we intentionally used the simplest possible network topologies to test the “pure” image recognition capabilities of both networks.

Several researchers have published works reporting formally better recognition rates for the same two image datasets used here. However, these results were obtained after various kinds of preprocessing were applied to the images and using networks with more complicated topologies (more convolutional layers, more kernels, and more hidden layers in the fully connected part of a respective CNN). For example, the best result for the MNIST dataset (99.87%) was reported in [78], but an incomparably more complicated network was used (an ensemble of three CNNs with $3 \times 3$, $5 \times 5$, and $7 \times 7$ convolutional kernels) in conjunction with sophisticated data preprocessing (data augmentation consisting of rotation and translation). Data augmentation, training data expansion, and elastic distortions [79]
are typical preprocessing methods that improve results. We intentionally did not use these methods as our goal was to test the network’s generalization and recognition capabilities as they are. To obtain a higher classification rate using a regular real-valued CNN without data preprocessing, a larger network with some more sophisticated learning techniques (like dropout and various kinds of optimization) should be used. This is shown, for example, in [80], where to reach 98.96% classification accuracy on the MNIST dataset, a CNN with two convolutional layers containing 64 kernels each along with modified learning algorithm has been used.

We also want to mention the result reported for the MNIST dataset in [81] (98.4% recognition accuracy). Our results obtained using MLMVN as a frequency-domain CNN are comparable. A regular MLP with a single hidden layer containing 800 neurons was used in [81], and we employed MLMVN with a single hidden layer with various numbers of neurons there. However, an entire $28 \times 28$ image was used as a network input in [81] (that is, 784 inputs were used), while we used Fourier coefficients corresponding to the first five to seven frequencies as an input. That is, we employed between 60 inputs (five frequencies) and 112 inputs (seven frequencies)—fewer inputs than in [81] by an order of magnitude.

Our results for the Fashion MNIST dataset are also comparable to the results reported by other authors. In [80], 89.65% accuracy is reported for an ordinal feedforward network, but with an optimizer. A CNN with two convolutional layers containing 64 kernels each along with modified learning algorithm makes it possible to reach 92.76% accuracy [80]. To obtain better results, a CNN with multiple convolutional layers and/or data preprocessing should be used [80,82]. The use of hierarchical CNNs [34] (that is, the use of a significantly more sophisticated technique) may also boost classification accuracy for the Fashion MNIST dataset [82].

Hence, we may conclude that our simulation results are comparable to those obtained by other authors. Moreover, our approach has potential that is yet to be discovered—if more sophisticated network topologies, various kinds of preprocessing, and adaptive modified learning techniques are used.

6. Conclusions and Future Work

Thus, in this paper, we considered image recognition employing a complex-valued convolutional neural network with multi-valued neurons (CNNMVN) as a spatial-domain convolutional neural network and a multilayer neural network with multi-valued neurons (MLMVN) as a frequency-domain convolutional neural network.

We derived the error-backpropagation rule for CNNMVN. We considered in detail how a frequency-domain convolution can be utilized using MLMVN and suggested using frequency-domain downsampling as an analogue of pooling in the spatial domain.

It was shown that both neural networks can be used for image recognition. Their capabilities were tested using two classical image datasets—MNIST and Fashion MNIST. Our intention was to test both networks using images as they are, without any kind of preprocessing. This allowed us to examine the actual recognition capability of both presented approaches.

Future work will focus on further investigation of the custom normalization for CNNMVN and the investigation of networks with multiple convolutional layers. Additionally, both approaches should be tested on other popular datasets such as CIFAR-10 and CIFAR-100. It would also be interesting to test how preprocessing data techniques may improve the network’s generalization capabilities and recognition rate.

**Author Contributions:** Conceptualization, I.A.; methodology, I.A. and A.V.; software, A.V.; validation, I.A. and A.V.; formal analysis, I.A. and A.V.; investigation, I.A. and A.V.; data curation, I.A. and A.V.; writing—original draft preparation, A.V.; writing—review and editing, I.A. and A.V.; visualization, A.V. All authors have read and agreed to the published version of the manuscript.

**Funding:** This research received no external funding.
Data Availability Statement: Data and software used in the simulation experiments should be shared through the links provided in the final version of the paper submitted for publication.

Acknowledgments: Most of the computational experiments were performed using the facilities of the Kakos Center for Scientific Computing at Kakos School of Arts and Science, Manhattan College, Riverdale, NY, USA.

Conflicts of Interest: The authors declare no conflicts of interest.

References


30. Park, S.-S.; Chung, K.-S. CENNA: Cost-Effective Neural Network Accelerator. Electronics 2020, 9, 134. [CrossRef]


40. Boonsatat, N.; Rajendra, S.; Lim, C.P.; Jirawattanapanit, A.; Mohandas, P. New Adaptive Finite-Time Cluster Synchronization of Neutral-Type Complex-Valued Coupled Neural Networks with Mixed Time Delays. Fractal Fract 2022, 6, 515. [CrossRef] [PubMed]


60. Aizenberg, I.; Moraga, C. Multilayer Feedforward Neural Network Based on Multi-Valued Neurons (MLMVN) and a Backpropagation Learning Algorithm. *Soft Comput.* 2007, 11, 169–183. [CrossRef]


68. Lin, J.; Ma, L.; Cui, J. A Frequency-Domain Convolutional Neural Network Architecture Based on the Frequency-Domain Randomized Offset Rectified Linear Unit and Frequency-Domain Chunk Max Pooling Method. *IEEE Access* 2020, 8, 98126–98155. [CrossRef]


Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to people or property resulting from any ideas, methods, instructions or products referred to in the content.