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Abstract: Text simplification reduces the complexity of text while preserving essential information,
thus making it more accessible to a broad range of readers, including individuals with cognitive
disorders, non-native speakers, children, and the general public. In this paper, we present experiments
on text simplification for the Lithuanian language, aiming to simplify administrative texts to a Plain
Language level. We fine-tuned mT5 and mBART models for this task and evaluated the effectiveness
of ChatGPT as well. We assessed simplification results via both quantitative metrics and qualitative
evaluation. Our findings indicated that mBART performed the best as it achieved the best scores
across all evaluation metrics. The qualitative analysis further supported these findings. ChatGPT
experiments showed that it responded quite well to a short and simple prompt to simplify the given
text; however, it ignored most of the rules given in a more elaborate prompt. Finally, our analysis
revealed that BERTScore and ROUGE aligned moderately well with human evaluations, while BLEU
and readability scores indicated lower or even negative correlations.

Keywords: text simplification; Lithuanian; transformers; fine-tuning; mT5; mBART; ChatGPT

1. Introduction

Text simplification reduces the vocabulary and syntactic complexity of a text while
maintaining its essential information. This is particularly important for enhancing the ac-
cessibility of information for individuals with cognitive disorders, non-native speakers, and
children [1]. Additionally, text simplification, among other use cases, is vital for improving
comprehension among the general public in the context of legal and administrative texts.
Such texts often serve as communication means between institutions and target audiences
with different reading skills [2].

In this paper, we present our experiments on text simplification for the Lithuanian
language, focusing on the administrative (clerical) style. Public authorities often employ
quasi-legal language to communicate with the general public, which can be ineffective in
relaying information to non-experts [2]. Consequently, these texts can be challenging to
comprehend for individuals without expertise in the relevant field. While the websites of
public administration institutions aim to disseminate information of public interest, there
is often a gap between the intended purpose of these texts and how they reach the target
audience. Text simplification can bridge this gap as its task is to transform complex natural
language into a simpler form, including vocabulary, sentence structure, and other relevant
features, at the same time maintaining the essential content of the original text.

Governmental institutions currently make an effort in many countries to adopt the
concept of Plain Language in written communications intended for the general public. Plain
Language is defined as communication that is clear in wording, structure, and design so
that the intended audience easily finds, understands, and uses the necessary information [3],
without the need for specialized training and/or expertise in a particular field (e.g., legal,
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medicine, etc.) [4]. Therefore, our experiments aim to simplify Lithuanian administrative
texts to a level that corresponds with the principles of Plain Language.

For our experiments, we selected mT5 and mBART as the base models, which we
fine-tuned to develop text simplification models for Lithuanian texts. We also assessed the
performance of the ChatGPT (GPT-4o) for this task. These models were chosen due to their
support for the Lithuanian language, as not many large language models have adequate
support for lower-resource languages.

In our approach to text simplification, we integrate both lexical and syntactic simplifi-
cation, simultaneously simplifying sentence structures and replacing complex words or
phrases with simpler, more common ones.

The rest of the paper is structured as follows: in Section 2 we briefly introduce related
work, in Section 3 we describe the data, in Section 4 we describe methods we used in our
experiments, in Section 5 we describe our experimental setup, in Section 6 we report the
results, in Section 7 we discuss the results, and in Section 8 we end this paper with our
conclusions.

2. Related Work

Text simplification has advanced significantly in recent years, evolving from rule-based
methods (e.g., [5,6]) to data-driven approaches (e.g., [7,8]). These techniques encompass
various strategies for simplification, including lexical and syntactic simplification, while
taking into consideration different aspects of text complexity. Lexical simplification focuses
on simplifying the vocabulary of the text by substituting complex words with easier-
to-understand alternatives. This approach generally involves several sub-tasks, such as
identifying difficult words, then selecting appropriate replacements, refining and ranking
them by simplicity [9]. These tasks employ techniques that range from using simple
synonym dictionaries [10] to employing machine learning [11] and deep learning models
like LSBERT [12].

Meanwhile, syntactic simplification aims to improve text’s readability by modifying
syntactic structures, such as converting passive constructions into active ones or reducing
the number of clauses. As with lexical simplification, syntactic simplification methods vary
from rule-based approaches to data-driven ones. The former ones involve parsing sentences,
identifying complex structures, applying rewrite rules, and post-processing [13]. Data-
driven methods employ statistical or neural machine learning models, such as statistical
machine translation [14].

Neural Machine Translation (NMT) has become popular for text simplification, treating
text simplification task as a translation problem, i.e., translating complex text into its simpler
equivalent (e.g., [15,16]). This approach has been applied for text simplification in low-
resource scenarios, such as in [17–19].

Text simplification can also be framed as a text generation task, where sequence-to-
sequence models have been applied for this purpose [20–23]. The Transformer architecture
has been particularly successful in text simplification as it processes entire input sequences
to extract essential information (e.g., [24,25]). Furthermore, large language models (LLMs)
are now able to generate simplified texts that avoid complex and linked sentences [26,27].

Recent studies have highlighted the potential of these models to simplify texts through
various techniques, such as specifying the desired reading grade level [28] or directly
indicating necessary simplification operations [29]. To name a few, the BERT model has
been employed for lexical simplification [30], text simplification via monolingual machine
translation [31], and hybrid text simplification approaches [21]. Similarly, the T5 model
has been used for controllable text simplification [32,33] and for simplification in low-
resource scenarios [34,35]. Also, BART has been applied to the tasks of controllable text
simplification [32], as well as paragraph- [36] and document-level simplification [37].

Among the various LLMs, GPT models have gained particular attention, especially in
low-resource scenarios [38–40]. In such cases, ChatGPT has demonstrated a potential in
simplifying texts [41,42]. However, evaluations of ChatGPT’s performance indicate that
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while it simplifies text effectively, it may omit relevant information [43] and lack the depth
and accuracy of human experts [44]. Nevertheless, when additional context is provided,
ChatGPT may simplify complex texts effectively [45] and provide most of the factually
correct information [26].

Some of the latest models and approaches for text simplification include SIMSUM,
designed for automated document-level simplification [46], SimpleBART, which employs
a specific pre-training strategy for this task [27], and KGSimple, which applies an unsu-
pervised approach that leverages knowledge graphs to generate compressed text [47], to
name a few. Also, instruction-based fine-tuning has been used for text simplification, where
pre-trained models are designed to take instructions in natural language, specifying the
characteristics the simplified text should enlist [48–50]. In addition to general text sim-
plification, domain-specific models have been developed for fields such as medicine [51],
law [52], and texts of specific genres [40].

Despite significant developments in text simplification, challenges remain, particularly
in low-resource scenarios [53]. Using summarization data to enhance simplification models
in such cases is among the proposed solutions [53]. Furthermore, domain-specific simplifi-
cation may result in lower-quality outputs, as seen in medical text simplification [54,55].
Moreover, the challenge of ensuring factual accuracy remains critical [36,54]. Models fail
to perform simplifications effectively by omitting important information and struggling
with information addition [56]. Text simplification sometimes compromises important
content [57], while sentence-level simplifications may disrupt document-level discourse
structure [58].

Simplified texts can improve reading comprehension [59]; however, existing methods
often overlook the complexity of individual inputs which results in simplifications that
need improvements and corrections [29]. Also, existing text simplification systems tend
to ignore context during simplification, which results in outcomes that are difficult to
control [60]. Therefore, issues related to cultural and commonsense knowledge also persist,
which highlights the need for further research [61].

In this paper, we present experiments in simplifying Lithuanian administrative texts to
a Plain Language level [4], aiming to make them more accessible to the general public. We
employ several automatic evaluation metrics and perform qualitative analysis to provide a
more balanced assessment of automatic simplification.

3. Data
3.1. Data for Fine-Tuning

To explore the effect of data in terms of model performance, we used two datasets, see
Table 1:

• Parallel Corpus 1—a dataset where each original sentence had one simplified equivalent;
• Parallel Corpus 2—a dataset where Parallel Corpus 1 was complemented with addi-

tional sentences, and part of them had more than one simplified equivalent (two to
three), following such text simplification corpora as SimPA [62] and Human Simplifi-
cation with Sentence Fusion Data Set (HSSF) [63].

Table 1. Basic statistics of corpora.

Parallel Corpus 1 Parallel Corpus 2

Original
Sentences

Simplified
Sentences

Original
Sentences

Simplified
Sentences

Number of sentences 2142 2521 3123 2999

Number of words 36,404 34,702 64,936 52,382

Average sentence length 14.75 12.43 16.97 13.53
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Simplification guidelines. We aim at simplifying Lithuanian administrative texts to a
Plain Language level [4] to make them more easily understood by the general public. There-
fore, lexical and syntactic simplification rules that were applied in preparing our Parallel
Corpus 1 and Parallel Corpus 2 were mainly derived from cross-linguistic Plain Language
principles [64,65]. Also, where applicable, we took into account text simplification rules
from languages with similar grammatical structures to Lithuanian [66,67]. Additionally,
we formulated Lithuanian-specific rules, particularly for handling participles. Therefore,
guidelines for Plain Lithuanian feature three levels of simplification operations and can be
summarized as follows:

1. Paragraph-level simplification. There are two main rules in this group:

(a) Sentence shortening: sentences longer than 12 words should be divided into
smaller units, preferably by converting embedded relative clauses into inde-
pendent sentences.

(b) List creation: If there are more than two coordinated elements (object or subject
noun phrases, clauses, etc.) with a homogenous function in a sentence, they
should be transformed into vertical lists.

2. Lexical-level simplification. There are three main rules:

(a) Prioritizing the use of more frequent synonyms, as determined by the Lithua-
nian frequency dictionary [68], disregarding conventional formal register re-
quirements.

(b) Avoiding metaphors and uncommon acronyms.
(c) Defining obscure terms in separate sentences.

3. Syntactic-level simplification. Key simplification strategies include:

(a) Transforming passive voice constructions into active voice.
(b) Replacing active participle and gerund constructions with relative clauses.
(c) Minimizing the use of nominalizations.
(d) Favoring affirmative sentences over negations.
(e) Introducing demonstrative pronouns and determiners to enhance clarity where

appropriate.

Parallel Corpus 1. This dataset comprises 2142 entries with two columns, where the
first column contains original sentences or text fragments, equivalent to sentences, while
the second column contains manually simplified versions of the corresponding original
content. The original sentences were collected manually from a series of Lithuanian public
institutions’ websites, selected with the aim to capture a variety of topics (healthcare,
security, immigration, social services, etc.). All data were simplified by four experts
according to guidelines of a simplified version of the language, intended for non-specialists
(general public) [11] and described above.

The data sources for this dataset were various Lithuanian governmental and non-
governmental public institution websites that provide information on services such as
social benefits, migration, utilities, copyright, and other issues. The data preparation
process involved dividing the texts into sentences or sentence-equivalent text fragments
(e.g., clauses) and simplifying them manually following the above-mentioned simplification
guidelines.

Parallel Corpus 2. This dataset constitutes 3123 entries, having the same structure
of two columns as Parallel Corpus 1. Also, 2142 entries of the latter corpus have been
complemented with 981 additional entries. Out of them, ∼700 entries have two–three sim-
plified sentences for one original one. All data were simplified by four experts according to
defined simplification guidelines to simplify these sentences to the level of Plain Lithuanian.
As with Parallel Corpus 1, all the original sentences were gathered from various Lithuanian
governmental and non-governmental public institution websites.
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3.2. Data for Testing

For testing, we used 554 sentence pairs not included in the Parallel Corpus 1 and
2. Governmental and non-governmental public institution websites were used as data
sources. We compiled this set following diversity criteria in terms of topics covered as well
as different levels of sentence complexity. This dataset has been prepared following the
same guidelines and procedures as the data for fine-tuning.

4. Methods
4.1. mT5

We used the mT5 model, a multilingual variant of the T5 (Text-to-Text Transfer Trans-
former) model developed by Google [69], which reframes all language processing tasks as
text generation problems. Key principles of the T5 model, which mT5 closely follows [70],
include:

1. Unified text-to-text framework: T5 treats all NLP tasks as a text generation problem,
so this approach simplifies the architecture and allows for flexibility;

2. Pre-training on a diverse corpus: T5 is pre-trained on the C4 (Colossal Clean Crawled
Corpus) [71], which provides a broad understanding of language and context;

3. Encoder–Decoder architecture: Following the original Transformer model [72], T5
employs an encoder–decoder architecture, where the encoder is used for creating
contextual representations, which the decoder then uses to generate the output;

4. Fine-tuning for specific tasks: While T5 is pre-trained on general corpora, it can be
fine-tuned for specific tasks or languages.

To pre-train the mT5 model, the authors introduced a multilingual variant of the C4
dataset called mC4, which comprises textual data in 101 languages, among them Lithuanian
as well. These data were drawn from the public Common Crawl web scrape. Being pre-
trained on multilingual data made mT5 model particularly suitable for less-resourced
languages [70], such as Lithuanian.

4.2. mBART

In our experiments, we employed mBART, an extension of the BART (Bidirectional and
Auto-Regressive Transformers) model. mBART’s architecture combines an auto-encoder
and auto-regressive components to enhance language understanding and generation [73].
While mBART has been initially designed for machine translation, due to its versatility, it
is well-suited for text simplification tasks as well. The main strength of mBART lies in its
pre-training methodology:

1. Denoising Auto-Encoder: mBART functions as a denoising auto-encoder, which
uses a sequence-to-sequence framework for multilingual training through full-text
denoising;

2. Multilingual Corpus: The model was pre-trained on CC25, which is a subset of
the Common Crawl (CC) corpus that comprises 25 languages from diverse language
families, among them Lithuanian as well [74].

Lithuanian is less well supported in large language models, so it is not a trivial task
to find a model with adequate handling of this language. Therefore, while the Lithuanian
language representation was relatively small in the mBART pre-training dataset (only
1835 tokens within a 13.7-gigabyte corpus [75]), it contributes to its ability to handle this
less-resourced language.

4.3. ChatGPT

ChatGPT is a variant of the GPT (Generative Pre-trained Transformer) family, which
itself is part of a broader class of models using Transformer architectures [76]. This design is
fundamentally built on self-attention mechanisms that allow the model to process words in
context to one another across a sentence or document [72,77]. We tested ChatGPT (GPT-4o)
for Lithuanian text simplification to explore a low-resource scenario.
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For this purpose, we used ChatGPT in its standard, as-is configuration available
via OpenAI’s browser interface. Even though the model did not specifically target the
Lithuanian language and its structures, ChatGPT held enough multilingual context for
general text manipulation tasks in Lithuanian.

4.4. Evaluation
4.4.1. Metrics

We employed a set of evaluation metrics to assess text simplifications performed by
our text simplification models. These metrics provide a quantitative evaluation of the
results:

1. BLEU (Bilingual Evaluation Understudy) Score measures the n-gram overlap be-
tween the simplified output and reference sentences. BLEU scores range from 0 to 1,
where higher scores indicate greater proximity to the reference [78].

2. ROUGE (Recall-Oriented Understudy for Gisting Evaluation) Score assesses n-
gram overlap between simplified and reference texts, with scores between 0 (no
overlap) and 1 (perfect overlap) [79]. We employed three ROUGE variants:

(a) ROUGE-1: Unigram overlap;
(b) ROUGE-2: Bigram overlap;
(c) ROUGE-L: Longest Common Subsequence overlap.

We used ROUGE to assess model performance during fine-tuning and to evaluate the
automatically simplified sentences.

3. SARI (System Aggregated Referenceless Evaluation Metric) was developed specifi-
cally for text simplification tasks and evaluates simplified sentences by considering
words kept, added, and deleted during simplification [80]. SARI scores range between
0 and 100, where higher values indicate better performance. Studies have shown that
SARI correlates well with human judgments [81,82].

4. BERTscore leverages pre-trained contextual embeddings from BERT to identify
similarities between candidate and reference phrases. BERTscore correlates well with
human evaluation [83].

5. LIX is a readability metric that combines word and sentence factors in its formula,
i.e., it considers the percentage of longer words (>6 characters) and average words
per sentence. LIX scores are interpreted as follows [84,85]: 60—very difficult text,
≤40—universal readability, 20—very easy text.

6. RIX is a simplified version of LIX. For universal readability, a RIX score of 8 or below
is recommended [85].

7. SacreBLEU is a variant of BLEU. It offers a standardized way to calculate scores,
which facilitates more consistent model comparisons [86]. We utilized this metric to
monitor model performance during the fine-tuning process.

4.4.2. Qualitative Evaluation

To complement quantitative metrics, we conducted a qualitative evaluation of text
simplification outputs, using three popular criteria: simplicity, meaning retention, and
grammaticality [87,88]:

1. Simplicity: determining whether the simplified text is less complex than the original
one [89].

2. Meaning retention (adequacy): evaluating the extent the original semantics is
retained after simplification.

3. Grammaticality (fluency): assessing whether the simplified text remains grammatical
and understandable.

These criteria allow for an evaluation of simplification quality without requiring
reference data.

Two experts independently assessed the simplified sentences generated by our models.
They rated each sentence on a scale of 1 to 5 for each of the three criteria. To address the hier-
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archy of importance among these criteria (Simplicity > Meaning Retention > Grammaticality),
we implemented the following rules:

1. If a simplified sentence receives a score of 1 for simplicity, it automatically receives
a score of 1 for meaning retention and grammaticality, regardless of scores for other
criteria.

2. If a simplified sentence scores higher than 1 for simplicity but receives a 1 for meaning
retention, its grammaticality score is automatically set to 1.

This hierarchy of criteria was designed to prevent paradoxical situations where models
might be inadvertently rewarded for merely replicating the original content or penalized
for attempting simplification although with some errors.

5. Experimental Setup

This study explores text simplification for the Lithuanian language using two pre-
trained models: mT5 and mBART. Both models were directly fine-tuned using a dataset
of complex (original) and simplified Lithuanian sentences curated by linguists. The fine-
tuning process consisted of eight epochs for the mBART model and sixteen epochs for
the mT5 model, enabling us to monitor the progression and improvements in the models’
performance throughout the training.

5.1. Fine-Tuning Process

The fine-tuning focused on the following key aspects:

1. Hyperparameters. Based on our previous research, we selected the hyperparameters
that provided the best results. We explored the effects of varying batch sizes and
learning rates in earlier experiments.

2. Data Augmentation. We assessed the impact of using the initial dataset (Parallel
Corpus 1) versus the updated (augmented) dataset (Parallel Corpus 2) on the fine-
tuning results for both models—mT5 and mBART.

The parameter configuration was selected based on the best performance observed
in the previous fine-tuning iterations. For mBART, a batch size of 4 and a learning rate of
1e−4 were chosen, while for mT5, a batch size of 2 and a learning rate of 1e−4 were used.
Given that mT5 showed better performance with more epochs, the number of epochs was
increased from 8 to 16.

By systematically varying these hyperparameters, we aimed to identify the optimal
settings that maximize model performance for the text simplification task. This approach
allowed us to evaluate the impact of fine-tuning strategies and data augmentation on the
quality and desired readability level (plain language) of the simplified texts generated by
the mT5 and mBART models.

5.2. Models and Evaluation

The pre-trained mT5 and mBART models were fine-tuned on Parallel Corpus 1 and
Parallel Corpus 2 separately, maintaining their encoder–decoder architecture to accommo-
date the language’s nuances. In addition, we included ChatGPT in our study by adding
simplification rules from our simplification guidelines to the prompt to test its text simplifi-
cation capabilities in Lithuanian. It should be noted that ChatGPT has not been fine-tuned for
this task.

We assessed all our models using selected metrics to compare their ability to sim-
plify text while preserving the original meaning and intent. This extended evaluation
provided insights into the effectiveness of each model in generating high-quality simplified
Lithuanian text.
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6. Results
6.1. Automatic Evaluation
6.1.1. Fine-Tuning of mBART and mT5

During the fine-tuning process of the mBART model, we evaluated the impact of
two different data strategies on model performance. The initial dataset (Parallel Corpus 1)
consisted of data where the original sentence had one simplified equivalent. We divided it
into training and test sets. In contrast, the updated dataset (Parallel Corpus 2) included
data where the original sentence had more than one simplified equivalent and was divided
into training, validation, and test sets.

The performance of the model during fine-tuning was monitored using SacreBLEU,
ROUGE-1, ROUGE-2, and ROUGE-L metrics across multiple epochs. The results are
depicted in Figure 1. SacreBLEU scores, see Figure 1a, show that the model trained on the
initial data (Parallel Corpus 1) achieved a higher and more stable performance throughout
the epochs compared to the model trained on the updated data (Parallel Corpus 2). The
initial data strategy led to faster convergence and higher final scores, which indicated more
effective learning and better generalization on the test set.

(a) (b)

(c) (d)

Figure 1. Comparison of evaluation metrics for mBART. (a) SacreBLEU Score (b) Rougel score
(c) Rouge1 Score (d) Rouge2 Score.

The ROUGE-L scores, see Figure 1b, follow a similar pattern. The strategy of fine-
tuning the model on Parallel Corpus 1 resulted in higher and more consistent scores over
the epochs. The augmented and restructured data (Parallel Corpus 2) caused an initial drop
in performance, followed by a gradual improvement, but it did not surpass the performance
achieved with Parallel Corpus 1 data. ROUGE-1 and ROUGE-2 scores, see Figure 1c and
Figure 1d, respectively, also reflect this trend. The initial sharp decline in the scores of the
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updated data model indicates that data augmentation and the new training–validation
split might have introduced complexity that the model struggled to learn initially.

Similarly, in Figure 2 we can see a similar trend for the mT5 model, which reinforces
the fine-tuning pattern observed in mBART, where the model fine-tuned on Parallel Corpus
1 achieved higher and more stable performance in comparison to the model fine-tuned on
the updated dataset.

(a) (b)

(c) (d)

Figure 2. Comparison of evaluation metrics for mT5. (a) SacreBLEU Score (b) Rougel score (c) Rouge1
Score (d) Rouge2 Score.

In conclusion, while data augmentation and the introduction of a validation set
are common strategies to improve model robustness and performance, in this case, the
initial data without augmentation provided better results. This suggests that the quality and
distribution of the original training data were sufficient to achieve high performance, and the
additional complexity introduced by data augmentation did not lead to improved outcomes in this
scenario.

6.1.2. Text Simplification by Fine-Tuned mT5 and mBART

The results of the simplification of Lithuanian administrative texts by mBART and
mT5 models are summarized in Table 2. The performance of both models was evaluated
using various metrics, including BLEU, SARI, BERTScore, ROUGE, and readability indices
such as LIX and RIX. For testing our models, we used our test dataset (see Section 3.)
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Table 2. Comparison of mBART and mT5 models for text simplification in Lithuanian language.

Metric New mBART * New mT5 * Old mBART * Old mT5 *

BLEU 0.2688 0.1592 0.4196 0.1650
SARI 57.2374 54.1182 72.9781 56.0943
BERTScore 0.8633 0.8342 0.9155 0.8498
ROUGE-1 0.6396 0.5931 0.7797 0.6205
ROUGE-2 0.4703 0.4323 0.6753 0.4652
ROUGE-L 0.5993 0.5593 0.7555 0.5875
Original Sentence LIX 76.3475 76.3475 76.3475 76.3475
Original Sentence RIX 9.8409 9.8409 9.8409 9.8409
Human Simplified LIX 68.2252 68.2252 68.2252 68.2252
Human Simplified RIX 7.6104 7.6104 7.6104 7.6104
Model Simplified LIX 69.7718 82.5804 70.2625 81.1109
Model Simplified RIX 7.9385 15.1725 8.1929 12.5187
* New mBART and mT5 were fine-tuned on Parallel Corpus 2, old mBART and mT5 were fine-tuned on Parallel
Corpus 1.

The BLEU score, which measures the similarity between the model output and the
reference text in terms of n-gram overlap, was higher for the old mBART (0.4196), fine-
tuned on Parallel Corpus 1, compared to the new mBART (0.2688) and both versions of
mT5, indicating that the old mBART, n-gram wise, produced outputs more closely aligned
with n-grams in the reference simplifications.

SARI, another metric that we used to evaluate the quality of text simplification, was
also higher for the old mBART model (72.9781) compared to the new mBART model
(57.2374) and both versions of mT5. This suggests that the old mBART was more effective
in simplifying the text in terms of words kept, added, and deleted during simplification.
Following this tendency, old mBART achieved the highest score of BERTscore as well,
outperforming the other three models. This further supports the conclusion that the old
mBART generates outputs that are semantically closer to the reference.

ROUGE metrics, which measure the overlap of n-grams between the model outputs
and reference texts, were consistently higher for the old mBART across all ROUGE variants:
ROUGE-1 (0.7797), ROUGE-2 (0.6753), and ROUGE-L (0.7555). This demonstrates the old
mBART’s better performance in capturing the relevant information from the source text.

In terms of readability, the Original Sentence LIX and RIX scores, calculated for original
sentences in both datasets (Parallel Corpus 1 and Parallel Corpus 2) separately, were
identical for both models (76.3475 and 9.8409, respectively), reflecting the complexity
of the input text. Meanwhile, the Human Simplified LIX and RIX scores, calculated for
simplifications made by experts, were significantly lower (68.2252 and 7.6104), indicating
that the simplified texts were easier to read and understand. Although according to the
LIX score, expert simplified sentences still fell into the category of difficult text, the RIX
score showed that these sentences approached the universal readability level.

The Model Simplified LIX and RIX scores revealed differences in readability in terms
of outputs produced by our models. The new mBART achieved a LIX score of 69.7718 and
a RIX score of 7.9385, which are closer to the Human Simplified scores, indicating better
readability compared to the old mBART, which scored 70.2625 for LIX and 8.1929 for RIX. In
contrast, the new mT5’s scores were higher (82.5804 for LIX and 15.1725 for RIX), suggesting
that its outputs were less simplified and more complex. The old mT5 had better readability
scores compared to the new mT5, with scores of 81.1109 for LIX and 12.5187 for RIX.

Overall, the results indicate that old mBART outperforms new mBART and both versions of
mT5 in most metrics for simplification of Lithuanian administrative texts, providing outputs that
are more accurate, semantically more similar to reference sentences, and easier to read. However,
the new mBART shows improved readability over the old mBART in terms of LIX and RIX scores.
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6.2. Qualitative Evaluation
6.2.1. mT5 and mBART

To assess the results of the mT5 and mBART text simplification models, two linguists,
familiar with Plain Lithuanian, independently evaluated n = 554 model-simplified sen-
tences, comparing them to the original ones in the test set, according to three criteria,
indicated in Table 4. To assess evaluators’ agreement in assigning their scores, inter-rater
reliability has been evaluated via Cohen’s Kappa scores [90].

As Table 3 shows, while the criteria of meaning retention and grammaticality demon-
strate a fair agreement between the two raters, simplicity, i.e., how well the sentence that has
been simplified by mT5 and mBART models correspond to Plain Lithuanian, only shows
very slight inter-rater reliability. The raters discussed all the criteria and the approximate
significance of each 1 to 5 score before rating the simplified sentences; however, it seems that
while it is fairly straightforward to agree on whether the sentence is grammatical, whether
the meaning is retained, and whether it is simpler than the original, assigning a uniform rank
from 1 to 5 for simplicity generated more discrepancy. Plain Lithuanian is a new language
variety even for the experts, who are very familiar with the Plain Language rules.

Table 3. Cohen’s Kappa scores.

Criterion Score

Simplicity 0.1006

Meaning retention 0.3035

Grammaticality 0.3338

Regarding the results of the qualitative assessment, Table 4 shows that mBART scored
consistently better on all three criteria. A closer qualitative analysis revealed that both
models did comparatively well with shorter sentences to simplify, but differed considerably
in their treatment of long sentences, which are characteristic of the Lithuanian formal and
administrative language registers [91]. Notably, mT5 at times did not do well with longer
passages, as it had a tendency to output nonsensical repetitions of words instead of coherent
sentences or deleting whole passages from the original text, instead of transforming them
into new shorter sentences. This lowered its scores considerably on all three criteria.

Table 4. Qualitative evaluation scores (averages).

Simplicity Meaning Retention Grammaticality

mT5 2.67 3.16 3.33

mBART 2.80 3.72 3.88

According to evaluation results, both models scored better on meaning retention and
grammaticality than on simplification. This resulted in sentences that were only slightly
simplified, while some elements were left unaltered that were in need of simplification.
Such partly performed simplifications were assigned a simplicity score of 2. These unaltered
or mostly unaltered sentences were, naturally, grammatically correct and retained the full
meaning of the original sentence, resulting in scores of 5.

However, the raters noticed that both models had learned certain linguistic structures,
most characteristic of Plain Lithuanian, such as adding subject and possessive pronouns as well
as demonstratives and transforming the passive voice into the active voice. The latter may pose
problems with subject identification if the original sentence in passive did not include an
oblique agent phrase, but it did not turn out to be a frequent issue, as in most cases, adding
a first-person plural pronoun in subject position was sufficient. Finally, mBART especially
managed quite well to transform participial clauses into relative clauses with finite verbs.
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On the downside, there were very few sentences that got full scores of 5-5-5. Thus, the
models may need more and/or more diverse training data, before they can be considered reliable.

6.2.2. ChatGPT

To test out ChatGPT (GPT-4o) for simplification of Lithuanian administrative texts, we
created a prompt by providing it with a list of 18 Plain Lithuanian rules, each followed by a
few example pairs of sentences (original and simplified according to the given rule).

The rules provided clear indications on what syntactic structures and lexical elements
should be replaced, and with what, as well as how sentences should be split (if they exceed
a certain number of words when there are embedded relative clauses). However, our
experiment showed that, while ChatGPT responded quite well to a simple and short prompt
to simplify the given text without any further elaboration on what the simplification entails,
it ignored most of the rules given in a more elaborate prompt created for our purposes.
ChatGPT struggled to follow complex text simplification rules for several reasons, including
unequal amount of training data in the different languages, the fact that the main language
of training was English. English is an analytical language, while Lithuanian is a synthetic
language; thus, they are very different in terms of their grammatical structures and the
intrinsic structural constraints, among others.

As our Plain Language guidelines provided indications on grammatical structures
of Lithuanian, it soon turned out that ChatGPT ignored them completely. While the basic
concepts of English grammar do not pose any problems to ChatGPT, the same notion
cannot be applied to Lithuanian. For example, ChatGPT could not correctly recognize
the passive voice in Lithuanian, let alone transform it into the active voice. This might be
related to a general lack of resources for Lithuanian. Related studies showed that with
minority languages, ChatGPT’s metalinguistic awareness is doubtful [92].

Hence, ChatGPT could be used for non-professional purposes to summarize or simplify a
variety of texts, but our experiment shows that it is not reliable enough to use for the simplification
of administrative texts, if these texts are to be published on public institution websites.

6.3. Correlation

To evaluate the effectiveness of our mBART and mT5 models in simplifying Lithuanian
text, we used a combination of automatic metrics and human assessments. Spearman’s
rank correlation coefficient was particularly appropriate for our analysis compared to other
correlation measures, such as Pearson’s correlation, because it does not assume a linear
relationship between variables, making it well-suited for handling our ordinal human
evaluation scores. Additionally, it is less sensitive to outliers, which is beneficial given the
inherent variability in human judgments [93].

Spearman correlation coefficients between automatic evaluation metrics and human
scores (Figure 3) across three dimensions of text simplification (simplicity, meaning reten-
tion, and grammaticality). In both heatmaps, warmer colors indicate stronger positive
correlations, while cooler colors represent negative correlations.

For the mBART model, BERTScore shows moderate positive correlations with all three
human evaluation criteria, around 0.40, indicating a reasonable alignment with human
judgments on simplicity, meaning preservation, and grammaticality. ROUGE metrics also
displayed moderate positive correlations, with ROUGE-L having the highest correlations,
up to 0.42 for simplicity. SARI also performed well, particularly in simplicity and meaning
preservation, with correlations of 0.42 and 0.37, respectively.

Conversely, BLEU exhibited lower correlations, around 0.25, suggesting it might not
be as reliable for this specific task. Readability indices (LIX and RIX) generally showed
negative correlations, indicating that higher readability scores did not necessarily corre-
spond to better human-judged text quality. This may have happened because readability
indices focus on surface-level features like sentence length and word difficulty, which do
not fully capture the nuanced aspects that human evaluators prioritize, such as meaning
preservation and grammaticality. Human evaluations also consider the overall fluency of
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the text, an aspect that readability metrics are not designed to measure, making it difficult
to directly compare these indices with human judgments.

(a) Spearman correlations for mBART

(b) Spearman correlations for mT5

Figure 3. Comparison of Spearman correlations between mBART and mT5 evaluation metrics and
human scores.

The mT5 model exhibited a similar trend, with BERTScore and ROUGE metrics
showing moderate to strong positive correlations with human evaluations. ROUGE-1,
in particular, had the highest correlation with grammaticality at 0.44. Meanwhile, SARI
showed slightly lower correlations compared to mBART, particularly in simplicity. BLEU
again showed relatively low correlations. The readability indices for the mT5 model
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mirrored the results seen with mBART, with negative correlations, suggesting that these
metrics might not effectively reflect human judgments in this context.

In summary, our analysis revealed that while automatic metrics like BERTScore and ROUGE
align moderately well with human evaluations, others, like BLEU and readability indices, show
lower or even negative correlations. This indicates that while automatic metrics are useful, they have
limitations and should be complemented with human evaluations to ensure the nuanced aspects of
text simplification are adequately captured.

7. Discussion

Our study on the simplification of Lithuanian administrative texts to plain language
brings several findings in terms of model performance, data augmentation, evaluation
metrics, and the capabilities of different language models.

Contrary to common expectations, data augmentation did not improve model performance
in our case. The original dataset produced superior results, suggesting that the quality
and distribution of the initial training data were sufficient for the current configuration
of simplification experiments. This finding reinforces the importance of high-quality,
representative data in text simplification tasks, particularly for less-resourced languages
like Lithuanian.

While automated metrics such as BLEU and ROUGE are widely used, our findings
support their limitations in capturing the nuances of text simplification. Therefore, human
evaluators proved to be crucial in assessing grammaticality, semantic accuracy, and simpli-
fication. This aligns with broader discussions in the NLP community about the need for
more comprehensive evaluation methods that combine automated metrics with human
judgment [94–96].

However, analysis of inter-rater reliability revealed fair agreement on meaning re-
tention and grammaticality, but only slight agreement on simplicity. This discrepancy
highlights the subjective nature of assessing simplification, particularly in the context of
Plain Lithuanian, which is a relatively new example of tailored language. Future research
should focus on developing more standardized criteria for evaluating simplicity in plain
language contexts.

In our analysis of the relationship between automatic metrics and human scores, we
observed moderate positive correlations for BERTScore and ROUGE metrics, particularly
for the mBART model. SARI also showed promise, especially in assessing simplicity
and meaning preservation. However, BLEU exhibited lower correlations, suggesting its
limitations for this specific task. Interestingly, readability indices (LIX and RIX) showed
negative correlations with human evaluations, highlighting a discrepancy between surface-
level textual features and human judgment of simplified text quality.

Furthermore, both fine-tuned models, especially mBART, while mT5 to a lesser ex-
tent, demonstrated adequate results in applying certain linguistic structures characteristic
of Plain Lithuanian, such as adding subject and possessive pronouns and transforming
passive voice to active. However, both models struggled with consistently achieving full
simplification scores, indicating a need for more diverse training data. The mT5 model, in
particular, struggled with longer passages, sometimes producing incoherent outputs or
omitting significant portions of essential information.

Our experiments with ChatGPT revealed limitations in its ability to apply specific linguis-
tic rules for Lithuanian text simplification. While ChatGPT performed adequately with simple
prompts, it struggled to incorporate more complex, language-specific rules. This aligns with
findings from related studies on ChatGPT’s limited metalinguistic awareness for less-resourced
languages [92,97,98], which are usually less supported in large language models.

To summarize, our findings support the need for task-specific and language-specific
evaluation metrics that would better align with human judgments. Also, the importance
of human evaluation in combination with automated metrics for a more comprehensive
assessment of text simplification quality has been stressed. Finally, our results highlight
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the necessity for larger, more diverse training datasets to improve model performance on
complex sentences and ensure consistent simplification.

8. Conclusions and Future Work

In this paper, we presented experiments on text simplification for the Lithuanian
language, specifically targeting the simplification of administrative-style texts into plain
language to improve their accessibility to the general public. We fine-tuned mT5 and
mBART for this task and also explored the performance of ChatGPT. The models’ outputs
were evaluated using both quantitative metrics (BLEU, ROUGE, SARI, and BERTscore) and
qualitative assessments (focused on simplicity, meaning retention, and grammaticality).
Among the models tested, mBART proved to be the most effective, achieving the highest
scores across all quantitative measures. These findings were further supported by the
results of the qualitative evaluation. Our experiments with ChatGPT revealed adequate
results when concise, straightforward prompts were given for text simplification. However,
ChatGPT tended to disregard a significant portion of more complex prompts with simplifi-
cation rules and examples. Furthermore, BERTScore and ROUGE demonstrated moderate
alignment with human evaluations, whereas BLEU and readability scores exhibited lower
or even negative correlations.

Our future work will focus on improving model performance via different fine-tuning
techniques and more comprehensive experimentation with training parameters. We also
plan to experiment with data size and diversity to enhance the models’ performance and
generalizability. Additionally, we aim to conduct a more thorough analysis of the models’
decision-making processes, particularly concerning factual accuracy and potential biases.
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