Interconnected Markets: Unveiling Volatility Spillovers in Commodities and Energy Markets through BEKK-GARCH Modelling
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Abstract: Food commodities and energy bills have experienced rapid undulating movements and hikes globally in recent times. This spurred this study to examine the possibility that the shocks that arise from fluctuations of one market spill over to the other and to determine how time-varying the spillovers were across a time. Data were daily frequency (prices of grains and energy products) from 1 July 2019 to 31 December 2022, as quoted in markets. The choice of the period was to capture the COVID pandemic and the Russian–Ukrainian war as events that could impact volatility. The returns were duly calculated using spreadsheets and subjected to ADF stationarity, co-integration, and the full BEKK-GARCH estimation. The results revealed a prolonged association between returns in the energy markets and food commodity market returns. Both markets were found to have volatility persistence individually, and time-varying bidirectional transmission of volatility across the markets was found. No lagged-effects spillover was found from one market to the other. The findings confirm that shocks that emanate from fluctuations in energy markets are impactful on the volatility of prices in food commodity markets and vice versa, but this impact occurs immediately after the shocks arise or on the same day such variation occurs.
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1. Introduction

Global markets serve as dynamic frameworks that facilitate the exchange of goods and services between buyers and sellers on a worldwide scale. These intricate systems operate across various sectors, including equities, bonds, futures, energy and food commodities, etc. Participants in these markets, ranging from individual investors to institutional entities, engage in investing capital to optimise wealth or secure positive returns. However, these markets are not insulated; instead, they are deeply interconnected with global economic phenomena. The unfolding of economic events triggers a spectrum of investor responses, leading to fluctuations in market prices and ultimately influencing investment returns. These fluctuations are what the macroeconomic literature refers to as volatility. Volatility is a change, usually of a continuous nature, through a specified period. It is a market concept used as a risk measure [1].

Volatility is defined in econometrics as the extent of variance or dispersion of a financial or economic indicator over a period. It is a critical term in the research field of financial markets since it assists analysts and researchers in understanding the risk connected with a stock or exchange [2]. Volatility is essential in finance because it influences pricing choices, risk management, portfolio diversification, and optimisation. As a result, investors and financial analysts watch volatility to aid improved forecasting and adequate portfolio diversification [3]. Volatility could be assessed using the standard deviation of historical price returns of assets. Future volatility could also be anticipated and projected using option prices, and market investors use this to evaluate market mood and unpredictability.
More complex volatility assessments use autoregressive conditional heteroscedasticity and stochastic volatility models.

From a more practical perspective, global conditions in recent times have comprised chaotic situations disrupting lifestyles, macroeconomic conditions, and policies across different regions. First, the coronavirus pandemic abruptly struck, making news of death trolls, infected cases, and lockdowns, negatively impacting economic activities and upscaling the recession [4,5]. As economies recovered from the outbreak, the Russian–Ukraine war began hampering global supplies of energy fuels and food commodities. Food commodities have experienced rapid undulating movements skyrocketing with the current food crises worldwide due to the halt in supplies from Ukraine and Russia, which are global suppliers of cereals such as wheat and oilseeds [6]. Similar observations have also been noticed in the energy markets. In the past year, energy prices across Brent crude, coal, and European Natural Gas (ENG) have experienced fluctuations, with ENG and coal recording their highest price in August and July 2022, respectively [4].

Barbaglia, L. et al. posit that commodity markets (and, by implication, energy and other global markets) have become saturated with larger volumes of transactions and rapid fluctuations that have weakened the usage of mere supply–demand analysis in providing explanations for volatilities [1]. Furthermore, they raise that volatility in a specific market arrangement could be spread to another given the interconnectedness of markets in recent times [1], even though studies such as Chia-Lin et al. have confirmed possibilities of volatility of two market instruments occurring independently of each other [7]. Considering the preceding, investors and other players in the energy and commodity markets seek insight into whether presently occurring volatility in the energy market can influence the future fluctuations of the commodity market and vice versa. Market participants also strive to be aware of how this volatility transmits in whichever direction occurs if it exists. Knowledge of the existence and pattern of volatility transmission or spillover is also considered pivotal because it serves as a better pedestal for informed decision-making and risk exposure-reducing mechanisms for affected investors [8].

In many developing countries, heavy reliance is placed on energy and food imports, rendering them particularly susceptible to the impacts of market volatility. Significant fluctuations in these essential markets can result in substantial shifts in import costs, exerting strain on the balance of payments and fiscal stability of these nations. Understanding the patterns and transmission of volatility within these markets is deemed crucial by policymakers and governments in these regions, as effective strategies are sought to mitigate the adverse effects of uncertainty and market fluctuations in food and oil markets.

It is anticipated in this study that the recent notable volatility experienced in energy and food prices has fostered interconnectedness between these markets. This expectation is rooted in the recognition that energy serves as a critical input in food production processes, while food items, in turn, are utilised in the manufacture of biofuel products [9]. Consequently, an investigation into volatility spillover effects is undertaken to ascertain both the univariate volatility within the energy and commodity markets and the occurrence of volatility transmission between these domains.

To address these research inquiries, the BEKK_GARCH model was employed to estimate individual market volatilities and the transmission of these volatilities across both energy and commodity markets. Insights generated by our model include time-based conditional variance, conditional covariance, conditional correlation charts, and volatility matrix estimates. The dataset utilised in this study encompasses calculated returns or rates of change derived from daily listed prices in both energy and commodity markets, commonly employed in volatility studies.

The article is divided into four sections. Based on theory and empirical findings, the Section 1 critically evaluates the existing literature on volatility in both markets and volatility spillovers between the markets. It draws on a review to carve out a literature gap that this research will fill. The following section elucidates the methodology to be employed in the conduct of this research. It describes the research’s philosophical thought, strategy,
data collection details, and data scrutiny methods needed to answer formulated research questions. The following section contains outputs from data analysis and discussions of findings based on outputs. It also entails the comparison of findings with those of previous related works. The Section 6 highlights the summary of findings, conclusions drawn from the research work, recommendations for industry based on findings, and suggestions for future research based on current study limitations.

2. Related Literature

2.1. Theoretical Background

Volatility spillover, delineated as the propagation of fluctuation shocks across markets, underscores the interconnected nature of financial landscapes as expounded in the finance and economics literature. This paper delves into two pivotal theoretical frameworks explicating this interconnection: contagion theory and information transmission theory.

The contagion theory posits a widely adopted framework in economics and finance, elucidating the shocks and disturbances stemming from interactions among multiple market arrangements, thereby shaping the volatility and performance of said markets. It delineates a scenario wherein the conditions of one market can reverberate across others, amplifying volatility and risk within the concerned markets and the broader financial system. Its inception traces back to the seminal work of Kaminsky, Lizondo, and Reinhart in 1998, who scrutinised the contagion impacts of the 1997 Asian financial crisis, uncovering the diffusion of shocks from weaker economies to other countries within the continent before extending to global financial markets [10].

Davidescu et al. referenced Forbes and Rigobon as scholars instrumental in establishing a framework for discerning contagion effects across diverse markets [10]. Their analysis of global financial crises, including those in Asia and Russia in 1997 and 1998, utilising a factor model, revealed a common and idiosyncratic volatility element across these markets. This underscores the manifestation of contagion effects during financial crises, precipitating volatility spillover.

Moreover, the applicability of the contagion theory extends to elucidating events stemming from the COVID-19 pandemic, wherein economic and financial disruptions in one country swiftly disseminated globally. Notably, Balcilar et al. identified contagion impacts between the British and American stock exchanges during the pandemic [11], while Corbet et al. scrutinised cryptocurrency markets, unveiling evidence of contagion effects on market fluctuations [12]. This theory posits that uncertainty and apprehension in one market can induce investor migration to other markets, exacerbating instability shocks [13]. Pertinent to the present study, the contagion theory underscores the interconnectedness of commodity and energy markets, highlighting the potential for volatility in one market to precipitate ripple effects in others.

In tandem, the information transmission theory is a pertinent framework in financial economics, delineating the nexus between news or information about a specific market or asset class and the ensuing performance and volatility across related asset classes or markets. Pioneered by the works of Granger and Engle, leveraging conditional volatility and autoregressive conditional heteroscedasticity (ARCH) models, this theory elucidates how news or information from one market can override other determining factors, catalysing volatility escalation in other markets [14].

Baur et al. substantiated this theory’s tenets by examining British and American stock market interactions [15]. Additionally, other studies have observed spillover effects from macroeconomic news releases on various markets, including stock, cryptocurrency, and forex markets, particularly in the contemporary era where social media and the internet facilitate rapid dissemination of news and market information [16,17].

The application of the information transmission theory underscores the pivotal role of news and market information in eliciting volatility across disparate markets. For instance, new information concerning the energy market can influence investor expectations and
behaviour in commodity markets and vice versa, precipitating heightened volatility and spillovers [10].

2.2. Examining Interconnected Volatility: Spillovers between Energy Prices and Commodities

Loutfi defines volatility as the rate of price increase or decrease of a security within a specific range of returns, providing detailed insights into price behaviour and shifts within defined time frames [18]. Investors and policymakers rely on risk information and expectations to formulate efficient risk management strategies such as diversification and hedging [3]. Creti et al. observe that investment substitution strategies are contingent upon insights derived from studying the volatility structures of commodities or stocks [19]. The occurrence of volatility is driven by various factors, including economic events such as the COVID-19 pandemic and intrinsic characteristics of market instruments such as earnings, influencing investor behaviour and resulting in market volatility.

Bergmann et al. suggest that studying price transmission and its internal dynamics aids in analysing prices of different commodities or similar commodities in different locations [20]. Price transmission examines the relationship between predictable commodity prices, while price volatility transmission explores how unpredictable prices or price uncertainty in one market affects another [21]. The interaction among different financial markets’ volatilities, resulting in market instability, is called volatility spillover. Volatility spillover denotes the interdependence or interaction between different markets, leading to instability in one market and affecting others [22].

Commodity markets encompass exchanges of products derived from the primary economic sector, including both agricultural and non-agricultural products. These tangible products are direct inputs or raw materials for producing other goods, including precious metals, cotton, oil, cocoa, and gold. However, the dynamic nature of the business environment necessitates further research on price movement, particularly regarding food commodities [23].

Garg et al. identify factors contributing to volatility in commodity markets, including political instability, rising disposable income, growing demand, and price speculation [23]. Other determinants include increased production levels; inflation; energy prices; fertiliser supply; forces of supply and demand; and natural disasters such as floods, earthquakes, and hurricanes [24–26].

Energy prices have remained volatile globally over the past few decades. Liu and Serletis report significant variations in crude oil prices in 2020, with a 51% decrease in February and a 28% increase in April [27]. This volatility extends to natural gas and hydrocarbon production, attributed to significant economic and socio-political events creating uncertainties impacting demand and supply forces [28].

Pantos identifies factors affecting energy price volatility, including political policies, oil and gas output levels, decreased nuclear power usage, and increased reliance on sustainable sources [29]. Policies and regulations aim to improve market integration in managing energy price volatility, reducing uncertainties and volatility spillover [23].

The energy market plays a crucial role in the global industry, with virtually all sectors relying on it for operations, administration, and distribution. Efimova and Serletis note significant daily and hourly fluctuations in energy prices, underscoring the importance of accurately forecasting energy market volatility for hedging and derivatives trading [30]. However, the unpredictability of energy prices, like other market instruments, poses challenges to accurate forecasting, influenced by factors such as demand for crude oil, government policies, political instability, natural catastrophes, and energy waste [31,32].

Energy and commodity market rates are closely related as principal inputs to production processes. Volatility spillover between these markets’ prices has garnered attention from scholars and investors. The extant literature identifies a strong connection linking prices of food and energy market products internationally, with spillover occurring from food commodity prices to energy prices or vice versa [33].
Before 2006, commodity prices experienced relatively low volatility; however, this trend shifted dramatically following the global financial crisis of 2007–2009, with volatility spillovers from energy prices identified as a significant determinant \cite{34,35}. The biofuel and financialisation channels are the two primary channels facilitating this spillover \cite{36}. The biofuel channel results from increased biofuel production as governments seek to reduce reliance on crude oil and combat global warming. On the other hand, financialisation involves large volumes of investment capital flowing into the market, integrating commodities into financial markets, and boosting correlation with other asset classes \cite{37}.

While volatility spillovers have been observed before and during financial crisis periods, their occurrence remains debatable, with studies reporting either bidirectional or unidirectional volatility transfers \cite{38–40}. Geopolitical events and macroeconomic factors also play significant roles in volatility spillovers between energy and commodity markets, further highlighting the complex nature of their interaction \cite{41,42}.

### 2.3. Empirical Review on Volatility Spillovers between Energy and Commodity Prices

Volatility spillovers or transmission between commodities and energy prices have been the subject of empirical research in recent decades. This can be attributed, among other reasons, to the close relationship between both markets, as energy is a vital input for many commodity markets.

Dinku and Worku gathered statistics on agro-commodity retail prices in Ethiopia spanning between 2010 and 2020 to determine the best-suited GARCH models for commodity markets \cite{43}. The study employed asymmetric GARCH models to assess the volatile returns on investments in agricultural commodities. Specifically, it utilised threshold GARCH and exponential GARCH models from the asymmetric GARCH family to analyse price fluctuations across various commodities over time. The findings revealed that the Econometric GARCH model proved most suitable for certain commodities, while TGARCH estimation offered a better fit for others. However, none of the models provided the optimal fit for wheat price fluctuations during the sampled periods. Overall, the study successfully identified time-varying conditional volatility, indicating that shocks today continue to impact variance forecasts for multiple future periods \cite{43}.

Trujillo-Barrera et al. examined current volatility transfers from crude oil futures in the United States using the GJR-GARCH and VECM models. The spillover discovered ran from maise to ethanol markets and vice versa, although the ethanol market is slightly stronger. The proportion of maise and ethanol price fluctuation directly related to petroleum market volatility is around 10 per cent to 20 per cent but rose to about 45 per cent during the economic chaos when the global need for oil shifted substantially. Volatility transmission from maise to the ethanol market is also observed, but not vice versa \cite{34}. The findings shed light on the magnitude of fluctuation links between energy and agriculture investment arrangements at high price volatility and considerable production of substantial corn-based ethanol output. Creti et al. explored the relationships of returns on prices for twenty-five commodity instruments and equities, focusing on extracted raw materials in the energy sector. The study showed that the associations between commodities and equity markets are time-dependent and are very unstable, especially following the financial crisis of 2007–2008, using the DCC GARCH estimation \cite{19}.

Chen et al. examined the impact of volatility spills among crude oil and markets for agricultural commodities since the beginning of the global financial distress. They found significant proof of mutual volatility spillovers across both market arrangements, with spills observed from crude oil markets to others \cite{44}. Mensi et al. researched petroleum values, forex rates, and secondary securities markets in developing countries. The study found that volatility is transferred from the energy market to other markets using a bivariate GARCH model \cite{45}. Related studies such as Kocak et al. also found similar proof of the volatility dissemination between the energy and stock markets in the United States, UK, Germany, and Japan \cite{46}. Zhang et al. found unidirectional evidence of volatility spillovers...
from the energy market to Chinese agricultural futures markets. The shocks become more significant at higher volatility levels in energy listings [47].

Chen et al. used a dynamic conditional correlation model to assess the spillover effect of energy prices on the price of four agro commodities (corn, soybeans, wheat, and sugar) [44], while Fosu et al. used the VAR-BEKK-GARCH tool to ascertain the spillover impacts on the prices of five agro products (maize, soybeans, wheat, cotton, and sugar) with a VAR-BEKK-GARCH model [48]. Both works reported significant effects between energy costs and the prices of agricultural commodities.

Using the vector auto-regressive model, Barbaglia et al. investigated volatility spillovers over a broad spectrum of energy, agro, and biofuel commodities. They suggest the t-lasso method for obtaining a central VAR to estimate the possibility of a fat-tailed collection of errors within the specified model [1]. The empirical investigation reveals instability spillovers across oil and biofuels and between oil and agricultural commodities.

Kaulu illustrated how crude oil costs affect maize and copper costs. The relationship between oil costs and food and metal prices is studied using vector error correction and autoregressive estimators. The commodity price statistics range from January 1982 to June 2021 and include the mean monthly cost for petroleum, copper, and corn. The study was again run on a subset of the original dataset from 2000 to June 2021 for robustness. At the threshold of five per cent, a long-run association was discovered between petroleum and the price of copper and between maize and crude oil prices for the study periods from 1982 to 2021. The same could not be said for the smaller sample from 2000 to 2021. Granger causation from petroleum prices to prices of specified food and metal markets was not established. The study’s weaknesses and recommendations for further research are also discussed [49]. This study’s drawback is that it concentrated on the optimum choice of portfolios for investors instead of overall economic policy suggestions.

Umar et al. assessed the interdependence of bivariate and joint returns and variability among various agro-produce and oil price shocks, employing the fresh Time-Varying Parameter Vector Autoregression (TVP-VAR) methodology. Using data from 7 January 2000 to 17 September 2020, the study focused on crucial durations of economic distress over the past twenty yearly periods, namely the Global Financial Crisis (GFC), the dot-com bubble, and the coronavirus pandemic crisis. The core findings reveal that the volatility of oil risk surpasses shocks in oil needs, which is more significant than supply shocks in oil markets. Furthermore, the dynamic volatility connectedness varies across periods, increasing during economic distress eras. Overall, the association within net returns experienced significant growth within the three major crisis times examined [50]. Consequently, the differences between the transmitting grain markets and receiving other food commodities markets became more evident in the heat of the coronavirus pandemic and GFC blasts.

Lu et al. investigated the characteristics and patterns of how variability spreads from crude oil to agro-produce markets and vice versa since the financial crisis of 2008 and 2009. The study utilised a dynamic bivariate autoregressive model to investigate the spillover effects across long, mid, and short periods. During the crisis, bidirectional volatility spillovers were observed between crude oil and agricultural commodity markets in the short term. However, in the aftermath of the crisis, evidence supported the transmission of corn’s long-term and mid-term variabilities to crude oil variability. These findings suggest a diminished level of integration between crude oil and agricultural markets following the distress period [36]. However, the HAR model limits the study because it may not capture non-linear connections in the markets examined, given that it assumes linear relationships between variables.

Yanpeng et al. investigated the prolonged interdependence and causality of prices in the crude oil and agro-produce market arrangements. Time series over long years were utilised to identify demand and supply shocks that arose in both economic areas of focus in the calm era and shocks that emerged in the market’s unstable periods. The study generally used the entire rolling window and bootstrap sample causality tests for this purpose. Findings contrast sharply with most research articles attributing fluctuations in
agro-produce prices to oil considerations [51]. Contrarily, findings support the existence of mutual causality and demonstrate that agro-produce prices affect oil prices just as much as the other way around.

Efimova and Serletisy examined energy price volatility, focusing on wholesale oil, natural gas, and electricity prices, using daily data on U.S. energy markets from 2001 to 2013. The data were analysed using the univariate GARCH modelling and tri-variate BEKK and DCC models, allowing the investigation of interdependence and interactions among the various markets. The study found similar evidence from both univariate and multivariate models, although the univariate model provided a more accurate estimate of the interactions among the markets [30]. Lin et al. also conducted a tri-variate analysis using the VAR-BEKK-GARCH-X model on data from 2007 to 2018. The study examined the transmission influence of volatilities due to economic and financial crises on the commodities market as evaluated by the Baltic Dry Index (BDI). A significant transmission effect was found only during periods of global financial distress, such as 2008/2009 and 2014–2016 [52]. Yu et al. (2018) also found a similar pattern for the energy market during financial crises. The study relied on the VAR-BEKK-GARCH model to evaluate variability transfer among the US and China crude oil market (WTI) and stock markets. They found that the 2008 financial crisis stimulated increased variability and interdependence across the oil and securities markets. This suggests that financial and economic disturbances are determinants of volatility spillovers or transmission in the energy and commodities markets [53].

Gardebroek and Hernandez explored the turbulent flow among petroleum, ethanol, and rising prices in the USA. To analyse the level of interconnection and fluctuation patterns across different markets, the study used a multivariate GARCH technique. The estimation results show a more vital link between the ethanol and maize trades in recent years, especially following 2006 when ethanol emerged as the sole substitute oxygenates for fuel. The authors, however, only found substantial fluctuation spillovers from maize to ethanol, not vice versa. The study did not document substantial mutual volatility from oil to corn prices [54]. Consequently, the findings do not support the proposition that energy market fluctuations increase price variability in the U.S. corn market.

Similarly et al. studied the symmetric and asymmetric effects exerted on India’s energy crops, such as sugarcane, soybeans, and wheat, from January 2016 to December 2020 by crude oil fluctuations. The threshold, exponential, and GARCH (1,1) models were used to test the data, and the findings show that petroleum prices had a considerable magnitude of effect on sugarcane and wheat but none on soybeans. Threshold GARCH results revealed a significant asymmetry across all agro-produces. Further coefficient of asymmetry showed that declining crude prices were more impactful on these crops than rising prices were, as confirmed by negative estimated values [55].

In the energy markets, Liu and Serletis made use of semi-parametric GARCH-in-Mean modelling on data from the start of 2002 to the end of 2021 to investigate price progression and variability characteristics of the natural gas, crude oil, and hydrocarbon-based gas liquids markets. The study provided empirical evidence that uncertainties in the market have been a significant source of shocks and volatility in crude oil returns. The study also recommended using the Frank copula to describe bivariate relationships among commodities in the energy market and the Clayton copula for the interaction between butane and ethane [27]. Also, Dutta and Noor looked at volatility interactions between oil and three significant non-energy assets. There was no indication of a volatility connection between agricultural and oil trading platforms using bivariate VAR-GARCH modelling during the data period [56]. However, findings show that oil fluctuations were crucial causal factors of instability in non-energy composite markets. The result was justified by the fact that petroleum-related goods constitute a core manufacturing input in metal sectors, making metal production heavily reliant on the market for crude oil.

Ghorbel and Jeribi provided evidence during the coronavirus pandemic and studied the variability spillover among energy and other financial commodities with the multivari-
ate Markov-switching BEKK-GARCH model. The study found evidence of the transfer of fluctuation shocks from energy to other assets, with an indication of energy assets having a substantial degree of dynamic correlation with commodities indexes, proving the contagion influence of the pandemic on the markets [57].

Significant empirical evidence exists on volatility spillover or transmission across energy and commodity market arrangements. However, there are still some gaps in the literature that could be explored further. Some research works identified the roles played by global economic activity, financial crises, and geopolitical events as drivers of volatility spillovers [47,53,58]. The studies that examined the spillover effects across these particular markets were centred more on some farm commodities such as maize, soybeans, and wheat [16,44,55], leaving out several other commodities. A knowledge gap exists in the connected literature for further studies to provide empirical evidence on spillover dynamics across a broader range of energy and commodity markets.

Furthermore, limited evidence explains the spillover dynamics across energy and commodity markets as economies recover from the recent pandemic, combined with the effect of the ongoing Russian–Ukraine war, which has hampered global supplies of energy fuels and food commodities.

Therefore, based on the identified gap in the literature, this study estimates the univariate volatility in energy and commodity prices (individual volatility) and the occurrence of volatility spillover or transmission from one variable to another in consideration of the prevalent disruptions and shocks in the political and economic systems of the global financial markets.

3. Materials and Methods

3.1. Data Collection and Preparation

Data from reports on the commodity market and the energy market were used in the study. These reports were downloaded as CSV files from the Investing.com website (accessed 14 February 2023), a website that publishes statistics on indices of different financial, energy, and commodity markets in countries globally. The study’s data comprise energy and commodity (grains) prices used in related works [7,45]. The daily frequency data from July 2019 to 31 December 2022 formed the time horizon of the study. Daily frequency data are considered best for GARCH analysis because higher frequencies reveal volatility behaviour better. The description of the variables is provided in Table 1.

Table 1. Description of variables.

<table>
<thead>
<tr>
<th>Study Variables</th>
<th>Data</th>
<th>Measure</th>
<th>Source</th>
</tr>
</thead>
</table>

Actual data for the study comprised returns (the change in daily prices) of both study variables (1).

\[ \text{Returns} = \frac{P_1 - P_0}{P_0} \]  

where \( P_1 \) = current daily rate.
\( P_0 \) = immediate previous daily rate.

Collected data were first analysed with descriptive statistics comprising averages, normality distribution, and dispersion. The aim of descriptive statistics was to define patterns in the study data over the chosen period.

Inferential statistics used for data analysis comprised three general time series tests: unit root tests, co-integration diagnostics, and KPSS stationary test.
Unit root test: This test is conducted to decide on the constant nature of stationarity of the time series. This study employs the augmented Dickey–Fuller (ADF) tool. It is expected that the series is stationary at most at first, differing. Additionally, we employed the Phillips–Perron test (PP).

The Kwiatkowski–Phillips–Schmidt–Shin (KPSS) test is used for testing a null hypothesis that an observable time series is stationary around a deterministic trend (i.e., trend stationary) against the alternative of a unit root [59].

Co-integration test: If unit roots existed in the time series, they were subjected to the Johansen co-integration to determine whether a long-term connection exists between the variables.

After confirming stationarity at the level or first differencing and establishing the presence or absence of long-term connection between variables, the data needed to be examined empirically for ARCH effects.

Test for ARCH effects: GARCH is only applicable to time series if ARCH effects exist within the time series. ARCH effects show conditional heteroscedasticity in datasets and imply that the variance of the data does not remain constant across different periods. The data for the study were tested appropriately for the presence of ARCH effects before GARCH models were used.

The multivariate BEKK-GARCH technique was conducted on study data using R-Studio’s MTS package to confirm the presence of ARCH effects. Other studies that used this technique for volatility spillovers include Mensi et al. [45] and Yu et al. [53]. The tests provided empirical evidence for the acceptance or rejection of the formulated hypotheses.

3.2. Model Specification

There is a discussion among the researchers about which of the models, BEKK-GARCH (developed by Engle and Kroner [60]) or DCC (developed by Engle [61]), is more precise. Caporin and McAleer performed an extensive analysis of the reasons for two similar models co-existing. They argued that BEKK is used to forecast conditional covariance and DCC to forecast conditional correlation. They also mentioned that the final choice must be made considering performance and appropriate framework [62]. Several studies showed that DCC is more suitable for portfolio analysis and BEKK for individual assets [63–65]. Therefore, for our study, we chose the BEKK-GARCH model.

As acceptable in macro-economic analysis, it was necessary to specify the univariate GARCH (p,q) model before the E_GARCH and BEKK-GARCH models. The inclusion of the univariate GARCH model prior to the models to be used is hinged on the understanding that the multivariate BEKK-GARCH model is an extension of the univariate model [66].

The conditional mean equation is as follows:

\[ y_{it} = E(y_{it} | I_{t-1}) + \varepsilon_{it} \]  
\[ \varepsilon_{it} = \text{conditional heteroscedastic error.} \]

The conditional variance equation is as follows:

\[ h_{t} = \alpha_{0} + \sum_{i=1}^{q} \alpha_{1} \varepsilon_{t-1}^{2} + \sum_{i=1}^{p} \beta_{1} h_{t-1} \]  
\[ \sum_{i=1}^{q} \alpha_{1} \varepsilon_{t-1}^{2} = \text{ARCH term}, \sum_{i=1}^{p} \beta_{1} h_{t-1} = \text{GARCH term.} \]

The multivariate full BEKK-GARCH is as follows:

The multivariate Full BEKK model was employed to measure volatility spillover between energy and commodity prices in global markets. Volatility spillovers can be unidirectional or bidirectional. It is unidirectional when the lagged volatility of one variable, A, affects the present volatility of another, B, but the lagged value of variable B is not significant in determining the current volatility of variable A. Bidirectional volatility spillovers have lagged values of both variables affect present values of the variables, respectively. Liu et al. also used this data analysis method to determine volatility spillover [67].
Model

The mean equation of the BEKK_GARCH model was specified according to Engle and Kroner [60]:

\[ R_t(i) = \mu + \Gamma_0 R_t + \Gamma_1 R_{t-1} + \varepsilon_t \]  

(4)

where \( R_t(i) \) is the return on asset \( i \) in time \( t \).

\( \mu \) is the intercept term or constant in the mean equation; it represents the average return of the financial asset \( i \) when all other explanatory variables are zero.

\( \Gamma_0 \) is the coefficient associated with the lagged returns \( R_t(i) \); it represents the effect of the current period’s return on the current period’s return of the financial asset \( i \).

\( \Gamma_1 \) is the coefficient associated with the lagged returns \( R_{t-1}(i) \); it represents the effect of the lagged (previous period’s) return on the current period’s return of the financial asset \( i \).

\( \varepsilon_t \) is the error term or residual at time \( t \).

The mean equation is expanded below, adapted from Liu et al. [67]:

\[
R_t(i) = \begin{bmatrix} \Re_t(i) \\ \Rc_t(i) \end{bmatrix} = \begin{bmatrix} u_t(i) \\ u_c(i) \end{bmatrix} + \begin{bmatrix} \varphi_{11} & \varphi_{12} \\ \varphi_{21} & \varphi_{22} \end{bmatrix} \begin{bmatrix} \Re_{t-1}(i) \\ \Rc_{t-1}(i) \end{bmatrix} + \begin{bmatrix} \varepsilon_t(i) \\ \varepsilon_c(i) \end{bmatrix}
\]  

(5)

where \( R_t(i) \) is the return on asset \( i \) in time \( t \).

\([\cdot]\) denotes the absolute value function, which ensures that the total return \( R_t(i) \) is non-negative.

\( \Re_t(i) \) represents the excess return of the asset \( i \) in time \( t \).

\( \Rc_t(i) \) represents the common return or systematic return of the asset \( i \) in time \( t \).

\( u_t(i) \) and \( u_c(i) \) are the excess return and common return residuals or error terms for the asset \( i \) in time \( t \).

\[ \begin{bmatrix} \varphi_{11} & \varphi_{12} \\ \varphi_{21} & \varphi_{22} \end{bmatrix} \] is a matrix of coefficients representing the autoregressive parameters for the excess and common returns. It captures the lagged relationship between the excess and common returns at time \( t - 1 \).

\( \varepsilon_t(i) \) and \( \varepsilon_c(i) \) are the excess return and common return error terms or residuals for the asset \( i \) in time \( t - 1 \).

The conditional variance equation is given below:

\[
H_t = C'C + A' \varepsilon_{t-1}(i) \varepsilon_{t-1}(i)' A + B'H_{t-1}B
\]

(6)

where \( H_t \) is the conditional variance–covariance matrix.

\( C \) is a matrix of coefficients used to model the impact of exogenous variables on the conditional covariance matrix \( H_t \).

\( A \) is a matrix of coefficients used to model the impact of lagged error terms on the conditional covariance matrix \( H_t \).

\( \varepsilon_{t-1} \) is the vector of lagged error terms or residuals for the asset \( i \) in time \( t - 1 \).

\( B \) is a matrix of coefficients used to model the impact of lagged conditional covariance matrices on the conditional covariance matrix \( H_t \).

\( A', B', C', \varepsilon_{t-1}'(i) \) are transpose of matrices for \( A, B, C, \varepsilon_{t-1} \), respectively.

\[ C/C \text{ as a } 2 \times 2 \text{ matrix (constant)} = \begin{bmatrix} c_{11} & 0 \\ c_{21} & c_{22} \end{bmatrix}, \]

\[ A \text{ as } A(\text{RCH effect}) = \begin{bmatrix} a_{11} & a_{12} \\ a_{21} & a_{22} \end{bmatrix}, \]

\[ B \text{ as } (\text{GARCH effect}) = \begin{bmatrix} b_{11} & b_{12} \\ b_{21} & b_{22} \end{bmatrix} \]

\( H_t \) is the conditional variance—\( 2 \times 2 \) covariance matrix.
where \( h_{et}(i) \) is the conditional variance of the excess return (or the first variable) at time \( t \) for the financial asset \( i \).

\( h_{et,1}(i) \) is the conditional covariance between the excess return and the common return (or the cross-covariance between the two variables) at time \( t \) for the asset \( i \).

\( h_{et,2}(i) \) is the conditional covariance between the common return and the excess return (or the cross-covariance between the two variables) at time \( t \) for the asset \( i \).

\( h_{et}(i) \) is conditional variance of the common return (or the second variable) at time \( t \) for the asset \( i \). The equations are expanded below:

\[
\begin{align*}
    h_{et}(i) &= c_{11}^2 + a_{11}^2 \epsilon_{et-1}^2 (i) + 2a_{11}a_{12} \epsilon_{et-1} \epsilon_{et-1} (i) + a_{21}^2 \epsilon_{et-1}^2 (i) + b_{11}^2 h_{et-1}(i) + b_{12}^2 h_{et-1}(i) \\
    h_{et}(i) &= c_{12}^2 + a_{12}^2 \epsilon_{et-1}^2 (i) + 2a_{12}a_{22} \epsilon_{et-1} \epsilon_{et-1} (i) + a_{22}^2 \epsilon_{et-1}^2 (i) + b_{12}^2 h_{et-1}(i) + b_{22}^2 h_{et-1}(i) \\
    h_{et,1}(i) &= h_{et,2}(i) = c_{11}c_{12} + a_{11}a_{21} \epsilon_{et-1}^2 (i) + a_{22} a_{21} \epsilon_{et-1} \epsilon_{et-1} (i) + |b_{21}b_{12} + b_{11}b_{22}| h_{et-1}(i) + b_{22} b_{et-1}(i)
\end{align*}
\]

where \( c_{11}, c_{12}, c_{22}, a_{11}, a_{12}, a_{21}, b_{11}, b_{12}, b_{21} \) are coefficients used in the equation to model the relationship between different variables.

Equations (7)–(10) express the transmission of volatility patterns from commodity markets to energy markets and vice versa.

The log-likelihood function for a Baba, Engle, Kraft, and Kroner estimation is as follows:

This function in a BEKK estimation quantifies a model’s goodness of fit to the data being analysed. It delivers a numerical metric that assesses the degree to which the BEKK model’s estimated parameters describe the covariance structure of multivariate time series. In a BEKK estimation, this function is the logarithm of the associated function of the probability density of the study time series, assuming a specified parametric shape for the covariance matrix of the series. It is essential to the maximum likelihood estimation (MLE) method. By maximising the log-likelihood function, it discovers the coefficient values that make the observed data most likely under the assumed BEKK model (Livingstone and Nur) [68]. A greater log-likelihood value indicates that the model better fits the data, showing that the estimated parameters properly represent the covariance patterns of the multivariate data.

The conditional log-likelihood function is presented as follows:

\[
L(\theta) = -T \log(2\pi) - 0.5 \sum_{t=1}^{T} \log(H_t) - 0.5 \sum_{t=1}^{T} \epsilon_t' (\theta)' H_t^{-1} \epsilon_t (\theta)
\]

where \( L(\theta) \) represents the log-likelihood function, which is a function of the parameters \( \theta \) of the model.

\( T \) is the total number of observations in the dataset or time periods.

\( \epsilon_t (\theta) \) represents the vector of residuals or error terms at time \( t \), parameterised by \( \theta \).

4. Results
4.1. Data Presentation

As outlined in the preceding chapter, the study utilised daily price data from energy and commodities markets over a specific timeframe. These data, sourced from reputable market platforms, are detailed in the appendices section and are denominated in dollars. Although the data are presented graphically for clarity and convenience, the original figures are included for reference (Figure 1).
The plot in Figure 1 above shows grains and energy prices visualised with prices on the y-axis in USD and periods on the x-axis in chronological order. Grains ranged from USD 164.46 to USD 387.45 through the 866-day window under study, while energy prices fluctuated between USD 30.06 and USD 210 within the same period. For both markets, the study finds fair stability in the second half of 2019 before a weak plunge from January 2020 to May of the same year and a moderately consistent rise in prices for energy securities until March 2022. However, the commodities market experienced a short price spike between April and June of 2021. The plot also shows similar price movement between March 2022 and July 2022 with joint upward and downward movement, except that commodity markets fluctuated by higher magnitudes, as shown by the length and steepness of corresponding gradients. However, the raw price values were not used in the further analysis because GARCH modelling requires changes in target values to be analysed to reflect measures of volatility instead of direct values. These values are usually referred to as “returns”. The concept of returns in investment markets stems from favourable or adverse price changes in which investors record gains or losses, respectively. Returns are derived from expressing the difference in prices of a current and past period as a fraction of the price in the current period. Figures 2 and 3 below are plots of calculated returns solved in spreadsheets for both grains and energy prices.

![Daily Prices](image1.png)

**Figure 1.** Daily prices in energy and grains market (www.investing.com, accessed on 14 February 2023).

![Daily Energy Returns](image2.png)

**Figure 2.** Returns from daily prices in energy market (calculated by authors).
Energy returns were found to be fairly stable for most of the period. However, from March 2019 to May 2019, it experienced a notable increase in volatility, with daily returns experiencing more significant fluctuations. The same behaviour was seen in March 2022, although with a less vigorous intensity.

For grains, volatility was more noticeable, with spikes in June to July 2021, March 2022, and July 2022. Volatility follows an upward trend, with higher spikes seen in later years compared to earlier periods.

4.2. Descriptive Statistics

Descriptive statistics summarises the features of a dataset relating to specific variables. It is a concise approach to explaining and interpreting data without making inferences. Usually, descriptive statistics employed in academic research consist of measures of averages, dispersion, and normality of data. This study’s average measures are mean, minimum, and maximum statistics (Table 2). Dispersion in the dataset is measured using standard deviation, and kurtosis values give normality assessment.

Table 2. Descriptive statistics of variables.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Observations</th>
<th>Mean</th>
<th>Min</th>
<th>Max</th>
<th>Std. Dev.</th>
<th>Kurtosis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gprice</td>
<td>866</td>
<td>248.03</td>
<td>164.46</td>
<td>387.45</td>
<td>63.67</td>
<td>−1.072</td>
</tr>
<tr>
<td>Eprice</td>
<td>866</td>
<td>108.72</td>
<td>30.06</td>
<td>210.00</td>
<td>41.11</td>
<td>−0.681</td>
</tr>
<tr>
<td>Greturns</td>
<td>866</td>
<td>0.00065</td>
<td>−0.06</td>
<td>0.064</td>
<td>0.013</td>
<td>2.661</td>
</tr>
<tr>
<td>Ereturns</td>
<td>866</td>
<td>0.00095</td>
<td>−0.26</td>
<td>0.159</td>
<td>0.029</td>
<td>13.89</td>
</tr>
</tbody>
</table>

Throughout the period, grain prices averaged USD 248.03, while energy prices had a mean value of USD 108.72. All-time high values within the period of study were USD 387.45 and USD 210 in the grains and energy markets, respectively. The lowest prices in the same order were USD 164.6 and USD 30.06. Standard deviation statistics for grains and energy markets are 63.67 and 41.11, depicting values far from the mean and, thus, primarily spread. When examining returns, the mean return on grain prices is 0.065%, implying that, on average, alteration in grain prices is by 0.065%. Energy prices, in the same vein, have a 0.095% average daily return. The highest positive returns recorded in the energy market had prices rise by 15.9% in a single day, while the maximum rate of positive change per day in the grains market for the period had prices rise by 6.4%. Returns fell by 26%, depicting the deepest trough recorded in the energy market during the study period. Grains market
had returns fall by at most 6% (minimum value = 0.06). Dispersion statistics were 0.13 and 0.29 for returns in grains and energy markets, respectively, showing that values were relatively clustered around mean values. Higher kurtosis values imply sharper peaks in the dataset, while lower values confirm that data distribution is flatter. By the rule of thumb, a kurtosis value above or below the absolute value of 3 shows that the dataset does not comply with assumptions of normality. Only returns from grain markets follow a normal distribution and are described as mesokurtic since the k statistic is approximately equal to 3 (k = 2.66 ≈ 3; probability of extreme or outlier values is zero). The kurtosis statistic of 13.89 for energy returns confirms that the dataset is leptokurtic (the distribution has a higher frequency of its values within the tail region and is most likely to have a higher frequency of extreme values). Datasets for the original prices of both markets have k values of −1.072 and −0.681. They are described as platykurtic (tails are thin, revealing that the distribution has a shallow frequency of outliers). Additionally, the Jarque–Bera test was performed (Table 3).

Table 3. Jarque–Bera test results.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Ereturns</th>
<th>Greturns</th>
</tr>
</thead>
<tbody>
<tr>
<td>X-SQUARED</td>
<td>7026</td>
<td>252.59</td>
</tr>
<tr>
<td>DF</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>p-Value</td>
<td>$2.2 \times 10^{-16}$</td>
<td>$2.2 \times 10^{-16}$</td>
</tr>
</tbody>
</table>

H$_0$: Data are normally distributed;
H$_a$: Data are not normally distributed.

According to the data provided in Table 3, the null hypothesis shall be rejected; therefore, the data are not normally distributed.

4.3. Stationarity and Co-Integration Tests

Time series tend to vary over time. However, statistical inference requires the assumption that time series possess statistical properties that do not change over periods; in other words, time series do not exhibit long-term trends across the distribution [69]. The assumption of stationarity seeks to ensure that models are more reliable and forecasts are more accurate. Stationarity was tested using the augmented Dickey–Fuller tests, and outputs are contained in the table below (Table 4):

Table 4. Stationarity of variables—augmented Dickey–Fuller test.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Ereturns</th>
<th>Greturns</th>
</tr>
</thead>
<tbody>
<tr>
<td>ADF Stat</td>
<td>$-29.34799$ **</td>
<td>$-28.08475$ **</td>
</tr>
</tbody>
</table>

Note: ** significance at 0.01 level.

According to the literature, ADF statistics has the null hypothesis of data being stationary or constant with time, while the alternate hypothesis proposes that the dataset possesses a unit root.

H$_0$: Time series is non-stationary or has a unit root;
H$_a$: Time series is stationary or has no unit root.

Higher absolute values of negative ADF statistics provide more substantial evidence of stationarity. However, a more accurate confirmation is the comparison of the derived $p$-value with the adopted $p$-value for the study, which, by rule of thumb, is 0.05 or 5% for research in social and business research. The acceptance of either of the hypotheses formulated above hinges on the significance of the statistic as determined by the $p$-value. A $p$-value higher than 0.05 depicts non-significance and acceptance of the null hypothesis, while values lower than 0.05 confirm significance, rejection of the null hypothesis, and
acceptance of the alternate hypothesis. As shown in the stationarity table, most statistical tools use asterisks to denote significance at specified significance levels.

Outputs in Table 4 show that ADF statistics for energy returns is \(-29.34799\), which is significant at 0.05, confirming the acceptance of the alternate hypothesis that the dataset is stationary. The same is found for grain returns with ADF statistic of \(-28.08475\) with similar significance result. Therefore, datasets for both variables do not possess unit roots and are, thus, classified as stationary at the I(0) level.

Additionally, the Phillips–Perron unit root test and KPSS test for trend stationarity were performed (Tables 5 and 6).

Table 5. Phillips–Perron unit root test.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Ereturns</th>
<th>Greturns</th>
</tr>
</thead>
<tbody>
<tr>
<td>Truncation lag parameter</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>(p)-value</td>
<td>0.01</td>
<td>0.01</td>
</tr>
</tbody>
</table>

Table 6. KPSS test.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Ereturns</th>
<th>Greturns</th>
</tr>
</thead>
<tbody>
<tr>
<td>KPSS Trend</td>
<td>0.10119</td>
<td>0.1382</td>
</tr>
<tr>
<td>Truncation lag parameter</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>(p)-value</td>
<td>0.1</td>
<td>0.06445</td>
</tr>
</tbody>
</table>

\(H_0\): Time series has a unit root; 
\(H_a\): Time series has no unit root.

According to the results presented in Table 5, we can reject the null hypothesis at the significance level of 0.05. Therefore, the outcome of the test is consistent with the outcome of ADF statistics.

\(H_0\): The data are trend stationary; 
\(H_a\): The data are not trend stationary.

Since the \(p\)-value is greater than 0.05, we fail to reject the null hypothesis; the data are trend stationary.

Co-integration implies that time-series analysis requires that long-term relationships are tested among or between variables. Using the Johansen co-integration test, this study tests the long-term relationship between energy and grain market returns (Table 7). The toll is used because datasets for both variables are stationary at the same level; otherwise, the ARDL Bounds test would have been applied.

Table 7. Johansen co-integration output.

<table>
<thead>
<tr>
<th>Hypothesised Ce</th>
<th>Eigen Value</th>
<th>TraceStatistic</th>
<th>(p)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NonE</td>
<td>0.192478</td>
<td>327.7561</td>
<td>0.0000</td>
</tr>
<tr>
<td>At most 1 *</td>
<td>0.153703</td>
<td>143.6877</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

Note: Trace test indicates 2 co-integrating equation(s) at the 0.05 level. * denotes rejection of the hypothesis at the 0.05 level.

The co-integration outcome in Table 7 shows that returns in both energy and grains markets have a long-term relationship as given by the ‘at most 1’ value of 0.1537 significant at 0.05 level as depicted by the asterisk. The existence of co-integration denotes an ongoing equilibrium interaction between returns in each of the markets under study, facilitating long-term modelling and forecasting of their trends.
4.4. Test for ARCH Effects

ARCH effects in a time series show that volatility clustering is visible in data distribution, mainly in financial time series within specific periods. Statistically, these effects reveal whether residuals are homoscedastic or heteroscedastic. When residuals are homoscedastic, it implies that the residuals across periods are equal or that the variance is approximately zero. Heteroscedastic residuals, on the other hand, imply that residuals have uneven variances [70]. As stated in the previous chapter, ARCH effects are a mandatory assumption for GARCH analysis and were thus conducted on both variables.

$H_0$: ARCH effects are not present;

$H_a$: ARCH effects are present.

The acceptance of either hypothesis formulated above hinges on the significance of the statistic as determined by the $p$-value expressed in the time series sub-section testing stationarity. Table 8 contains statistics measuring ARCH effects in each variable distribution.

Table 8. Heteroscedasticity test outputs.

<table>
<thead>
<tr>
<th></th>
<th>F-Statistic</th>
<th>ObsR-Squared</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ereturns</td>
<td>71.696 **</td>
<td>66.344 **</td>
</tr>
<tr>
<td>Greturns</td>
<td>20.879 **</td>
<td>20.433 **</td>
</tr>
</tbody>
</table>

Note: ** significance at 0.01 level.

Arch effects tests show values of 71.696 and 66.344 for energy market returns and 20.879 and 20.433 for grains market returns. All values are found to be significant ($p < 0.05$) and depict the acceptance of the alternate hypothesis that ARCH effects exist in both datasets. Finding ARCH effects confirms the suitability of the datasets for volatility modelling with GARCH estimations.

4.5. BEKK-GARCH Analysis

After the satisfaction of the ARCH effects condition, the BEKK-GARCH analysis was conducted on both variables to determine the existence of instability transmission across the two exchanges (Table 9).

Table 9. BEKK-GARCH estimates.

|                | Estimate   | Std. Error  | t Value    | Pr (>|t|) |
|----------------|------------|-------------|------------|----------|
| $\mu_1,greturns$ | 0.000804  | 0.000396    | 2.03303    | 0.042049 *   |
| $\mu_2,ereturns$ | 0.001552  | 0.000709    | 2.18898    | 0.028599 *   |
| $a_{011}$       | 0.002689  | 0.000499    | 5.39314    | 6.923 $\times$ 10$^{-8}$ *** |
| $a_{021}$       | 0.002377  | 0.000955    | 2.49036    | 0.012761 *   |
| $a_{022}$       | 0.005558  | 0.000634    | 8.76053    | <2.22 $\times$ 10$^{-16}$ *** |
| $a_{11}$        | 0.256859  | 0.028341    | 9.06318    | <2.22 $\times$ 10$^{-16}$ *** |
| $a_{21}$        | 0.031437  | 0.053162    | 0.59135    | 0.554286       |
| $a_{12}$        | 0.01171  | 0.009689    | 1.20868    | 0.226785       |
| $a_{22}$        | 0.349192  | 0.031634    | 11.0386    | <2.22 $\times$ 10$^{-16}$ *** |
| $b_{11}$        | 0.945622  | 0.013078    | 72.30367   | <2.22 $\times$ 10$^{-16}$ *** |
| $b_{21}$        | -0.0163  | 0.026154    | -0.6233    | 0.533088       |
| $b_{12}$        | -0.00568 | 0.00378     | -1.50284   | 0.13288        |
| $b_{22}$        | 0.911215 | 0.01295     | 70.36196   | <2.22 $\times$ 10$^{-16}$ *** |

Log-likelihood: 4623.429

Note: Significant values: 0 '***' 0.001 '*' 0.05.
A022 represents the constants in the variance equation in the energy market and are unconditional variance or long-term variance of returns from energy markets. Also called the intercept of the variance equation, the value 0.005558 captures the expected volatility if no past conditional variances or shocks from past volatility of the time series affect current volatility. In other words, it is the baseline variance around which the conditional variance revolves or varies. For commodity markets, baseline variance marked as A011 stood at 0.002689, revealing the fluctuations in returns that occur at a given time without interference from past volatility. Comparing baseline volatility values in both markets, the unconditional variance of energy returns is larger than the baseline value of commodity markets (0.005558 > 0.002689). Higher variance values denote increased turbulence and imply that the unconditional volatility in the energy market is higher than the inherent baseline volatility in commodity markets.

The following outcome analysed was the volatility persistence of each of the markets. Volatility persistence refers to the propensity of a set of financial time series to display a substantial level of autocorrelation in its fluctuation over time [71]. Volatility persistence suggests that times of turbulence are prone to be followed by periods of turbulence, while more stable periods tend to follow one another. To measure volatility persistence, the values labelled A11 and A22 were examined. Energy returns had a persistence measure of 0.35, implying a moderate degree of autocorrelation in the volatility of the time series, and this was also seen to be significant at 5% \( p = 0.00 < 0.05 \). The persistence value also confirms that more volatile periods of returns were accompanied by more periods of like-elevated volatility. In contrast, periods of more stable movements were clustered around one another. The significance found proves that volatility in previous periods influences the volatility in returns in current periods. However, the low value, 0.35, indicates that the influence is not extremely strong since 0.35 is far from 1. In other words, the effect on current volatility does not occur immediately or does not stay too long in this market.

Concerning the commodity market, corresponding volatility persistence within own movements labelled as A11 was 0.25, which was significant, as confirmed by the \( p \)-value of less than 0.05. Persistence was found, as denoted by the significance, showing that fluctuations in grain returns of previous periods impact fluctuations in grain returns in current periods. However, persistence is weak, given its closeness to 0 more than proximity to 1. Comparing the volatility persistence of both energy and commodity returns, the volatility clustering in the commodity market is less than in the energy market (0.35 > 0.25).

The next stage of analysis is focused on volatility spillover impacts. Volatility spillover occurs when shocks from past fluctuations of a market influence the current fluctuations in another market. Before the analytical details, the study formulates a hypothesis from the study’s research objectives outlined in the introductory chapter. Formulating hypotheses in quantitative research is essential because it is the foundation for statistical approaches and reporting study findings [72].

The null and alternate hypotheses are formed for each question in line with hypothesis formulation patterns.

- \( H_0 \): No volatility spillover exists across commodity and energy markets.
- \( H_a \): There is volatility spillover across commodity and energy markets.
- \( H_0 \): Spillovers of volatility do not vary over time.
- \( H_a \): Spillovers of volatility vary over time.

As obtainable in decisions on probability values in other sections, accepting the null hypothesis as accurate is on the basis that the \( p \)-value surpasses 0.05 while rejecting the null hypothesis and accepting the alternate would hold when the \( p \)-value is less than 0.05.

In a BEKK-GARCH equation, the parameters \( B_{11}, B_{12}, B_{21}, \) and \( B_{22} \) capture the spillover effect between two markets. These parameters represent the conditional covariance dynamics between the markets over a specified period. Generally, the spillover effect on the BEKK-GARCH output, as contained in Table 6, is measured numerically from a specific formula as given below:

\[
SO = (B_{12} \cdot B_{21}) + (B_{11} \cdot B_{22}) = (-0.00568 \cdot 0.0163) + (0.945622 \cdot 0.911215) = 0.8617
\]
The positive value depicts that past shocks emanating from volatility in one market will drive present fluctuations in the other. Precisely, $B_{11}$ and $B_{22}$ capture the contemporaneous effects: volatility spillover from one market to another within the same period. In contrast, $B_{12}$ and $B_{21}$ capture the lagged effects, the delayed spillover between markets.

Examining contemporaneous or the instantaneous spillover of return shocks from commodity markets to energy markets, the $B_{11}$ coefficient, 0.945622, is applicable. The $B_{11}$ coefficient is positive and has a corresponding probability value of 0.00, which validates the significance of the confidence level of the study. Therefore, return shocks in commodity markets are instantaneously transmitted to energy markets. Volatility within the commodity market in the current period significantly impacts the current volatility in the energy market. For the contemporaneous spillover from the energy market to the commodity market, the spillover effect is assessed with the $B_{22}$ coefficient of 0.911215, which is positive and found to be significant ($p < 0.05$). This depicts that return volatility in energy markets is also instantaneously transferred to the commodity market. Volatility within energy markets in the current period considerably impacts today’s significant fluctuation in the commodity market. Larger values depict a more substantial contemporaneous spillover effect. This spells that although volatility transmits instantaneously and significantly from each of the markets to the other, the shocks from commodity markets are stronger in impacting the energy market than the shocks from the energy markets influence the commodity market on the same day (0.945622 > 0.911215).

On lagged spillover effects, spillover from the commodity market to the crude oil market is given by the $B_{12}$ parameter of $-0.00568$. The negative coefficient, which is also insignificant ($p > 0.13$), confirms that the lagged effect spillover from the commodity market to the energy market is absent or very weak. More clearly stated, the volatility of returns in commodity markets in past periods does not reflect significantly on today’s movements in returns in the energy market. Also, lagged transmission effects from the energy market to commodity markets, as defined by the insignificant $B_{21}$ coefficient of $-0.0163$, suggest that energy markets do not have lagged spillover transmission.

Finally, the log-likelihood value indicates a better fit of a BEKK model to the data, showing that the calculated parameters adequately reflect the covariance structure. It implies that the selected BEKK model is a suitable representation of a set of multivariate time series. From Table 6, the log-likelihood value is 4623.429 and can be categorised as a high positive value. Therefore, it assesses the BEKK model as an appropriate representation of the return’s series in the energy and grains markets. Clearly stated, shocks from energy markets from fluctuations in previous periods do not impact the volatility in commodity markets in subsequent periods.

### 4.6. Volatility Charts

Figure 4 contains the conditional variance and covariance of the two markets. A conditional variance chart is a graphical representation of the time-dependent volatility of specified time-related data. It reveals the pattern with which the variance of the series changes over time by capturing periods of high and more stable volatility.

The first chart, the only one on that row, illustrates the fluctuation patterns of returns in the grains or commodity arrangements. The graph shows clustering between April 2020, June 2021, October 2021, and March 2022. By clustering, the chart shows that the variance of the time series remains identical for an extended period, as seen in low-volatility days followed by low-volatility days; movements are fairly identical within this period. This is also referred to as persistence, which was significant in numerical measures. On patterns, the chart can be easily grouped into two regimes: the low volatility regime would extend from 2019 to 2020, and the other regime would be named the high volatility regime, given the spikes observed within the 2021 and 2022 periods. This confirms a point of structural break at the end of 2020, given that the volatility pattern shifted abruptly. Focusing on extreme events as denoted by spikes, an outlier volatility was found in the second quarter of 2021, while other spikes were found between the first and third quarters of 2022. The
spikes are related to sudden shifts in investor sentiments, given shocks from the recovery from the COVID pandemic and the predicted food crisis due to the Russian–Ukrainian war.

Figure 4. Conditional variance and covariance charts.

The following chart examined from the figure illustrates conditional time-varying volatility in energy markets and is positioned rightwards on the second row. The graph shows clustering between April of 2020 and December of 2021 and the last three quarters of 2022. Low volatilities cluster around each other days within this period and provide evidence of volatility persistence as analysed previously. When observing the patterns of time-varying volatility, the chart does not reveal any structural breaks across the study period. Sharp spikes in outlier identification were found between the first two quarters of 2020. The spikes can be attributed to the news of disruption of economic activities in the advent of the coronavirus crisis. Much weaker spikes were also found between October 2021 and September 2022, and these sharp fluctuations are attributed to the Russian–Ukrainian war.

When comparing the plots in the variance charts of both markets, there are spikes in the first two quarters of 2020, except that the spikes are much more extreme in energy markets, unlike commodity markets with weak spikes in the period. Spikes observed from the first quarter of 2022 in commodity markets have corresponding movements in energy markets, although the spikes are much weaker. In the 2021 fiscal period, both markets had moved independently with tranquillity or stability of returns.

In the energy market and turbulence of returns in the commodity market, given that 2021 was the only annual period in which volatility operated independently and other periods had similar volatility behaviours, evidence exists on the contemporaneous impacts of both markets on each other.

The last chart in the figure is the covariance chart of G-returns and E-returns. Covariance measures the time-varying correlation between changes in a set of variables. A
Figure 5. Conditional correlation chart.

The conditional correlation graph above displays a largely volatile pattern. At the same time, the moving pattern from a general view is an ascending trend, with the association between energy returns and commodity returns from around –0.1 to about 0.65. The relationship between returns in both markets is also mostly positive, implying that energy and commodity returns are often directly associated with each other. In other words, the returns from both markets fluctuate in the same direction most of the time but at varying degrees, from being weakly to strongly correlated across periods. Persistence is also mostly short-lived as large ones, and vice versa, follow minor variances. The negative values of $B_{11}$ and $B_{12}$ also confirm that a change in volatility of one of the markets would negatively affect the relationship between both markets (conditional correlation) but on an insignificant scale.

4.7. Post-Diagnostic Checks

Although the log-likelihood value had been interpreted to support the significance of the model, it is recognised in the literature that the log-likelihood value does not indicate the economic or financial relevance of the computed parameters. As a result, researchers and analysts frequently employ other post-diagnostic tests to examine the BEKK model’s economic significance and the accuracy of its parameter estimations in capturing the complex nature of multivariate financial time series data. Post-diagnostic measures of the model were the test for heteroscedasticity and autocorrelation of residuals (Tables 10 and 11).
Table 10. Autocorrelation and partial correlation test.

<table>
<thead>
<tr>
<th>Lags</th>
<th>Autocorrelation</th>
<th>Partial Corr.</th>
<th>Q-Statistic</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.018</td>
<td>0.018</td>
<td>0.2741</td>
<td>0.601</td>
</tr>
<tr>
<td>2</td>
<td>0.011</td>
<td>0.011</td>
<td>0.3879</td>
<td>0.824</td>
</tr>
<tr>
<td>3</td>
<td>-0.028</td>
<td>-0.028</td>
<td>1.0652</td>
<td>0.785</td>
</tr>
<tr>
<td>4</td>
<td>-0.049</td>
<td>-0.048</td>
<td>3.1272</td>
<td>0.537</td>
</tr>
<tr>
<td>5</td>
<td>-0.002</td>
<td>0.000</td>
<td>3.1307</td>
<td>0.680</td>
</tr>
<tr>
<td>6</td>
<td>0.044</td>
<td>0.044</td>
<td>4.8119</td>
<td>0.568</td>
</tr>
<tr>
<td>7</td>
<td>0.002</td>
<td>-0.002</td>
<td>4.8160</td>
<td>0.682</td>
</tr>
<tr>
<td>8</td>
<td>0.083</td>
<td>0.080</td>
<td>10.827</td>
<td>0.212</td>
</tr>
<tr>
<td>9</td>
<td>0.004</td>
<td>0.004</td>
<td>10.843</td>
<td>0.287</td>
</tr>
<tr>
<td>10</td>
<td>-0.010</td>
<td>-0.008</td>
<td>10.929</td>
<td>0.363</td>
</tr>
</tbody>
</table>

Table 11. Post-GARCH heteroscedasticity test.

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Meaning</th>
<th>p-Value</th>
<th>p-Value Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>F-Stat.</td>
<td>0.370997</td>
<td>1.863</td>
<td>0.5426</td>
</tr>
<tr>
<td>ObsR2</td>
<td>0.371697</td>
<td>–</td>
<td>0.5421</td>
</tr>
</tbody>
</table>

Autocorrelation in residuals denotes that the model fails to incorporate all necessary information in the data, thus weakening the model. It also depicts the model under-fitting the data and failing to capture some time-dependent patterns in volatility. All p values are insignificant and confirm the absence of autocorrelation or partial correlation of residuals in the estimated GARCH model.

GARCH modelling incorporates lagged squared residuals in the conditional-variance specification. However, if the model fails to capture these ARCH effects adequately, it results in significant heterogeneity in the residuals (value where $p < 0.05$). As a post-diagnostic test, heteroscedasticity was also absent in residuals after the modelling, as the p-value was above 0.05. The absence of heteroscedasticity also indicates that the model captures essential nonlinearities. The model passed robustness checks and is thus valid according to econometric modelling.

5. Discussion

This study aimed to assess volatility transmission between energy and commodity markets, as well as the potential interdependence and spillover effects between both arrangements. The findings provide significant insights that help in grasping cross-market volatility patterns. The results tested time volatility within the individual markets before spillover parameters, and thus, own volatility in each of the markets is first discussed before spillover outcomes.

The energy and commodity markets had significant volatility. The price changes of energy products can be linked to the changing dynamics of demand and supply for crude oil. These changes could be caused by disruptions in oil production, adjustments in global oil consumption patterns, geopolitical events in oil-producing countries, and unexpected shifts in demand caused by economic events such as recession. Volatility in commodity markets, particularly in grains as a food item, was also discovered to be significant and relatively persistent. This can be attributed to being influenced by weather conditions, climate change effects, population growth, and changing food demands. Persistence found in markets confirms that future values can be predicted from past values with a significant level of accuracy. Periods of high covariance are specifically risky for investors with both asset classes in their portfolio, as negative returns imply negative returns in another
inhibiting cushioning effect. Conversely, the assets may provide better diversification in periods of lower covariance.

The analysis also showed a bidirectional volatility transfer between the energy and commodity markets. Changes in one market’s volatility can affect and be affected by fluctuations in the other due to interconnectedness, shared resources, geopolitical events, economic growth, and technological shifts. Globalisation and financial integration have increased linkages between these markets, resulting in synchronised prices and trading behaviours. Moreover, investor behaviour, risk management, interconnected supply chains, and the integration of non-financial markets with financial markets are possible contributors to this volatility transfer. The study also highlights the impact of major global events like the COVID-19 pandemic and geopolitical conflicts on both markets, as volatility patterns were noticeably different within these periods on the plotted volatility charts.

Several studies have examined the interconnections and influences between commodity markets, mainly focusing on energy and agriculture commodities, and found interdependence between commodities and crude oil markets as follows:

Previous studies have consistently highlighted the interdependence between crude oil prices and agricultural commodity markets [1,36,51]. Xiarchos and Burnett studied volatility spillover between maize, energy commodities, and ethanol futures prices, indicating significant risk transfer [58]. Ghorbel and Jeribi examined variability spillover among energy and financial commodities during the pandemic, revealing fluctuation shocks transferring from energy to other assets [57]. Shahani and Taneja explored the impact of crude oil fluctuations on energy crops in India [55]. Significant effects on sugarcane and wheat were observed, with asymmetry in the impact of declining and rising crude prices. Lu et al. also found bivariate volatility spillovers between crude oil and agricultural commodities. The authors also found that the spillover was time-varying, with more volatility found in times of crisis—the 2008 global meltdown [36]. Similarly, Gardebroek and Hernandez studied turbulence flow among petroleum, ethanol, and maize prices. They found that volatility transfer occurred across the markets, and this spillover varied with time, with most volatility found after the 2006 fiscal year [54]. The present research aligned with these findings, demonstrating a significant bidirectional spillover between energy and commodity markets. This consistency underscores the enduring relevance of these market interactions.

The summarised comparative findings above are a collection of related works that found spillover from energy markets to commodity markets, on the one hand, and similar spillover from commodity markets to energy markets, showing strong interdependence of both markets and of various studies related to the interdependence between commodities, particularly crude oil and agricultural produce, as are follows:

However, nuanced differences emerge when examining the direction of volatility spillovers. Nazlioglu et al. analysed fluctuation dissemination between oil and specific agricultural commodities using causality in impulse response and variance functions. They reported that oil market volatility spreads to agricultural markets post-crisis, impacting agricultural investments [35]. However, spillover was univariate as volatility transfer was absent from agricultural investments to oil markets. Umar et al. also had shocks from oil volatility transmitted to the volatility behaviour of food commodities, particularly during economic distress [50]. However, the study did not record any spillover from food commodity markets to oil markets. This discrepancy with the present study’s findings could be attributed to the specific commodities considered in each of the studies used for comparative purposes or the evolution of market dynamics over time since both studies investigated spillovers before 2020. Lu et al. observed bidirectional volatility spillovers during the 2008 financial crisis [36]. In contrast, our study reveals a more pronounced effect of agricultural commodity volatility on crude oil prices after the coronavirus crisis and war outbreak.

Although the studies referenced delved into the intricate relationships between energy and agricultural commodity markets and found univariate or bivariate variability spillover across both market arrangements, a few studies negate the actual findings of this research
as they found volatility of each of the two markets utterly independent of each other. Our results diverge from those of Dutta and Noor, who found no volatile connection between agricultural and oil trading platforms but identified oil fluctuations as causal factors for instability in non-energy composite markets due to their role in metal production [56]. Kaulu, in the same vein, found no impact of crude oil costs on maize prices, although Granger causalities and auto-regression models were used [49]. This discrepancy could be attributed to differences in data types, data periods, market conditions, or methodological approaches employed.

The present study provides a comprehensive exploration of the interplay between energy markets and commodity markets. While consistent with some prior findings, the study unveils context-specific effects that enrich the understanding of these complex relationships. This study extends the temporal scope of previous research, encompassing significant economic crises such as the recent COVID-19 pandemic and the Russian–Ukrainian war. This temporal extension, in alignment with the approach of Umar et al. [50], enables us to examine the varying dynamics of volatility connectedness during economic distress, further enriching our understanding of how shocks are transmitted through these markets.

The research not only offers theoretical insights but also practical implications. Directly identifying significant volatility spillovers affects risk management strategies for investors and policymakers alike. By shedding light on the dominant role of oil volatility shocks and their potential to amplify market uncertainties, the study contributes valuable insights that can inform decision-making during economic turbulence.

Moreover, the study findings confirm and extend the conclusions from earlier research. While it aligns with the observations made by studies like Xiarchos and Burnett regarding spillovers [58], the study also departs from the mutual causality inference proposed by Yanpeng et al. [51], highlighting a more transparent and less-biased relationship between grains and oil prices. This nuanced perspective contributes to a more comprehensive understanding of the mechanisms driving price movements across these markets.

Considering the evolution of research over time, this study contributes to the field’s understanding by incorporating the unique context of the coronavirus pandemic. Ghorbel and Jeribi have identified substantial dynamic correlations between energy assets and commodities indexes during the pandemic [57]. This is congruent with our observation of fluctuation shocks transferring from energy to grain commodity assets. This underscores the contagion influence of the pandemic on various markets, a facet that was less explored in earlier works. Considering the evolving landscape and unique market conditions, the contributions expand the knowledge base and pave the way for further investigation.

6. Conclusions

The summary of the findings is the following:

- Both energy and commodity markets have significant unconditional or baseline volatility. The results also confirm that commodity markets have less risk than energy markets.
- Volatility persistence is significant despite not being so strong in both markets. Persistence is also found to be weaker in the commodity market, confirming that volatility dissipates quickly or adjusts speedily to shocks in the market. Thus, market participants can predict future returns from past values with a significant level of accuracy.
- Volatility transmits instantaneously between energy and commodity markets, and these spillovers are also found to fluctuate across periods or vary with time. Therefore, there is a magnitude of real-time interlinkage between energy and commodity markets.
- Nevertheless, the transmission of fluctuation shocks from one market to another was insignificant when testing lagged effects. In other words, shocks from the volatility of past periods in each of the markets do not influence present fluctuations on a daily frequency.

The study explored the interconnections and transmission channels that lead to heightened volatility in both markets. Spillover effects fluctuated over time, reflecting the chang-
ing market dynamics and the evolving relationship between the two markets. The transmission was attributed to the increasing interconnectedness of markets, which can lead to stronger linkages between energy and commodity markets, making them more susceptible to spillover effects. Improved interconnectedness also supports market efficiency through a faster dissemination of information. With less information asymmetry, investors can access information better and make informed decisions on their investments in these markets, increasing the synchronisation of prices and trading behaviours across the global energy and commodity markets. As per global events, the existence of spillover of volatility-induced shocks between the markets is most likely partly responsible for economic disruptions globally in recent times from contagion effects that could arise from spillovers.

Overall, this research enhances the comprehension of the complex relationship between food and energy commodity markets, providing valuable indications for policymakers and market players seeking to navigate the challenges and opportunities presented by the bidirectional volatility spillover between these critical sectors.

Future research could entail the investigation of volatility spillovers at various price frequencies and exploring how these varying frequencies alter responses to changing economic and market situations. The role of localised or worldwide market integration in the transfer of volatility can also be measured by ascertaining the effect of cross-border trade, import/export patterns, and governmental interventions on volatility transmission across the energy and food commodity markets.

The outlined limitations represent precautions to be taken in generalising study results:

• Daily prices and returns were utilised in the study and are better for volatility modelling through GARCH, but this frequency has been criticised for increasing noise effects in modelling.
• The BEKK-GARCH model was used against other models that test volatility spillovers, which could yield conflicting results from the outcomes of others.
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