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Abstract: Recently, domestic universities have constructed and operated online mock interview
systems for students’ preparation for employment. Students can have a mock interview anywhere
and at any time through the online mock interview system, and can improve any problems during
the interviews via images stored in real time. For such practice, it is necessary to analyze the
emotional state of the student based on the situation, and to provide coaching through accurate
analysis of the interview. In this paper, we propose detection of user emotions using multi-block deep
learning in a self-management interview application. Unlike the basic structure for learning about
whole-face images, the multi-block deep learning method helps the user learn after sampling the
core facial areas (eyes, nose, mouth, etc.), which are important factors for emotion analysis from face
detection. Through the multi-block process, sampling is carried out using multiple AdaBoost learning.
For optimal block image screening and verification, similarity measurement is also performed during
this process. A performance evaluation of the proposed model compares the proposed system
with AlexNet, which has mainly been used for facial recognition in the past. As comparison items,
the recognition rate and extraction time of the specific area are compared. The extraction time of the
specific area decreased by 2.61%, and the recognition rate increased by 3.75%, indicating that the
proposed facial recognition method is excellent. It is expected to provide good-quality, customized
interview education for job seekers by establishing a systematic interview system using the proposed
deep learning method.

Keywords: self-management interview application; emotion analysis; facial recognition;
image-mining; deep convolutional neural network

1. Introduction

Recently, Korea’s youth unemployment rate has been high, to the extent that people aged 30
to 40 constitute more than half (56.7%) of the highly educated but economically inactive population
(i.e., they cannot find good jobs). Accordingly, the severity of social waste through unemployment is
increasing [1]. According to one analysis, many highly educated people who could have high-level
careers have been produced through university education, but they are unable to find a good position
right after graduation because they graduate without an appropriate interview clinic and without
information and coaching on practical employment skills [2]. A situation in which they cannot
work full time is problematic in job-seeking, and a common problem is that they have a lot of idle
time as they go to graduate school, work as a freelancer, or work part-time due to parenting duties,
despite their ability to hold down a good job. In addition, the hardest part when a job applicant
seeks employment is preparing for the interviews [3]. In particular, since there are no set answers for
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an interview, interviewees must exhibit their capabilities differently, depending on their individual
living environment and values. Also, since there are big differences among individuals (e.g., posture,
eye contact, unhelpful language habits), one-on-one consulting is required, and content is needed
by which students can practice their interview techniques anywhere and at any time (e.g., the night
before the interview, in the train when going to an interview, and in the waiting room before the
interview). The demand for online interview content is increasing, which allows a last check briefly
prior to the interview [4]. Facial recognition systems can be broadly divided into face area detection
and facial recognition. Face area detection determines the position of the face, size, posture, etc., in the
video, and helps create a certain image for facial recognition [5,6]. Types of face detection include
(1) the knowledge-based method that uses information about the typical face, (2) the feature-based
method that looks for easily detected characteristics, despite changes in posture or lighting, (3) the
template-matching method, which stores the basic shape of a few faces and performs a comparison
with the input images, and (4) the appearance-based method, learning the face model from training
images representative of the diversity in faces [7–9]. As a study for facial recognition, algorithms such
as Haar, scale invariant feature transform (SIFT), ferns, modified census transform (MCT), histogram
of oriented gradients (HOG), etc., are used to extract the feature factors of an image, and face analysis
is actively performed based on them [10,11]. Recently, deep learning-based facial recognition has also
been widely used, and a method of automatically extracting feature factors using a convolutional filter
based on a convolutional neural network (CNN) has been used [12–14]. When a face is recognized
using a specific factor, it is difficult to extract and select an optimal specific factor, depending on the
original image state and application, and it is also difficult to determine a feature factor through various
experimental and empirical factors.

We developed a self-management interview system and conducted a study on deep learning-based
face analysis for emotion extraction to provide accurate interview services. Unlike the basic structure for
learning the whole-face image, in this paper, a deep convolutional neural network (DCNN) method [15]
for image analysis through a multi-block process helps the user learn after sampling the core facial
areas, which is important for emotion analysis during face detection. The system proposed in this
paper is expected to contribute to the creation of job opportunities by providing customized interview
education that enables efficient interview management that is not constrained by space and time,
and that provides an appropriate level of interview coaching. The figure included in this image is the
author, who agreed to provide the figure.

The study is organized as follows. Section 2 describes the research related to facial
recognition-based application services, and technology using facial recognition. Section 3 describes
detection of user emotion using multi-block deep learning in the self-management interview application.
For that purpose, also described is the image multi-block process to extract the face’s feature points,
plus multi-block selection and extraction of main features, and a proposed experiment with the deep
learning process in face detection. Section 4 describes the proposed mobile service for real-time
interview management, and Section 5 provides a conclusion.

2. Related Research

2.1. Facial Recognition-Based Application Services

Recently, various services based on facial recognition have been provided. The face recognition
process is as follows. A camera captures a face image. Then, the eyes, eyebrows, nose, and mouth,
which are the main factors for emotion extraction, are analyzed to extract characteristics data, and they
are compared with feature data in a database provided for face analysis in facial recognition. The facial
recognition technology analyzes facial expressions to determine emotional states, such as happiness,
surprise, sadness, disgust, fear, confusion, etc., and is used for advertising-effect measurement,
marketing, and education [16]. Founded by the Massachusetts Institute of Technology Media Lab,
Affectiva released Affdex, a solution for recognizing facial expressions and identifying emotional
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states [17]. Figure 1 shows the Affectiva facial recognition platform. Affectiva modularizes emotion
recognition-related artificial intelligence (AI) technology, distributes it through its website in the form
of a software development kit (SDK), and opens it for use by various engineers and in business fields.
It applies an emotion recognition solution to Tega, a robot that teaches foreign languages, and presents
functions that provide appropriate content and gives rewards by understanding children’s facial
expressions. In addition, the facial recognition technology has been widely applied to various fields,
such as locating crime suspects and lost children, and enabling mobile payments, in particular. It is
used to arrest criminal suspects and locate lost children through artificial intelligence cameras attached
on the chest, based on an agreement with US police [18].
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2.2. Technology Using Facial Recognition

The AdaBoost algorithm is a technology often used for face detection, and is a method for creating
strong criteria for selection by combining weak criteria, which has advantages [19,20]. This reduces
the probability of drawing wrong conclusions, and increases the probability of accurately assessing
problems that are difficult to judge. For facial recognition, a face area image is required. In order
to increase the success rate with face detection and facial recognition, the impacts of lighting and
inclination should be minimized, and images should be normalized. So, as images are normalized,
the probability of errors decreases [21]. Video-based emotion recognition analyzes the characteristics of
the face in a video. At first, this study used classic machine learning and computer vision. For example,
the characteristics of the face were extracted based on the gradients of the face extracted from video.
The characteristics were analyzed, using algorithms like a support vector machine (SVM) or random
forest, to figure out the facial expression. And yet, there is a singularity effect according to the
surrounding background or the illumination intensity of the video. In addition, accuracy is greatly
affected by the angle of the face. Figure 2 shows a facial recognition algorithm using a face database.
The dataset used in the early stages was secured in a limited environment; however, videos that contain
everyday situations are in the dataset [22].

Figure 3 shows how to recognize a face in a three-dimensional (3D) image [23,24]. The flow
of the method can be separated from the training phase and the test phase. In the training phase,
face data are collected from 3D images, and pretreatment is performed to obtain a clean 3D face without
bending. Preprocessed data include facial features from a feature extraction system [25]. The features,
such as extracted face data, are stored in a feature database [26,27]. Next, in the test phase, the entered
target faces are the same as those used in the training phase and during the 3D face data collection,
pretreatment, and feature-extraction steps. In the feature-matching phase, match scores are calculated
by comparing the target face with the database saved in the training phase. When the match score is
judged to be high enough, this algorithm determines that the target face has been recognized. Also,
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facial recognition technology is used in the augmented reality field. It is a method to extract feature
points, and draws the coordinate plane of the face to calculate the position, to make a 3D effect of the
product, and overlap it onto the face [28,29].
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3. Detection of Emotions Using Multi-Block Deep Learning in Self-Management Interviews

Figure 4 shows the whole process of the system described in this paper. First, we proceed with
facial recognition, where features are extracted. Multi-block sampling is performed by extracting
feature points from the recognized faces. Sampled data are extracted through deep learning based on
a DCNN. Analysis is conducted based on the extracted emotions, and the analyzed data are managed
by the interview system proposed in this paper. Interview management is done through the application
itself. The CAS-PEAL face database is used for facial recognition, and the Cohn-Kanade database is
used for emotion extraction.

3.1. Image Multi-Block Process for Face Main Point Extraction

In this paper, we developed a self-management interview system and conducted a study on deep
learning-based face analysis for emotion extraction to provide accurate interview services. Unlike the
basic structure for learning the whole-face image, the deep learning method proposed in this paper
is a model that helps the user learn from images of multi-block core areas, such as the eyes, nose,
and mouth, which are important factors for emotion analysis during face detection. The proposed
learning structure of the DCNN consists of a multi-block process of entered face images and multi-block
deep learning. In the multi-block process, the input image is blocked based on multiple AdaBoost.
The multi-block deep learning model is executed by considering the sizes of the original image and of
the sampled image that is blocked for area extraction. When both processes are completed, the whole
face image and the sampled multi-block image have been learned, making it possible to use them
during the emotion detection stage afterwards. The recognition process of the multi-block deep
learning algorithm consists of a multi-block process, multi-block selection, and a multi-block deep
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performance process. In the existing deep learning model, facial recognition utilizes the whole face,
which causes a problem in that areas such as the eyes, nose, and mouth (the key factors for analyzing
emotions) are not recognized correctly. In this paper, therefore, the recognition rate was improved by
extracting the specific parts of a face image required for emotion extraction by the multi-block method.
In particular, if the multi-block is large or small in the blocking process, features of the main areas
cannot be extracted accurately, which causes large errors in recognition and learning.

In this paper, multiple AdaBoost was used to carry out sampling by setting the optimal blocking.
Figure 5 shows the process of detection and classification with multiple AdaBoost. Multiple AdaBoost
creates a stronger classifier by combining weak classifiers, allows a weak classifier to determine
whether the image is a face or not when there is a certain purpose. It is designed to select a feature of
a rectangular shape with the fewest errors in order to let a weak classifier use the fewest improperly
classified training videos, and, in turn, have the optimum threshold classification function.
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For this process, training images and sample images were required, so by using the CAS-PEAL
face database, our database included 99,594 images with a variety of poses, expressions, and lighting
levels from 1040 individuals (595 male and 445 female). Domains of faces to be extracted were defined
as positive (object) samples, while images other than a face were defined as negative (non-object,
background) samples. Also, we use the Cohn-Kanade database to analyze perceived facial emotions
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from data in this database that include 486 sequences from 97 poses [30,31]. At this time, positive
images must have pixels of the same size, and detection should be made by aligning the positions
of eyes, noses, and mouths so they are the same as much as possible. Learning data should include
information on whether the image belongs in the positive or negative category. In addition, features
for distinguishing a face from the background are also required. Such features could be presented as
a classifier to distinguish/classify an object. Since these features are a base classifier and a candidate for
a weak classifier, it was necessary to decide how many times the process of weak classifier selection
should be repeated [32,33]. In other words, it was necessary to determine how many weak classifiers
should be combined into one stronger classifier, and to select one feature having the best performance
in classifying training samples by class and to calculate a weak classifier for the corresponding
iteration [34]. Therefore, we used a weighted linear combination of T weak classifiers, as shown in
Equation (1).

E(x) = a1e1(x) + . . .+ aTeT(x) =
T∑

t=1

atet(x) (1)

E: final strong classifier,
e: weak classifier,
a: weighted of weak classifier,
t: iteration round (1,2, . . . ,T).

3.2. Multi-Block Selection and Extraction of Main Area Features

The multi-block selection process selects blocks to be used for actual recognition among the
multi-blocks previously delivered through the feature numerical analysis. For accurate emotion
analysis, the user’s eyes, nose, and mouth, which are the main feature points, should be clearly
identified, and they can be classified according to the degree of rotation of the face. If there is no
information on specific points in the whole image, the rotation information should be detected during
the multi-block process. Figure 6 shows the whole facial recognition and emotion analysis process.
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Face detection was made by moving a 24× 24 pixel block; for simple patterns in multiple AdaBoost
learning, basic patterns were used. In addition, the number of simple detectors to be searched by the
learning process was selected as 160, and the learned detectors became serialized, in turn enhancing the
processing speed. The learned detectors were serialized into 10 stages in which 16 learned detectors
belong in an arbitrary manner. Parameters for each stage were adjusted, and as for images in multiple
AdaBoost learning, 24 × 24 resolution was used. For detection by size, the input images were classified
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(based on the degree of down-sampling) into three types, and the face was detected from among the
down-sampled images. In detection by rotation, facial images rotated at −5◦ to +5◦, +15◦ to +25◦,
and −15◦ to −25◦ were learned by AdaBoost. Then, by using the serialized detector, they were each
analyzed and, in order of detection, rotation of the face was classified. The detected faces were classified
into nine types, and the information about the locations of the detected faces was provided as well.
Figure 7 shows the face image–detection process. For face detection, 80 × 60 down-sampled images
were used for detecting a large face, 108 × 81 down-sampled images were used for a medium-sized face,
and 144 × 108 down-sampled images for a small face. The sequence of detection by size was selected to
enhance the detection speed and was done as follows: Detection of 80 × 60 down-sampled images was
first, followed by the 108 × 81 down-sampled images, and then, the 144 × 108 images. If a detected
face overlapped the block detected in the face from the down-sampled image in the preceding step,
that detection was not valid. The input image was searched for among the down-sampled images,
and when it was detected, a block of the face from the detected image was cut and then normalized to
the predesigned size and passed to the next process. At the time, principal component analysis (PCA)
was used to measure similarity with the input image, verifying the face. This is a process of rotating
an image by using the verified information on rotation of the face, until the rotation of the face in the
image becomes almost zero. When the rotation of the face was verified to be between +15◦ and +25◦,
the face was rotated by −20◦, and when the rotation of the face was between −15◦ and −25◦, the face
was rotated by +20◦.
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When the user’s face was extracted in the aforementioned process, the positions of the eyes and
nose should be extracted. The patterns for the person’s eyes could be extracted by using the facial
image obtained through the face detection process. Eyes and nose extraction can be classified into three
stages. The first stage was to designate a region to search for the eyes in the facial image obtained by
the face detector. From this stage, it was possible to roughly estimate the position of the eyes, even if
they were not precise, and such an estimated position could be defined as a certain domain. In the
second stage, the region for the eyes must be clearly defined, as shown in Figure 8 After defining
the eyes region, we used multiple AdaBoost to determine 12 × 12 pixel eye images and 12 × 12 pixel
non-eye images to prepare the serialized eye detector. This was to classify these eyes from other eyes.
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Then, AdaBoost went through a process of detecting block images that had the eyes in the designated
region. The last stage was to use PCA, trained with eye images, to measure the similarity of each eye
image and to select the image with the highest similarity. As shown in Figure 8, the position of the
eyes could be defined as the center point of a verified eyes image.Appl. Sci. 2019, 9, 4830 8 of 16 
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In order to detect a nose’s location, it was necessary to designate a nose search region on the
face image acquired during the face search, which is the same process as required for the eye search.
Although the exact location of the nose cannot be specified, a rough location can be estimated, and the
predictive value of the location of the nose can be defined for certain regions. Figure 9 shows the nose
detection process.
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In order to determine whether the image was actually a nose or not, multiple AdaBoost was used
to learn 12 × 12 nose images and non-nose images in order to create a serialized nose detector and
go through the process of finding the block images that were detected as noses within the defined
region in the first step. The last step was to calculate the similarity of the nose images acquired during
the second step, and compare nose images to find one with the best similarity. As with the eye image
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search process, the nose location was the center point of a verified nose image. After the detection of
eyes and nose locations, the face normalization process was followed. Face normalization is a process
to calculate the accurate location, size, and rotation of the face using the locations of both the eyes
and the nose. The face image was warped to ensure consistency among the different forms of a face.
The actual emotion images can be created by finding the eyes and the nose in the image and by going
through image warping based on that information. At this time, the size of the normalized images and
the location of each part may vary depending on the design of the recognizer.

3.3. Face Detection Using the Multi-Block Deep Learning Process

For a deep learning model of the proposed user emotion extraction, this experiment extracted
emotions using a DCNN based on the multi-blocked sample images of the major face areas, and the
images with completed feature extractions, which was intended to minimize the performance time
from entry, and the classification of the images. Figure 10 shows the multi-block deep learning
structure proposed in this study. The emotion model was extracted by delivering a block target that
included information about the features from the images learned by the DCNN in the multi-block
and block selection stages. A convolution operation was conducted between the original images and
the multi-block images extracted by sampling. This brought into relief the features of the major face
areas for the extraction of emotions through the feature extraction filter. The filter coefficient for the
feature extraction filter was set to a random value in the early stages, and was then set to the optimal
filter coefficient with the least error rate through learning. Next, the process of reducing the images
was executed, analyzing the features of the extracted images, and filtering the optimum features.
At this time, the general DCNN launched a method for minimizing the cross-entropy loss function
so it can be similar to the softmax result from image data entered from the multi-block and feature
extraction stages.
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This study defines two cross-entropy loss functions like those in Equations (2) and (3) to deliver
knowledge: In Equation (2), loss function L1 is a cross-entropy function based on a recognition result
error for the label. In Equation (3), loss function L2 is the cross-entropy function representing the error
with the block target representing the predicted probability value of the DCNN.
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L1 = −

|V|∑
n=1

H(y = n) × logP(y = n
∣∣∣x; θ) (2)

L2 = −

|V|∑
n=1

q(y = n
∣∣∣x; θE) × logP(y = n

∣∣∣x; θ) (3)

In the formula, q is the softmax probability value formed by learning the features of multi-blocked
images, while P(y = n

∣∣∣x;θ) is the probability the DCNN learned by utilizing the features of the whole
images, n is the index of the feature category, and |v| is the total number of classes. This study used both
the knowledge block target containing the feature information of the multi-block images delivered by
the DCNN while learning, and the existing true class target value so as to allow learning everything.
It extracted accurate emotions, utilizing feature extraction of the whole image area and the features of
the blocked images of the key areas, giving a different weighted value to each of the two loss functions,
L1 and L2, as seen in Equation (4):

L = α × L1 + (1− α) × L2, 0 < α < 1 (4)

In addition, for face area detection and estimation analysis, the CAS-PEAL face database was
employed. The learning data in the database used consisted of classes of facial expression information
for a total of 1040 persons, and consisted of a total of 1240 sheets of images for each class. The data for
deep learning was composed of 10 sheets per emotion class, with noise added to the learning data.
On the other hand, the AlexNet [35] structure, which is used a lot for facial recognition, was selected for
comparison with the deep learning method proposed in this paper. Figure 11 shows a comparison of
emotion recognition accuracy with the proposed method against the accuracy with AlexNet. The facial
expressions were recognized through extraction of the entire face area and the main areas, and the
accuracy of extracting emotions according to the expressions was compared, with the proposed method
showing accuracy about 3.75% higher.

Appl. Sci. 2019, 9, 4830 10 of 16 

area and the features of the blocked images of the key areas, giving a different weighted value to each 
of the two loss functions, L1 and L2, as seen in Equation (4): 𝐿 ൌ  α ൈ 𝐿ଵ  ሺ1 െ 𝛼ሻ ൈ 𝐿ଶ, 0 ൏ 𝛼 ൏ 1  (4) 

In addition, for face area detection and estimation analysis, the CAS-PEAL face database was 
employed. The learning data in the database used consisted of classes of facial expression information 
for a total of 1040 persons, and consisted of a total of 1240 sheets of images for each class. The data 
for deep learning was composed of 10 sheets per emotion class, with noise added to the learning data. 
On the other hand, the AlexNet [35] structure, which is used a lot for facial recognition, was selected 
for comparison with the deep learning method proposed in this paper. Figure 11 shows a comparison 
of emotion recognition accuracy with the proposed method against the accuracy with AlexNet. The 
facial expressions were recognized through extraction of the entire face area and the main areas, and 
the accuracy of extracting emotions according to the expressions was compared, with the proposed 
method showing accuracy about 3.75% higher. 

 
Figure 11. Comparison of emotion recognition accuracy of the proposed model and AlexNet. 

Figure 12 shows the distribution of the times required to extract the face area, and the results of 
face area detection. As a result of one experiment, the proposed method had a faster processing time 
and a lower error rate than the basic method that did not go through smoothing. In addition, as the 
dispersion of the processing time was only a little, it turned out to be a normalization method suitable 
for real-time processing. 

 
Figure 12. Face area detection time (in milliseconds). 

Figure 11. Comparison of emotion recognition accuracy of the proposed model and AlexNet.

Figure 12 shows the distribution of the times required to extract the face area, and the results of
face area detection. As a result of one experiment, the proposed method had a faster processing time
and a lower error rate than the basic method that did not go through smoothing. In addition, as the
dispersion of the processing time was only a little, it turned out to be a normalization method suitable
for real-time processing.
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Figure 13 shows the distribution of the processing time to detect the eye area, and the results
of eye area detection. In eye area detection, the distribution of the processing time was not affected
by normalization; however, there was a difference in the error rate. As a result of the experiment,
the proposed method was deemed excellent.
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Figure 14 shows the distribution of the processing time to detect the nose area, and the results of
nose area detection. As with eye area detection, the proposed method showed excellent performance
in terms of average processing time and error rate.
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4. Mobile Service for Real-Time Interview Management

The self-management interview system was developed as a mobile application for smooth
interview coaching. When the interview app is used, a real-time video is taken and transmitted to the
server. At this time, the person’s emotional state is presented through voice and facial recognition
in the video, and real-time coaching is provided accordingly. In addition, including various types of
interview coaching content and self-diagnosis programs, it is an effective system for speech practice as
well as interviews. Figure 15 shows the image-analysis algorithm-based emotion matching. As for the
image-analysis algorithm, the faces and eyes were detected, using an Extensible Markup Language
(XML) classifier, and based on the detected images, emotions were extracted from a comparative
analysis by the CAS-PEAL face database and Sort image. The figure included in this image is the
author, who agreed to provide the figure.
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Figure 16 shows a system that analyzes images by capturing one frame after dividing a video
into frame units. System functions include video playback, analysis visualization, recognition options,
rotation options, binary processing, curve graph representation of emotions, object feature analysis, etc.
After capturing the video, the user selects the part to be recognized with the recognition option and
then recognizes that part through a binarization process. The binarization function finds the feature
points of the image. There may be a rotated face in the captured image, so there is also an option that
rotates the face to the correct position. This function offers a selection range of −25 to +25 degrees.
There are eight emotions for analyzing a person’s feelings through the recognition function: Neutral
(usual expression), contempt, disgust, anger, happiness, surprise, sadness, and fear. There is also
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a function that graphs the emotions in each image captured from the video. Analysis of the image
in Figure 16 confirms the person is happy. Object characterization analysis shows the gender and
age, and features like a mustache, beard, and eyeglasses. According to the analysis, the image in the
current frame is male, 20–30 years old, without a mustache or beard, and no glasses. A screen shot
from the facial recognition and emotion analysis results of the interview management system is shown
in Figure 17.

Appl. Sci. 2019, 9, 4830 12 of 16 

Language (XML) classifier, and based on the detected images, emotions were extracted from a 
comparative analysis by the CAS-PEAL face database and Sort image. The figure included in this 
image is the author, who agreed to provide the figure. 

 
Figure 15. The structure of the interview management system. * The figure included in this image is 
the author, who agreed to provide the figure. 

Figure 16 shows a system that analyzes images by capturing one frame after dividing a video 
into frame units. System functions include video playback, analysis visualization, recognition 
options, rotation options, binary processing, curve graph representation of emotions, object feature 
analysis, etc. After capturing the video, the user selects the part to be recognized with the recognition 
option and then recognizes that part through a binarization process. The binarization function finds 
the feature points of the image. There may be a rotated face in the captured image, so there is also an 
option that rotates the face to the correct position. This function offers a selection range of −25 to +25 
degrees. There are eight emotions for analyzing a person’s feelings through the recognition function: 
Neutral (usual expression), contempt, disgust, anger, happiness, surprise, sadness, and fear. There is 
also a function that graphs the emotions in each image captured from the video. Analysis of the image 
in Figure 16 confirms the person is happy. Object characterization analysis shows the gender and age, 
and features like a mustache, beard, and eyeglasses. According to the analysis, the image in the 
current frame is male, 20–30 years old, without a mustache or beard, and no glasses. A screen shot 
from the facial recognition and emotion analysis results of the interview management system is 
shown in Figure 17. 

 
Figure 16. The real-time interview management system. * The figure included in this image is the
author, who agreed to provide the figure.

Appl. Sci. 2019, 9, 4830 13 of 16 

Figure 16. The real-time interview management system. * The figure included in this image is the 
author, who agreed to provide the figure. 

 
Figure 17. Facial recognition and emotion analysis results from the interview management system.  
* The figure included in this image is the author, who agreed to provide the figure. 

For the mobile service configured in this study, an application was developed utilizing Android 
Studio 9 (Pie) on an Intel Core i7-4770 CPU at 3.40 GHz, with 16 GB of RAM running the Windows 
10 Enterprise 64-bit environment. The figure included in this image is the author, who agreed to 
provide the figure. For the real-time interview and automatic coaching service, an app was 
configured that has a server for interview management, a module for automatic coaching based on 
the interview when a user uses the service, and a user interface for the relevant services. When the 
user touches each button in the real-time interview management mobile application, including voice 
evaluation, interview evaluation, and comprehensive interview from the main screen, that input is 
passed to the service use information page, providing values for pronunciation, interview, and 
coaching, for the function interviewCode. On the service use information page, the value of 
interviewCode is forwarded as an intent that is distinguished as a value for each variable and is 
displayed, applying a message image for the corresponding voice evaluation, interview evaluation, 
comprehensive interview, and start button. 

Splash screens for the facial recognition and emotion analysis results of self-managed interviews 
are shown in Figure 18. Once the interview evaluation begins, for evaluation questions, the 
application calls up the interview question API(Application Programming Interface) in the server, 
brings up the index of the relevant questions, the content of the questions, and information about the 
company that set the questions, and displays them in the application view. This was designed so that, 
once recording begins, the application calls the Android internal camera and conducts image 
recording and voice recording for encoding, so that both image and voice are included in the video. 
When the recording ends, the file-upload API in the server is immediately run to upload the user 
information, question index, and video file to the server, and once uploading is completed, the 
analysis procedure is launched through a module. On the module analysis information page, at 
regular intervals, the application continuously calls up the module analysis results API in the server. 
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Figure 17. Facial recognition and emotion analysis results from the interview management system. *
The figure included in this image is the author, who agreed to provide the figure.

For the mobile service configured in this study, an application was developed utilizing Android
Studio 9 (Pie) on an Intel Core i7-4770 CPU at 3.40 GHz, with 16 GB of RAM running the Windows 10
Enterprise 64-bit environment. The figure included in this image is the author, who agreed to provide
the figure. For the real-time interview and automatic coaching service, an app was configured that has
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a server for interview management, a module for automatic coaching based on the interview when
a user uses the service, and a user interface for the relevant services. When the user touches each button
in the real-time interview management mobile application, including voice evaluation, interview
evaluation, and comprehensive interview from the main screen, that input is passed to the service
use information page, providing values for pronunciation, interview, and coaching, for the function
interviewCode. On the service use information page, the value of interviewCode is forwarded as
an intent that is distinguished as a value for each variable and is displayed, applying a message image for
the corresponding voice evaluation, interview evaluation, comprehensive interview, and start button.

Splash screens for the facial recognition and emotion analysis results of self-managed interviews
are shown in Figure 18. Once the interview evaluation begins, for evaluation questions, the application
calls up the interview question API(Application Programming Interface) in the server, brings up the
index of the relevant questions, the content of the questions, and information about the company that
set the questions, and displays them in the application view. This was designed so that, once recording
begins, the application calls the Android internal camera and conducts image recording and voice
recording for encoding, so that both image and voice are included in the video. When the recording
ends, the file-upload API in the server is immediately run to upload the user information, question
index, and video file to the server, and once uploading is completed, the analysis procedure is launched
through a module. On the module analysis information page, at regular intervals, the application
continuously calls up the module analysis results API in the server. When the module analysis is
completed, the user moves to the interview evaluation results page. Then, with the values coming
from the module, the result is displayed in percentages of the emotions (including neutral, contempt,
disgusted, angry, happy, surprised, scared, and fear) in the criteria for analysis.Appl. Sci. 2019, 9, 4830 14 of 16 
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5. Conclusions

In this paper, we developed a self-management interview system and conducted a study on deep
learning-based face analysis for emotion extraction to provide an accurate interview evaluation service.
A self-management interview system was developed as a mobile application for smooth interview
coaching. When the interview service is used, a real-time video is recorded and transmitted to the
server. At this time, the person’s emotional state is presented through voice and facial recognition
from the video, and real-time coaching is provided accordingly. In addition, including a variety of
interview coaching content and self-diagnosis programs, the proposed system is effective for speech
practice as well as interview practice. Unlike the basic structure for recognizing a whole-face image,
the deep learning method for image analysis in this system helps the user learn after sampling the core
areas that are important for sentiment analysis during face detection through a multi-block process.
In the multi-block process, multiple AdaBoost is used to perform sampling. After sampling, an XML
classifier is used to detect the main features, which are set at threshold values to remove elements
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that interfere with facial recognition. In addition, the extracted images are detected by using the
CAS-PEAL face database to classify eight emotions (e.g., neutral, contempt, disgusted, angry, happy,
surprised, scared, and fear), and services are provided through the application. In the experiment
results, facial expressions were recognized through extraction of the entire face area and the main
areas. The accuracy from extracting emotions based on the recorded expressions was compared,
and the extraction time of the specific areas was decreased by 2.61%, and the recognition rate was
increased by 3.75%, indicating that the proposed facial recognition method is excellent. The extracted
emotions are provided through an interview management app, and users can efficiently access the
interview management system based on them. We believe the interview coaching application will be
utilized to provide an interview education that matches students with employment coaches, and it
will provide quality job interview–education content for students in the future. The system proposed
in this paper is expected to contribute to the creation of job opportunities by providing customized
interview education that enables efficient interview management, is not constrained by space and time,
and provides an appropriate level of interview coaching.
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