137 Gb/s PAM-4 Transmissions at 850 nm over 40 cm Optical Backplane with 25 G Devices with Improved Neural Network-Based Equalization
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Abstract: An improved neural network-based equalization method is proposed and experimentally demonstrated. The up-to-137 Gb/s transmission of four level pulse amplitude modulation (PAM-4) signals with 25 G class 850 nm optical devices is achieved over an in-house fabricated 40 cm optical backplane. An in-depth investigation is conducted regarding the impact of delayed taps and spans on equalization performance. A performance comparison of the proposed method with the traditional maximum likelihood sequence estimation (MLSE) and decision feedback equalization (DFE) is also undertaken. For the bit rate from 80 to 100 Gb/s, the proposed method achieves an adopted hard-decision forward error correction (HD-FEC) requirement at a received optical power (RoP) of −9 and −8 dBm, while DFE and MLSE cannot meet the HD-FEC requirement. When the bit rate increases from 120 to 137 Gb/s, the proposed equalization method still successfully maintains the acceptable system performance at an RoP of −4 and −2.5 dBm. Furthermore, the specific bit error rate (BER) performances for varied maximum achievable bit rate under different RoPs by applying MLSE and the proposed method are also analyzed. This provides an important potential solution to realize the future data centers.

Keywords: neural network; optical backplane; equalization

1. Introduction

Recent rapidly grown data traffic in the information and communication networks require high capacity short-reach (<100 cm) interconnected technology inside information and communications technology (ICT) equipment such as servers, routers, and storage [1]. On the other hand, the continuous growth of computing power is a leading cause of improvements to server performance and is also responsible for expanding server consolidation by virtualization. Such consideration requires a high bandwidth data communication intra blade server, which is an aggregate of compact servers connected via the backplane whose data connection capacity depends on the backplane performance [2]. Optical interconnect technology is an attractive candidate for enlarging data connection capacity due to this technology’s high-speed transmission and low interference between signals [3]. Optical interconnect technology enables the use of a higher bandwidth backplane compared with electrical interconnection. At present, the standardization of the single-wavelength 100 Gb/s transmission systems is under
considerations by Institute of Electrical and Electronics Engineers (IEEE) and Multi Source Agreement (MSA). It is of great significance to realize the transmission rate of over 100 G in backplane interconnection [4].

Recently, optical backplanes based on board-level optical polymer waveguides have attracted increasing attention in the field of optical interconnects, mainly because optical backplanes can become a key enabler for electro-optic integration, which allows for the seamless mating of numerous optical interfaces. Besides that, optical backplanes help to avoid cumbersome cable handling at a board level [5]. According to the development trend of optical interconnect technology predicted by International Business Machines Corporation (IBM) statistics, optical interconnect technology has entered the stage of the optical interconnection between sub-boards and boards [6]. Hence, optical backplane interconnection technology has emerged to prepare an optical waveguide layer on a standard printed circuit board (PCB) or to embed the optical waveguide as a sandwich in the PCB, thereby realizing optical signal interconnection. A large optical backplane with embedded graded-index glass waveguides and fiber-flex termination was studied in [7]. Chunhe Zhao proposed a hybrid bidirectional optical backplane with multiple bus lines [8]. A glass-based 40 cm optical backplane with 0.1 dB/cm insertion loss was fabricated by our group [9].

In order to achieve a high rate and maintain a low cost, it is expected that low-cost bandwidth level optoelectronic devices will still preferred to be used in optical backplane interconnection systems [10–18], so high spectrum efficiency modulation formats such as four level pulse amplitude modulation (PAM-4) and duobinary are being considered for introduction. Meanwhile, considering its high insertion loss and strong modal noise, the optical backplane transmission system can be regarded as a bandwidth-constrained system with a high insertion loss, so strong equalization algorithms are then required. Transmission at bit rates up to 50 Gb/s over 200 m of multimode fiber (MMF) assisted by decision feedback equalization (DFE) was demonstrated in [18]. The 850 nm laser-based transmissions of 112 Gb/s PAM-4 over 100 m optical multi-mode 4 (OM4) MMF assisted by maximum likelihood sequence estimation (MLSE) was experimentally demonstrated in [19]. Moreover, a 135 Gb/s discrete multitone (DMT) transmission using pre-distortion was realized in [20]. Pulse shaping was applied in [21,22] to achieve error-free 100 Gb/s PAM-4 transmission over a 100 m wideband fiber. However, all the receiving sensitivities of the above schemes were no less than −4 dBm at 100 Gb/s under the 7% hard-decision forward error correction (HD-FEC) threshold.

Machine learning has become popular and has attracted increasing attention from optical communities. Because of their powerful feature extraction and analysis capabilities, neural networks (NNs) have been applied into signal equalization and nonlinear compensation [23–26]. Elias Giacoumidis experimentally demonstrated about 2 dB quality factor (Q-factor) enhancement in terms of fiber nonlinearity compensation using an artificial neural network (ANN) for 40 Gb/s 16 quadrature amplitude modulation (16-QAM) coherent optical orthogonal frequency division multiplexing (CO-OFDM) at 2000 km of uncompensated standard single-mode fiber (SSMF) transmission [27]. Oleg S. Sidelnikov employed dynamic multi-layer perceptron networks for long haul transmission systems and demonstrated performance improvement and a significant superiority of neural network complexity over the digital back-propagation method [28]. Based on 20 GHz class optical components, Lilin Yi realized the single carrier 100 Gb/s transmission using a NN [29] and also concluded that an NN learning the inner rules of pseudo-random binary sequence (PRBS) would lead to overestimation.

In this paper, an improved neural network-based equalization method is proposed and experimentally demonstrated. The up-to-137 Gb/s transmission of PAM-4 signals with 25 G class 850 nm optical devices is achieved over an in-house fabricated 40 cm optical backplane. An in-depth investigation is conducted regarding the impact of delayed taps and spans on equalization performance. A performance comparison of the proposed method with the traditional MLSE and DFE is also undertaken. For the bit rate from 80 to 100 Gb/s, the proposed method achieves the adopted HD-FEC requirement at received optical powers (RoPs) of −9 and −8 dBm, while DFE and MLSE cannot meet the HD-FEC requirement. When the bit rate increases from 120 to 137 Gb/s, proposed equalization
method still successfully maintains the acceptable system performance at RoP of $-4$ and $-2.5$ dBm. Furthermore, the specific bit error rate (BER) performances for a varied maximum achievable bit rate under different RoPs that apply MLSE and the proposed method are also analyzed. This provides an important reference for future system design. It is worth mentioning that, because our backplane has a large attenuation of 8.7 dB, in order to comprehensively study the performance of the system under different receiving optical powers, we used an independent 850 nm laser and an external modulator in the experiment. As the fabrication technology improves and insertion loss decreases, the proposed algorithm can also be applied to a backplane transmission system based on low cost vertical cavity surface emitting lasers (VCSELS).

The remainder of the paper is organized as follows. Section 2 introduces the operation principle of the NN-based equalization scheme. In Section 3, the experimental results and discussions on the evaluation of system performance are presented.

2. Operation Principle of the Proposed NN-Based Equalization Scheme

Due to the strong linear and nonlinear abstract ability of neural networks, they can be used to restore kinds of signal distortion in optical fibers during the transmission through proper training. The schematic structure of the proposed NN-based equalizer is shown in Figure 1. It is a three-layer fully-connected network that consists of an input layer, two hidden layers and an output layer. Every circle is known as a neuron. Each neuron of the input layer represents a data sample, which is a vector of one-dimension data here. Each line denotes a multiplier that multiplies the output of the previous layer by the corresponding weight. Each neuron of the hidden layer and the output layer is a computing unit with summation and activation functions. The concrete relationship that lines and neurons represent can be expressed as:

$$y = f \left( \sum_{i=1}^{n} w_i x_i + b \right)$$

where $x_i$ is the neuron of the previous layer, $y$ is the neuron of the subsequent layer, $w_i$ is the corresponding weight, and parameter $b$ is the bias. Though the bias is not plotted in the structure, it exists by default, as the essential unit only contains storage and always stores a value of 1. The bias unit is connected to all nodes in the next layer but has no input. $f(\cdot)$ is an activation function that realizes nonlinearity modeling. The activation function of hidden layers is sigmoid here, while the output activation is purelin, as expressed below:

$$sigmoid(x) = \frac{1}{1+e^{-x}}, \quad purelin(x) = x$$

![Figure 1. The proposed neural network (NN)-based equalizer’s structure.](image)
It can be found that the linear equalizer used in the traditional DFE is similar to the neural network equalization. However, there are differences in offset, hidden layer, and activation function. For example, the expression of feed forward equalization (FFE) can be expressed as:

\[ y(n) = \sum_{i=-k}^{k} \omega_i x(n + i) \]  

where \( x(n) \) is the \( n \)-th received symbol, \( y(n) \) is the corresponding output signal, and \( \omega_i \) is the weight for each sample in the sequence. Compared with Formula (1), there is no activation function and bias. The output here is the result of equalization, while the output of Formula (1) is the input of the hidden layer. This means DFE lacks the ability to overcome nonlinearities.

The steps of neural network equalization are as follows. The received data \( X(n) \) after resampling and timing recovery is firstly preprocessed before feeding the input of the NN. As is shown in Figure 2a, \( X(n) \) is delayed to several vectors of data. The number of delays is considered a delay tap. Delay span denotes the number of symbols during one delay operation. These vectors of data are then merged into a set of high dimensional data. Data from each dimension are input to the NN at the same time. Figure 2b shows the flow chart of the proposed algorithm and depicts the process of the training stage. Firstly, the weights and bias are initialized, and the convergence conditions of the NN are set. The weights obey a normal distribution with a mean of 0, a variance of 1, and a bias of 1. The number of iterations is 10. The convergence condition is that the value of mean-square error (MSE) is less than 0.0001. The correct target data \( S(n) \) are the output of the NN that come from the timing recovery. The NN estimates the target \( \hat{s}(n) \) from input by initial parameters. The MSE between \( \hat{s}(n) \) and \( S(n) \) is calculated and then reduced by the update of the NN. When the neural network satisfies the preset convergence conditions, the algorithm jumps out of this cycle, indicating the completion of the training stage for NN equalization. Before the test stage, the data are preprocessed in the same way as the training stage. During the test stage, the data after preprocessing are fed to the trained NN, and the output of the NN are the equalized data.

![Figure 2](image_url)

**Figure 2.** (a) The schematic diagram of delay and (b) the algorithm flowchart of the proposed NN equalizer.

In particular, the random data are applied into all the measurements to avoid the overestimation with the use of a PRBS. The cycle length of the random data is 10,000. There are 16 neural nodes in each layer. The network is trained with back-propagation and gradient descent with Adam optimization. In this work, the neural network can get the relationship between the adjacent symbols and get the correct data by extending the dimension of the data through delay processing. Compared with the traditional linear equalizer, besides the basic equalization ability, the hidden layer of the network enhances the learning ability, and the activation function enhances the expression ability, so it has the potential to obtain a better equalization effect especially in the multi-mode, non-linear, and other complex transmission environments.
The experimental setup for evaluating the performance of the proposed equalization scheme is illustrated in Figure 3. At the transmitter side, the random data are generated and mapped into the PAM-4 format by Matlab, and then they are sent to the Keysight M8196A arbitrary waveform generator (AWG) for electric signal generation. The sampling rate of the AWG was 92 GS/s and the corresponding bandwidth was 30 GHz. The eye diagram of the 100 Gb/s electrical PAM-4 signal emitting from the AWG (point a) without optoelectronic and electro-optical devices is also shown in Figure 3a, in which case the eyes are clearly visible. Since the maximum output voltage of the AWG was only 500 mV, a broadband electric amplifier with 55 GHz bandwidth was connected to the AWG to amplify the voltage. An 850 nm Fabry Perot (FP) laser was employed and followed by a 25 G 850 nm Mach–Zehnder modulator (MZM), which was provided by Bonphot (850 MODBOX). A polarization controller was not included in our experimental setup because polarization while maintaining optical fiber was used for connecting the laser source and the MZM. The insertion loss of the MZM was 4.5 dB, the optical output power of the laser source was 11 dBm, and the corresponding optical power injected into optical backplane was around 6.5 dBm. After 40 cm optical backplane transmission, the RoP was adjusted by a variable optical attenuator (VOA).

At the receiver side, the optical signal was detected by a 22 G positive intrinsic-negative (PIN) detector. The detected signal was then sampled by an 80 GS/s real-time digital storage oscilloscope (DSO) with a 33 GHz bandwidth to obtain the data for offline analysis. The eye diagram of the 100 Gb/s electrical PAM-4 signal output from PIN after the 40 cm optical backplane (point b) is also depicted in Figure 3, which shows that the quality of the eye diagram was very poor.

An offline digital signal processing (DSP) is executed by the Matlab program, and this procedure is shown in Figure 3. The sampled data from the DSO were first resampled to make sure that there were integer symbols in the sampling period. Then, the optimal sampling point was obtained based on the absolute-value timing symbol recovery algorithm. After the equalization, the BER was then calculated for the evaluation of the system performance. Two types of common equalization schemes including DFE and MLSE were considered for comparative analysis.

The optical backplane employed in the present experiment was in-house fabricated, with its specific parameters shown in reference [26]. As shown in Figure 4, a total of 10 rectangular optical waveguides (ROWs) were embedded in the substrate of the optical backplane. Two ends of the waveguide were coupled to the optical multi-mode 1 (OM1) MMF from the substrate by using dedicated connectors. The cross-sectional view of one of the ROWs is also provided in Figure 4, where the refractive index of the core is shown to have been 1.4662, slightly higher than that of the cladding (1.45). It could restrict the transmission of light waves in the core layer in the form of a guided wave pattern along the optical waveguide. The width of core is 50 µm, and the height of core is 50 µm. According to the mode-coupling theory, the phase velocity in the ROW as well changes with the frequency, which is similar to circular waveguides such as the MMF.
Figure 4. (a) The schematic diagram on the spatial structure of the optical backplane (b) the cross-sectional view of the rectangular optical waveguide (ROW).

The insertion loss characteristics for each lane of the optical backplane were measured with the 850 nm laser source and the optical power meter, with results given in Figure 5. Notably, the dedicated connector between the optical backplane and the OM1 MMF pigtail was included in the mentioned measurement. In order to get relatively reasonable results, channel 5 was selected during the measurements.

![Figure 5](image_url) Figure 5. The insertion loss characteristics for each lane of the optical backplane.

3. Experimental Results and Discussions

We firstly measured the transmission characteristics of the employed optical backplane. The frequency response of the end-to-end system to the optical transmission path was measured under configurations for both with and without optical backplane as depicted in Figure 6. A N5227B Keysight project network analysis (PNA) network analyzer with a 67 GHz bandwidth was employed in the mentioned measurements. The measured path was between the MZM input port and the PIN output port. The frequency for the 3 dB bandwidth of the transmission system with and without an optical backplane was 18 and 18.15 GHz, respectively. The nominal bandwidth of employed devices in our experiments was specific for the non-return-to-zero (NRZ) modulation signals, which means that the analog bandwidth basically agreed with above mentioned results. The result indicates that the employment of the optical backplane had a slight impact on frequency fading. Due to the short length of the backplane, the dispersion was not the dominant impairment in the above-mentioned system.
A detailed investigation into the performance of proposed scheme was performed. To set up a reference baseline for the employed equalization methods, optical back-to-back (OB2B) transmission experiments of the 80 Gb/s PAM-4 signal were firstly performed with the direct decision, and the DFE, MLSE and proposed NN equalization algorithms were employed. During the measurements, the RoP changed from $-2.5$ to $-12.5$ dBm with a 1 dB decrement. The BER curves with the mentioned direct decision and DFE equalization algorithms are shown in Figure 7. For both cases, the BER could not be lower than the adopted 7% HD-FEC limit for all measured RoP values. In the DFE case, the training length was 1000, and the tap is 3. As a linear equalizer, DFE got the right optimal tap coefficient through the training sequence. DFE is an essentially linear mapping, which means that it lacks the ability to compensate for the impairment induced by a constrained bandwidth. The BER performance deteriorated as the RoP decreased from $-8.5$ to $-12.5$ dBm. However, when the RoP was above $-8$ dBm and kept increasing, the BER did not decrease, indicating that the impairment of the signal at this bit rate exceeded the compensation limit of DFE.

![Figure 6. The measured system’s frequency response to the optical transmission path.](image1)

![Figure 7. The curves of the bit error rate (BER) versus the received optical power (RoP) of transmission with decision feedback equalization (DFE), maximum likelihood sequence estimation (MLSE) and the NN equalization scheme for 80 Gb/s.](image2)
The MLSE case considered all the sequences that may be formed after convolution of effective transmission sequence and channel impulse response, and a sequence with minimum distance from the received signal was found. Here, the memory length used was 4. As displayed in Figure 7, the BER decreased with the increase of the RoP and was even lower than the HD-FEC when the RoP was higher than $-4.5 \text{ dBm}$. In addition, for the MLSE case, the BER curve after transmission through the optical backplane was basically the same as the OB2B curve, thus confirming the transmission features as mentioned in Figure 7. In the following measurements, MLSE was used as the reference algorithm for comparison. It is worth mentioning that this paper only discusses the performance of the equalization algorithm at the adopted forward error correction (FEC) threshold due to the fact that the implementation of the FEC can be achieved by special hardware and software.

As shown in the performance of the proposed NN algorithm plotted in Figure 7, the BER also decreased with the increase of the RoP at the transmission rate of 80 Gb/s. The proposed method achieved about 5 dB power penalty improvement compared with MLSE at the FEC threshold. The BER with the optical backplane was similar to the OB2B curve, which was similar to the MLSE case. During the experimental measurements, we found that for both the optical backplane case and the B2B case, the developed trend of the BER curves for mentioned scheme were similar, which is also consistent with Figure 6. It is worth mentioning that, for the NN equalization scheme case, error free transmission could be achieved for the B2B case at an RoP higher than $-5.5 \text{ dBm}$. Moreover, for the lower BER region, the greater the BER fluctuation was caused by the same number of error bits. For the bandwidth-limited system considered here, DFE could not meet the demand, and the introduction of the NN equalization algorithm became necessary. Compared to DFE and MLSE, the NN outperformed due its powerful modeling capabilities, which owed to the architecture of the multi-layer neural network and nonlinear activation function in each neuron. We also noticed that for a few points, increasing the RoP resulted in a slightly increase in the BER, and such BER fluctuation was mainly because the training phase of the neural network had a gradient descent direction, and the training result fluctuated to a certain extent. However, because the neural network obviously improved the transmission performance, this phenomenon did not affect the significance, even under such fluctuation; detailed investigations around it will be conducted in the future works.

During the measurements, the delay spans and taps exhibited an impact on the performance of the proposed algorithm. Thus, the impacts of the above factors were further studied, with the results shown in Figure 8. We first fixed the span at 16 and then changed the size of the tap. The number was determined by using the data of 80 Gb/s when the RoP is $-10.5 \text{ dBm}$. As shown in Figure 8a, as the number of delay taps increased, the equalization performance improved until a point of a BER floor region where a further increase in the complexity of the equalizer was unnecessary. In addition, the performance of the system under different span and tap combinations was also measured, as shown in Figure 8b. The BER performance remained basically unchanged when the number of delay spans was over 1. The same process was repeated, and similar phenomena were obtained when the number of taps was 8, 12 and 16. Thus, the NN equalization scheme was performed under 1 delay span and 16 taps in the present work.

It is found in Figure 9 that for MLSE and the proposed NN method, the BER tended to further decrease with the further improvement of the RoP. However, due to experimental system limitations, the RoP could not be further increased. Hence, we studied the performance limits of the proposed algorithm by increasing the bit rate. The system performance at 90, 100, 120, and 140 Gb/s with an optical backplane was investigated, with the results given in Figure 9. Due to the similar BER performance of B2B and with the optical backplane case, BER curves with only the optical backplane are plotted in Figure 9 in order to make a clear comparison. Considering that 80 Gb/s was already beyond the capability of the DFE, only MLSE was applied in the following measurements for the comparison. The trend of the curves was similar to that of 80 Gb/s. When the bit rate was over 90 Gb/s, MLSE could meet the FEC limit anymore in the range of the experimental RoP, while the proposed NN
case still displayed obvious potential. For the bit rate of 100 Gb/s, the proposed method achieved the adopted HD-FEC requirement at an RoP of around −8 dBm.

Figure 8. The BER performance under (a) a different number of taps and (b) a different number of spans.

For the bit rate 120 Gb/s, as shown in Figure 9, the BER performance of the proposed scheme could be lower than the FEC limit at the RoP of −4 dBm. When the rate increased to 140 G, the NN algorithm could not make the BER lower than the FEC threshold, nor could it make the BER slightly higher than the FEC threshold at −2.5 dBm. The experimental results showed that under the above bandwidth-constrained transmission conditions, the performance of the NN algorithm was better than that of MLSE, especially for the bit rate over 90 Gb/s.

In summary, we sorted out the data and plotted the BER as a function of the bit rate for the RoP in Figure 10 at a configuration such that the optical backplane was connected to the optical link. Figure 10a is for the MLSE case and Figure 10b is for the NN equalization case. Both the 7% HD-FEC
and 20% soft-decision forward error correction (SD-FEC) limits are depicted in the measurement curves. From Figure 10a, it can be seen that the BER was below the 7% HD-FEC at 80 Gb/s only when the RoP was higher than −4.5 dBm. If a 20% SD-FEC is used, when the RoP is higher than −4.5 dBm, 100 Gb/s transmission could be achieved, which also means that the complexity of the decoding calculation was increased. As shown in Figure 10b, when the RoP was higher than −6.5 dBm, 100 Gb/s transmission could be achieved under the 7% HD-FEC. When the RoP was higher than −4.5 dBm, 140 Gb/s could be transmitted under the 20% SD-FEC. The gross maximum achievable rate using MLSE and NN equalization under different RoPs is presented in Tables 1 and 2 for the 7% HD-FEC case and the 20% SD-FEC case, respectively. This provides an essential reference for future system design in different scenarios.

**Figure 10.** The curves of the BER versus transmission rate for (a) the MLSE case and (b) the NN equalization case when the RoP ranged from −9.5 to −2.5 dBm (with an optical backplane).

**Table 1.** The measured gross maximum data rate (Gb/s) at the 7% hard-decision forward error correction (HD-FEC) limit.

<table>
<thead>
<tr>
<th>RoP</th>
<th>MLSE</th>
<th>NN</th>
</tr>
</thead>
<tbody>
<tr>
<td>−2.5 (dBm)</td>
<td>86</td>
<td>137</td>
</tr>
<tr>
<td>−3.5 (dBm)</td>
<td>83</td>
<td>131</td>
</tr>
<tr>
<td>−4.5 (dBm)</td>
<td>81</td>
<td>115</td>
</tr>
<tr>
<td>−5.5 (dBm)</td>
<td>&lt;80</td>
<td>111</td>
</tr>
<tr>
<td>−6.5 (dBm)</td>
<td>&lt;80</td>
<td>109</td>
</tr>
<tr>
<td>−7.5 (dBm)</td>
<td>&lt;80</td>
<td>92</td>
</tr>
<tr>
<td>−8.5 (dBm)</td>
<td>&lt;80</td>
<td>85</td>
</tr>
<tr>
<td>−9.5 (dBm)</td>
<td>&lt;80</td>
<td>&lt;80</td>
</tr>
</tbody>
</table>

**Table 2.** The measured gross maximum data rate (Gb/s) at the 20% SD-FEC limit.

<table>
<thead>
<tr>
<th>RoP</th>
<th>MLSE</th>
<th>NN</th>
</tr>
</thead>
<tbody>
<tr>
<td>−2.5 (dBm)</td>
<td>105</td>
<td>&gt;140</td>
</tr>
<tr>
<td>−3.5 (dBm)</td>
<td>103</td>
<td>&gt;140</td>
</tr>
<tr>
<td>−4.5 (dBm)</td>
<td>102</td>
<td>&gt;140</td>
</tr>
<tr>
<td>−5.5 (dBm)</td>
<td>94</td>
<td>133</td>
</tr>
<tr>
<td>−6.5 (dBm)</td>
<td>84</td>
<td>128</td>
</tr>
<tr>
<td>−7.5 (dBm)</td>
<td>83</td>
<td>112</td>
</tr>
<tr>
<td>−8.5 (dBm)</td>
<td>&lt;80</td>
<td>103</td>
</tr>
<tr>
<td>−9.5 (dBm)</td>
<td>&lt;80</td>
<td>88</td>
</tr>
</tbody>
</table>

Furthermore, the complexity of the adopted MLSE and neural networks are compared in Table 3. The number of multipliers was used to represent the complexity of the algorithm. The method for calculating the complexity of MLSE was the same as that in [30], and the method for the NN in [31] was adopted here. For an ANN, \( N_{ep} \) denotes the number of completed epochs required for training; \( n_i, n_{hid1}, n_{hid2} \) and \( n_0 \) are the number of neurons in the input, first hidden, second hidden, and output layers, respectively; for MLSE, \( M \) and \( L \) represent the number of M-ary modulations and memory lengths of MLSE, respectively. By calculation, the number of multipliers of MLSE in this paper was more than that of the NN. It is also worth mentioning that during our experimental measurements, we found that the use of a single hidden layer and the setting of the hidden node as 16 allowed for the best performance. However, when we further increased the number of layers and nodes, the complexity increased, but the performance was not significantly improved. For the current system configuration,
a three-layer fully connected neural network can be considered as an optimal choice between system performance and algorithm complexity.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Complexity</th>
<th>Multiplications</th>
</tr>
</thead>
<tbody>
<tr>
<td>MLSE</td>
<td>(M^{L+1}(L+2))</td>
<td>(4^{L+1}(4+2) = 6144)</td>
</tr>
<tr>
<td>NN</td>
<td>(C_{train} = N_yp(n_{hid1} + n_{hid1}n_{hid2} + n_{hid2}n_o)) (C_{predict} = n_{hid1} + n_{hid1}n_{hid2} + n_{hid2}n_o) (C_{NN} = C_{train} + C_{predict})</td>
<td>(C_{train} = 10 \times (16 \times 16 + 16 \times 16 + 16) = 5280) (C_{test} = 16 \times 16 + 16 \times 16 + 16 = 528) (C_{NN} = 5280 + 528 = 5808)</td>
</tr>
</tbody>
</table>

4. Conclusions

An improved neural network-based equalization method was proposed and experimentally demonstrated. The up-to-137 Gb/s transmission of PAM-4 signals with 25 G class 850 nm optical devices was achieved over an in-house fabricated 40 cm optical backplane. An in-depth investigation was conducted regarding the impact of delayed taps and spans on equalization performance. The performance comparison of the proposed method with the traditional MLSE and DFE was also undertaken. Furthermore, the specific BER performances for varied maximum achievable bit rates under different RoPs that applied MLSE and the proposed method were also analyzed. This provides an important potential solution to realize the future data centers.
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