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Abstract: Anthropometric landmarks obtained from three-dimensional (3D) body scans are widely
used in medicine, civil engineering, and virtual reality. For all those fields, an acquisition of certain
and accurate landmark positions is crucial for obtaining satisfying results. Manual marking is
time-consuming and is affected by the subjectivity of the human operator. Therefore, an automatic
approach has become increasingly popular. This paper provides a short survey of different attempts
for automatic landmark localization, from which one machine learning-based method was further
analyzed and extended in the case of input data preparation for a convolutional neural network
(CNN). A novel method of data processing is presented which utilize a mid-surface projection
followed by further unwrapping. The article emphasizes its significance and the way it affects the
outcome of a deep neural network. The workflow and the detailed description of algorithms used
are included in this paper. To validate the method, it was compared with the orthogonal projection
used for the state-of-the-art approach. Datasets consisting of 200 specimens, acquired using both
methods, were used for convolutional neural networks training and 20 for validation. In this paper,
we used YOLO v.3 architecture for detection and ResNet-152 for classification. For each approach,
localizations of 22 normalized body landmarks for 10 male and 10 female subjects of different ages and
various postures were obtained. To compare the accuracy of approaches, errors and their distribution
were measured for each characteristic point. Experiments confirmed that the mid-surface projections
resulted, on average, in a 14% accuracy improvement and up to 15% enhancement of resistance on
errors related to scan imperfections.

Keywords: landmark; detection; localization; mid surface; characteristic point; 3D scan; convolutional
neural network

1. Introduction

As a result of progressive improvements in the field of three-dimensional (3D)-scanning techniques,
the whole human body can be reproduced in detail and digitized in the form of the 3D computer model.
There are many fields which benefit from using precise measurements based on 3D scans. In medicine,
examples of usage can be found in spine deformation detection [1,2], CT/MRI image analysis [3]
or maxillo-facial diagnosis [4]. Other applications relate to, e.g., the skeleton rig processing for
animation [5], motion capture [6], and human system engineering in the clothing industry [7,8].
All applications above focus on measurements and their accuracy. To enable the localization,
the reference in the form of characteristic points needs to be specified. Such a role in 3D scan
processing is played by human body landmarks. The body landmarks are described as unique and
unambiguous locations on the human skin that can act as references for users to locate and identify
points of interest [9]. Due to the direct influence on a measurement quality, these points are one of the
most important scopes of interest in anthropometry [10].

Appl. Sci. 2020, 10, 1342; doi:10.3390/app10041342 www.mdpi.com/journal/applsci

http://www.mdpi.com/journal/applsci
http://www.mdpi.com
https://orcid.org/0000-0002-8156-5462
http://www.mdpi.com/2076-3417/10/4/1342?type=check_update&version=1
http://dx.doi.org/10.3390/app10041342
http://www.mdpi.com/journal/applsci


Appl. Sci. 2020, 10, 1342 2 of 17

Anthropometric landmarks can be obtained via traditional, manual, semi-automatic or automated
processing of human body scans. Both traditional tape measurements and the manual point selection on
a scan are time-consuming tasks. They also require human involvement which is naturally exposed to
the subjectivity of researcher and human-related errors [2,11]. The semi-automatic methods are widely
used among researchers [12,13]. Although this approach enables acquisition of landmark position
during movement, an initial marking process needs to performed manually. Automated landmarking
became more popular in the field of anthropometry applications, accelerating the marking process.
Despite improvement in the accuracy and repeatability of automatic acquisition, this approach is still
characterized by a strong dependency on the quality of input data. Growing interest in computer-aided
landmarking led researchers to develop various algorithms for automatic detection of characteristic
points. A number of them use body features and shape analysis, for example, section analysis provided
by [14]. The major drawback of those methods is their reliance on the accuracy of a taken pose,
assuming that each person is similar in terms of body shape and mobility. If the subject is irregularly
tilted, the algorithm’s accuracy decreases.

A pose-independent method was presented by [15], where face landmarks were calculated using
coefficients of fundamental forms such as principal and Gaussian curvature as well as a tangent map.
A different approach was introduced by Bosciani et al. [16], who used a neural network for landmark
detection on 3D scans. This method successfully detects positions of characteristic points in various
poses but requires complete and high-quality body shape representation.

The current state-of-the-art method [17] uses deep convolutional neural networks (CNN) for
the detection and classification of body landmarks. The method demonstrates robustness in dealing
with scan imperfections such as noise and surface flipping due to the use of 2D images. The learning
process is performed on orthogonally projected images from scans consisting of three layers: Gaussian
curvature, a frontally lighted model, and a depth map. However, the CNN detection and classification
process depends strongly on input data quality.

The proposed mid-surface projection approach is a novel technique dealing with the CNN data
preparation step. It is based on a method of Xi et al. [17] and designed to enhance the quality of
projected 2D images of the scan which have a direct impact on CNN performance. This method
utilized scan-fitted 3D surface unwrapping, which is used for projection on the 2D image, instead of
the orthogonal approach, where images are generated directly from the scan. The presented method
decreased the negative impact of an imperfect pose of the subject and had a positive influence on the
neural network’s localization process due to input unification. Another difference was in the selection
of the classification backbone. VGG-19 [18] was replaced with ResNet-152 due to the higher accuracy
proved in the ILSVRC 2015 competition [19].

2. Materials

Data preparation required a point cloud processing tool. In this paper, Framework and Robust
Algorithms for Models of Extreme Size (FRAMES) software was used. FRAMES is a complex
environment developed by the Warsaw University of Technology using the C++ programming
language. One of the advantages of this application is the ease of adding custom plugins with
dedicated algorithms for 3D point cloud processing. The Microsoft Visual Studio 2017 was used as an
editor and development platform.

Machine learning-aided landmark recognition is divided into two main stages: detection and
classification. The first detection stage is responsible for object prediction and region proposal. In this
paper, a YOLO v.3, 106-layered convolutional neural network [20] was implemented. The consecutive
classification process was covered with a ResNet-152, which is a 152-layered residual network.
The implementation of skip connections enabled deeper learning without modification of the input [21].
The architecture of the ResNet-152 is presented in Figure 1.
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Both convolutional neural networks were implemented using the Python programming 
language [22] supported by the TensorFlow [23] library. A manual training set annotation was 
performed with the help of the VGG Image Annotator Tool (VIA) [24]. 

For the deep-learning purposes, a dataset containing 220 3D body scans with the known 
locations of the body’s landmarks was used –200 for training (148 male and 52 female) and 20 (10 
male and 10 female) for validation and testing. Volunteers’ age ranged from 22 to 55 years old, weight 
from 55 to 105 kg, and height from 150 to 205 cm. In order to ensure satisfying results despite using 
datasets of significantly limited quantity, transfer learning [25] was applied using the Microsoft 
COCO dataset [26]. The transferred knowledge pertained to the capability of object segmentation 
from the background and shape recognition. This method utilized precalculated weights for learning 
time reduction and accuracy enhancement. All participants were asked to take standing poses with 
arms and legs spread [27]. Scans were captured using the multi-directional structured light method 
[28]. The data were acquired in the form of a 3D point cloud in Euclidian space. A marked sample 
scan is shown in Figure 2.  

Figure 1. Architecture diagram of the ResNet-152 convolutional neural network (CNN) used.

Both convolutional neural networks were implemented using the Python programming
language [22] supported by the TensorFlow [23] library. A manual training set annotation was
performed with the help of the VGG Image Annotator Tool (VIA) [24].

For the deep-learning purposes, a dataset containing 220 3D body scans with the known locations
of the body’s landmarks was used −200 for training (148 male and 52 female) and 20 (10 male and
10 female) for validation and testing. Volunteers’ age ranged from 22 to 55 years old, weight from 55 to
105 kg, and height from 150 to 205 cm. In order to ensure satisfying results despite using datasets of
significantly limited quantity, transfer learning [25] was applied using the Microsoft COCO dataset [26].
The transferred knowledge pertained to the capability of object segmentation from the background and
shape recognition. This method utilized precalculated weights for learning time reduction and accuracy
enhancement. All participants were asked to take standing poses with arms and legs spread [27]. Scans
were captured using the multi-directional structured light method [28]. The data were acquired in the
form of a 3D point cloud in Euclidian space. A marked sample scan is shown in Figure 2.
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Figure 2. Sample of input with marked axis, where x—width, y—depth and z—height.

Implemented neural networks were trained to detect and classify 22 standardized landmarks [29–31].
Abbreviations, names and norm references of utilized characteristic points are presented in Table 1.

Table 1. List of selected standardized human body landmarks, where L—left and R—right.

Abbr. Name Norm

V Vertex ISO 7250-1:2017, 5.21
CKL, CKR Centre Point of Kneecap (L and R) ISO 8559-1:2017, 3.1.17

AFFL, AFFR Armpit Front Fold Point (L and R) ISO 8559-1:2017, 3.1.13
NSL, NSR Side Neck Point (L and R) ISO 8559-1:2017, 3.1.7

EL, ER Elbow Point (L and R) ISO 8559-1: 2017, 3.1.10
RL, RR Lowest Rib Point (L and R) ISO 8559-1:2017, 3.1.15
HL HR Highest Point of the Hip Bone (L and R) ISO 8559-1:2017, 3.1.16
SL, SR Shoulder Point (L and R) ISO 8559-1:2017, 3.1.1

CL Lowest Point of Chin ISO 8559-1:2017, 3.1.5
WL, WR Wrist Point (L and R) ISO 8559-1:2017, 3.1.19

BL, BR Bust Point (L and R) ISO 8559-1:2017, 3.1.11 (females),
ISO 7250-1:2017, 5.17, Thelion (males)

NB Back Neck Point ISO 8559-1:2017, 3.1.16
CR Crotch ISO 7250-1:2017, 5.5.4

3. Methods

Machine-learning data preparation for the body landmarking is not a straightforward process.
The proposed mid-surface approach was compared to and designed on top of the current state-of-the-art
method by Xi et al. [17] utilizing orthogonal projection. No code was attached to the original article,
so we directly followed the processing steps described and implemented them as precisely as possible.
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It has to be noted, however, that the preprocessing step was extended by surface smoothing to achieve
comparable results. The original approach was divided into five parts: initial processing, specific layer
calculation, projection, image generation, and automatic marking process. Between the fourth and fifth
steps, the machine-learning task was performed with the use of the generated images. The workflow
with a step-by-step visualization is presented in Figure 3.

In contrast, the mid-surface method was divided into eight separate subprocesses, which are
described in detail in the following paragraphs. The workflow is presented in Figure 4.

For both methods, the same 3D human whole body point clouds were used as an input. They were
also outputting similar data—3D scans overlaid with the detected and marked landmarks.
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Figure 4. Workflow of mid-surface projection method. Bold brown frames represent steps, which
differed from our approach compared to the orthogonal projection approach.

3.1. Initial Processing

Raw clouds of points were noisy and needed to be smoothed. Despite the possible loss of some fine
surface geometry details, the smoothing process could not be avoided and overall benefits exceeded
potential losses. This step was essential due to its significant impact for normal vector generation.
Such unwanted noise could adversely alter all of the later specific layer calculations. It was also
performed in the same way for both of the methods, so it did not affect their comparison. Therefore,
we decided to perform at least a simple 3D plane smoothing. For every point, a best-fit 3D plane was
generated by using k-nearest neighbors points. When the plane was generated, actual points were
projected onto it [32]. A comparison between raw and smoothed scans is provided in Figure 5.
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The mid-surface scans were additionally segmented using slicing and contour analysis [14].
The body was divided into a head, arms, upper torso, lower torso, hips and legs, as shown in Figure 6.
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3.2. Mid-Surface Projection

Generation of the mid-surface projection was a fundamental part of the proposed method. In order
to calculate it, the scans were divided into 2 mm thick horizontal slices separately for different segments.
A mid-surface plane was defined as perpendicular to the transverse plane (XY). It was further aligned
to the best-fit line of the flattened slice surface points using the Root Mean Square algorithm. Utilized
formulas for slope (1) and offset (2) calculations are presented below:

a =

∑n
i−1(xi − x)(yi − y)∑n

i−1(xi − x)2 , (1)

b = y− ax, (2)
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where a is the slope; b is the offset; n is the quantity of points in the slice; i is the number of currently
considered points in the slice; and xi, yi, zi are the coordinates of the ith point in slice.

The algorithm depended on the proportion of the slice and could output one of the two possible
slope coefficients, as shown in Figure 7. For unification, if the angle α between sagittal plane (YZ,
marked in yellow) and the calculated mid-surface best-fit alignment line was less than 45◦ or greater
than 135◦, the surface was rotated by 90◦. When the plane was consistently oriented, segment points
were projected perpendicularly onto it. After performing the process for each slice separately, the
mid-surface projection was obtained.
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3.3. Mid-Surface Smoothing

Typically, the generated surface was prone to imperfections. They were mostly caused by scan
defects or inaccurate plane estimation due to the insufficient number of points in the provided slice.
To reduce its negative influence on the further processing, the mid-surface was smoothed by averaging
slopes and offset from the nearest neighborhood planes (20 planes per side, in the range of 80 mm).
This process was executed for each segment separately, with the exception of boundaries, where values
from the adjoined body parts were included (e.g., torso and legs). As a result, the surface became
continuous and smooth, as can be seen in Figure 8.
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3.4. Phantom Projection

In case of the reference Xi et al. orthogonal approach, a projection cloud consisting of homogenously
distributed points was generated in form of the 2 mm raster. For each point, a cuboid treated as a
casting ray was utilized to retrieve the input scan’s surface geometric information. Specific points with
the shortest distance from the bounding box face as well as its nearest neighborhood inside the cuboid
were considered. Assigned layer values and coordinates from the selected scan’s area were averaged
and saved to a raster point.

In the proposed method, the calculation of normal vectors for the mid-surface had to be calculated.
When preprocessing was done, the projection could begin. For each point of a mid-surface, a cylindrical
search (where the central axis was aligned with the normal vector traced from the point) with diameter
of 2 mm was performed. Points from the scan which were inside the cylinder were averaged (x, y, z
coordinates, previously calculated layer values (see calculation of layers step 3.5), and body part
correspondence). Such data were used to create new phantom points. Their positions and layer values
were directly projected to the surface points. This procedure was performed twice, separately for
points in front of and behind the body surface. The visualization of the process is shown in Figure 9.
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Figure 9. Cylinder traced from one of the mid-surface points (yellow), along its normal vector (black)
and the body surface points (blue). The output phantom point (green) was calculated as a center of
mass using the range of the scan points (brown) inside the cylinder.

3.5. Calculation of Layers

Three layers—depth, Gaussian curvature, and light [17]—were required to obtain body landmarks
automatically. Prior to the specific layer computation, normal vectors of the cloud point had to be
computed in order to obtain repeatable and satisfying results. After the initial preprocessing stage,
light and Gaussian curvature [33] computations were performed. Light intensity was calculated using
the Phong model [34], assuming an upfront light source. Afterwards, the depth for the orthogonal
projection method was calculated as a distance from a point in a bounding box face (front and back
separately) to the nearest point on the orthogonally casted ray’s path (see projection step), as shown in
Figure 10.

The color-mapped layers for the orthogonal projection method are shown in Figure 11.
Both methods shared the same curvature and light layers. However, depth in the proposed

method was calculated differently, as the distance between the position of the actual point from the
mid-surface and the certain phantom point (see projection step). A layer representation is provided in
Figure 12.
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3.6. Unwrapping

The aim of the unwrapping step is a preparation of the mid-surface for the future image generation.
At this point, the impact of the pose imperfections was reduced due to the nature of unwrapping
unification. The process was divided into two parts: flattening and extending. The flattening step was
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responsible for the proper handling of the twisted scans (e.g., with the misaligned middle planes of the
head and the torso). In this step, for each plane, the middle point (Pm) was calculated and treated as a
pivot for a rotation of the surface points. As a result of that process, all faces became parallel to the
coronal plane (XZ). A visualization of the process is shown in Figure 13.
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The next step was extending the mid-surface. This process aimed to transfer a 3D surface into a
2D surface and reduce the negative impact of a limb’s inclination. The offset of the plane (along the
y-axis) was recalculated with the following formula:

hn = hn−1 +

√
(yn − yn−1)

2 + (zn − zn−1)
2 + ∆z, (3)

where n is the number of currently processed slices; hn is the average height coordinate (along z-axis)
of points from the considered slice, where the point of interest belonged to a flat surface; hn−1 is
the average height of the previous slice; yn is the depth coordinate of the considered line from the
mid-surface; yn−1 is the depth coordinate of the previous line from the mid-surface; zn and zn−1 are
the height coordinates; ∆z is the difference in height between the point of interest and the average z
for the selected slice. The height of the first slice was assumed as the y coordinate. Calculations were
carried out separately for all segments, except for the borders. A scheme of the extraction is shown in
Figure 14.
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3.7. Image Generation

The final operation, which needed to be performed before CNN detection and training, was
the generation of an image from a 2D surface (mid-surface in the case of the presented method
and boundary face for the original approach). This was done by the direct projection of points into
pixels, which took the following values: intensity of light from the Phong model, R (red); Gaussian
curvature, G (green); depth, B (blue). All values were normalized in a range from 0 to 1. To improve
separation between the front and back, two different backgrounds were used (white and black,
respectively). Due to noise, which could occur on the generated image, median filtering was performed
as post-processing. An output in the form of an image was provided to the convolutional neural
networks for the detection and classification task. Examples of the generated images are shown in
Figure 15.
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3.8. Automatic Marking Process

The results of CNN computation were positions of pixels in the image linked to the class names
of recognized landmarks. To transfer this 2D data into 3D-point coordinates, an automatic marking
process was required. To preserve the proportions, the pixel position from the image was used to
create the phantom point in an unwrapped mid surface. To select the specific spot in the scan, the
point from the mid surface with the shortest distance from the phantom point was chosen. Each point
of the mid surface contained previously collected information (Section 3.4) regarding the coordinates
of the represented spot on the scan. Having the expected position, the specific point from the scan
could be selected.

4. Results

To evaluate the accuracy of the two presented methods, a comparison on 20 volunteers (10 female,
10 male) of various postures was conducted. To check if the proposed method is defect-resistant, in the
validation group, there were two scans with significant flaws in the form of holes and five with lesser
defects; these are presented in Figure 16. Each scan was processed using both methods.
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The machine-learning task was performed on the same neural networks with the use of identical
configurations and similar training duration expressed in the number of epochs (about 55,000).
To compare results, distances between computed and manually-marked landmarks (considered as
ground truth points) were measured. Distances were calculated using the following formula (4):

d =

√
(xc − xm)

2 + (yc − ym)
2 + (zc − z)2, (4)

where d is distance; xc, yc, zc are computed coordinates of the landmark; and xm, ym, zm are coordinates
of the manually-marked characteristic point. Symmetrical characteristic points were considered as the
same landmark. For all types, arithmetic means and standard deviations were calculated. Results are
presented in Figure 17 and provided in Table 2.

Table 2. Experimental results expressed in mm. Scores of the orthogonal projection were divided into
the raw distances and filtered gross error values (presented in parentheses if applicable).

Landmark
abbr.

Orthogonal Projection Mid Surface Projection Average
Distance

Difference

Standard
Deviation
Difference

Average
Distance

Standard
Deviation

Gross
Error

Average
Distance

Standard
Deviation

Gross
Error

V 23.4 9.4 - 17.3 9.8 - −26% +5%
CL 23.9 (16.1) 15.8 (6.6) 5% 15.1 5.8 - −37% (−6%) −63% (−12%)

NSL, NSR 27.5 7.0 - 18.4 5.6 - −33% −21%
NB 30.9 (20.2) 18.4 (6.6) 15% 13.9 5.3 - −55% (−31%) −71% (−20%)

SL, SR 22.0 7.6 - 15.8 6.2 - −28% −17%
AFFL, AFFR 38.4 (27.2) 26.2 (12.8) 10% 21.3 8.1 - −44% (−21%) −69% (−37%)

BL, BR 23.9 12.8 - 21.5 7.4 - −10% −42%
EL, ER 32.7 10.1 25.5 11.3 - −22% +12%
RL, RR 29.7 10.0 - 37.5 9.7 - +26% −3%
HL, HR 28.6 12.2 - 29.2 7.6 - +2% −38%
WL, WR 18.9 8.1 - 18.0 6.8 - −5% −16%

CR 21.7 4.9 - 29.2 3.6 - +35% −27%
CKL, CKR 29.7 10.4 - 17.3 7.1 - −42% −31%
General 27.4 (25.5) 11.7 (9.5) 1.8% 22.0 7.5 - −20% (−14%) −17% (−11%)
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5. Discussion

Although the manual method is not perfect, it was chosen as a ground truth reference, due to no
commercial system being available.

The results provided by both methods varied for different types of landmarks. For the mid-surface
projection, the highest average values of errors were noted for the lowest rib point (37.5 mm), crotch
CR (29.2 mm), and highest hip points HL, HR (29.1 mm). All those points are related to lower parts of
the torso, for which the shape was strongly affected by the weight of volunteers. The best performance
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was achieved for neck back neck point NB (13.9 mm) and lowest chin point RL, RR (15.1 mm), which
were significantly less dependent on the body silhouette.

Similar dependency on variation could have been observed for the orthogonal projection method,
where the distribution of average distances and standard deviation showed that the best results were
gained for chin lowest CL (16.1 mm) and wrist points WL, WR (18.9 mm). The worst performance after
filtering was noted for the elbow EL, ER (32.7 mm) landmarks.

Based on a comparison of the distribution of averages for different landmarks, an improvement
for head- and limb-related ones could have been observed with the use of the mid-surface projection.
It was caused by two factors. Firstly, in the case of the mid-surface approach, limbs were straightened
during the unwrapping process, which led to reduction of the inclination impact and as a result
decrease imperfect pose influence. Secondly, extrusion resulted in a reduced error per pixel. That effect
can be observed on the neck back point (33% decrease of the distance in the case of the mid-surface
projection).

On the other hand, the orthogonal projection proved better performance for landmarks from the
lower part of the torso. This was related to the convexity influence on the resolution of the projection.
With rapid curvature changes, such as for the stomach area, rays of the mid-surface projection spread
radially. The related points were more spatially separated than in the case of the orthogonal projection,
which resulted in an overall lower resolution for this region. The possible solution of this problem
would be the application of various resolutions by interpolation in the mid-surface projection in the
region of the lower torso. This would lead to an increased density of rays and resolution. An alternative
approach would be the utilization of a hybrid method consisting of the mid-surface and the orthogonal
projections dependent on body part.

Analysis of the process and results obtained showed the difference in standard deviation between
both methods. In the case of the orthogonal projection, defects in the form of holes in the scan can occur
when the wrong face of the model is visible. The NB, AFF and CL landmarks were characterized by a
significant increase of an error (up to 172.8 mm) for the incomplete data. This led to a strong decrease
in the accuracy of the automatic marking process. Using the mid-surface method, such effects were
minimized due to the projection from within the scan, where only one face was taken into consideration
at once. In conclusion, a resistance to incomplete input data was improved. A comparison of images
obtained via the mid-surface and the orthogonal back projections is presented in Figure 18. In the
orthogonal approach, the unwanted front face of the scan can be seen and is mixed with the projected
back view.
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6. Conclusions

In this paper, we propose a new method of data preparation for the detection of landmarks on 3D
body scans with the use of mid-surface projection. We presented the process workflow and provided a
detailed description of the algorithms used.

Experimental results showed that the mid-surface projection performed better than the orthogonal
projection, achieving on average 14% lower error. The presented method’s performance varied
depending on the location of the body part. Better scores were noted for the head, neck, and limbs, but
the method was less effective for points located on the lower torso.

The authors confirmed that the mid-surface projection was substantially less affected by scan
imperfections in the form of holes, which caused significant errors in the orthogonal approach.
Furthermore, the negative influence of the limb inclination was reduced with the use of the unwrapping
process of the demonstrated method.

For improvement of general accuracy (especially in case of the landmarks situated in the lower
part of torso), an extensive database needs to be established (characterized by multiple scans of various
poses, silhouettes and ages). It would be beneficial for CNN training, detection and classification.
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