Nonlinear Adaptive Robust Control of the Electro-Hydraulic Servo System
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Abstract: This paper focuses on high performance adaptive robust position control of electro-hydraulic servo system. The main feature of the paper is the combination of adaptive robust algorithm with discrete disturbance estimation to cope with the parametric uncertainties, uncertain nonlinearities, and external disturbance in the hydraulic servo system. First of all, a mathematical model of the single-rod position control system is developed and a nonlinear adaptive robust controller is proposed using the backstepping design technique. Adaptive robust control is used to encompass the parametric uncertainties and uncertain nonlinearities. Subsequently, a discrete disturbance estimator is employed to compensate for the effect of strong external disturbance. Furthermore, a special Lyapunov function is formulated to handle unknown nonlinear parameters in the system state equations. Simulations are carried out, and the results validate the superior performance and robustness of the proposed method.
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1. Introduction

Hydraulic systems are widely used in modern industrial applications such as a parallel robot platform [1], automotive suspension system [2], hydraulic load emulator [3], etc., due to their rapid response, high control precision, and large power transmission capability. However, the hydraulic system is always subjected to model uncertainties caused by complex flow–pressure properties of the control valve, oil compressibility, and leakage [4]. In addition, the hydraulic system also contains some hard nonlinearities such as control input saturation, dead zone nonlinear friction, etc. [5]. Due to the presence of high nonlinearities and large uncertainties, it is challenging to design a satisfactory controller for the hydraulic servo system.

During the past two decades, classical control theory and feedback linearization used for the control of the hydraulic system have been studied in [6,7]. These methods performed well under nominal operating conditions. However, in the presence of large uncertainties and unmodeled dynamics, these techniques fail to perform satisfactorily. To attenuate the effect of parametric uncertainties in the hydraulic system, many nonlinear control schemes were proposed, such as adaptive control [8], sliding mode [9], fuzzy logic [10], and neural network control [11]. Adaptive control can reduce the adverse effect of parametric uncertainties, but it could do little to deal with the influence of nonlinear dynamics and external disturbances. Sliding mode control is used to attenuate uncertainties and disturbance, but it contains a fast switching action and large control activities, which may cause system chatter around the desired states. Fuzzy logic control depends heavily on the knowledge of the expert and neural network control needs a huge amount of training data and high computational complexity. Therefore, they are all difficult to implement in practical applications.
To overcome both parametric uncertainties and unknown nonlinearities, adaptive robust control [12], which combines adaptive backstepping control with sliding filter structure, is proposed in [13, 14] and is used to deal with the system uncertainties and unmodeled dynamics. This method was thoroughly tested in [15–18], and the results show that it provides excellent performance in terms of both the transient response and the final tracking accuracy even in the presence of parametric uncertainties and uncertain nonlinearities. An adaptive control based on the Udwadia–Kalaba approach is presented to deal with various uncertainties and the external disturbance in rehabilitation robot applications [19]. To mitigate the effect of measurement noise, a desired compensation adaptive robust control is put forward in [20], which uses desired state variables in regressors instead of measured state variables [21]. A control strategy combining integral robust control and desired compensation adaptive robust control for high-precision position control of electro-hydraulic systems is developed and satisfactory performance is obtained [22]. An indirect adaptive robust scheme is presented in [23] that uses the least mean square method to estimate unknown parameters. In [24], a switch strategy is used to select a better control scheme between direct and indirect adaptive control methods. An RBF-neural-network-based adaptive robust control design is proposed for nonlinear bilateral teleoperation manipulators to cope with uncertainty communication time delay in the remote tasks [25]. In [26], a data-based learning adaptive robust control (LARC) strategy based on the gated recurrent unit (GRU) neural network is proposed to achieve accurate tracking error prediction, rigorous motion accuracy, and accurate tracking certain robustness.

In this paper, a nonlinear adaptive robust control for the valve-controlled hydraulic system is developed based on adaptive robust control and discrete disturbance estimation. First of all, the dynamics of hydraulic system are investigated. The uncertainties considered in this paper include unknown linear or the nonlinear parameters. Meanwhile, a nonlinear adaptive robust control law is deduced based on a special Lyapunov function, which not only guarantees the boundedness of state variables and control signal but also compensates for the effect of parameter uncertainties, external disturbance, and errors in parametric estimates. Finally, the proposed control scheme is evaluated by some computer simulations in various working conditions to verify its dynamic performance and robustness.

The paper is organized as follows: In Section 2, problem formulation and the detailed nonlinear model of the hydraulic system are presented. In Section 3, the proposed nonlinear adaptive robust control with a discrete disturbance estimator is described. In Section 4, computer simulations are executed for evaluating the performance and robustness of the proposed control scheme, and the results are discussed. The conclusions are presented in Section 5.

2. Modeling of the Hydraulic System

The hydraulic system shown in Figure 1 is comprised of a single-rod cylinder, a 4/3-way servo valve, and a mass load. The goal of this paper is to make the mass load track the desired motion trajectory as closely as possible.
Figure 1. The scheme of the hydraulic system.

The dynamic of the piston can be described as follows:

\[ P_1 A_1 - P_2 A_2 = m \ddot{x} + f_L \]  

where \( P_1, P_2 \) are the pressure in two chambers of cylinder, respectively. \( A_1, A_2 \) are the piston area of the two chambers, respectively. \( m \) is the mass of load, \( x \) is the displacement of load, and \( f_L \) is lumped disturbance acting on the cylinder.

Assuming that both the internal leakage \( f \) of the servo valve and the external leakage flow of the cylinder have been neglected, then the dynamic of oil flow of the cylinder can be written as

\[
\begin{align*}
A_1 \dot{x} + C_t (P_1 - P_2) + \frac{V_{01} + A_1 x}{\beta_e} P_1 &= Q_1 \\
A_2 \dot{x} + C_t (P_1 - P_2) &= \frac{V_{02} - A_2 x}{\beta_e} P_2 + Q_2
\end{align*}
\]  

where \( C_t \) is the coefficient of cylinder internal leakage flow, and \( \beta_e \) is the effective bulk modulus of oil in the container. \( V_{01}, V_{02} \) are the original total control volumes of two chambers respectively, which include the volume of the servo valve, pipelines, and cylinder chambers, and \( V_1 = V_{01} + A_1 x, V_2 = V_{02} - A_2 x \). \( Q_1 \) represents the supply flow rate of the forward chamber, and \( Q_2 \) represents the return flow rate of the return chamber.

\[ Q_1 = k_q x_v \left[ s(x_v) \sqrt{P_s - P_1} + s(-x_v) \sqrt{P_1 - P_s} \right] \]
\[ Q_2 = k_q x_v \left[ s(x_v) \sqrt{P_2 - P_f} + s(-x_v) \sqrt{P_f - P_2} \right] \]

with an index function of valve direction \( s(x) \) being defined as

\[
s(x) = \begin{cases} 1, & \text{if } x \geq 0 \\ 0, & \text{if } x < 0 \end{cases}
\]  

where \( P_s \) is the system supply pressure and \( P_f \) is the container pressure. \( x_v \) is the spool displacement of servo valve, \( k_q \) is the valve flow gain coefficient and \( k_q = C_d w \sqrt{\frac{P_f}{\rho}} \), in which \( C_d \) is the discharge coefficient, \( w \) is the spool area gradient, and \( \rho \) is the oil fluid density.

A high-performance servo valve having a natural frequency of 80 Hz is used, which is much higher than the frequency of desired motion trajectories. Thus, we can assume that the dynamic of spool displacement is linear with the control input, and the following equation \( x_v = \psi u \) is satisfied, where \( \psi \) is a positive constant, and \( u \) is control input. Meanwhile, \( s(x_v) = s(u) \) can be obtained by following the above assumption.
Therefore, Equation (3) can be transformed into

\[
\begin{align*}
Q_1 &= gu[s(u)\sqrt{P_s - P_1} + s(-u)\sqrt{P_1 - P_r}] \\
Q_2 &= gu[s(u)\sqrt{P_2 - P_r} + s(-u)\sqrt{P_r - P_2}]
\end{align*}
\]

(5)

where \( g = k_4 \psi \).

Defining the system state variables as

\[
x \triangleq (x_1, x_2, x_3, x_4)^T = (y, \dot{y}, P_1, P_2)^T,
\]

and

\[
\begin{align*}
R_1(x) &= s(u)\sqrt{P_s - x_3} + s(-u)\sqrt{x_3 - P_r} \\
R_2(x) &= s(u)\sqrt{x_4 - P_r} + s(-u)\sqrt{P_r - x_4}
\end{align*}
\]

then the entire state equations of the hydraulic system can be expressed as follows:

\[
\begin{align*}
\dot{x}_1 &= x_2 \\
\dot{x}_2 &= \frac{1}{m} (A_1 x_3 - A_2 x_4 - f_L) \\
\dot{x}_3 &= \frac{\beta}{V_{01} + A_1 x_1} [-A_1 x_2 - C_l (x_3 - x_4) + gu R_1(x)] \\
\dot{x}_4 &= \frac{\beta}{V_{02} - A_2 x_1} [A_2 x_2 + C_l (x_3 - x_4) - gu R_2(x)]
\end{align*}
\]

(6)

To simplify the system state equations, some variables and parameters are defined as follows:

\[
\begin{align*}
\varpi_3 &= \frac{A_1 x_3 - A_2 x_4}{m} \\
d &= \frac{f_L}{m} \\
\beta &= \frac{A_1 \beta_e}{m} \\
k_A &= \frac{A_2}{A_1}
\end{align*}
\]

and the state Equations (6) can be rewritten as

\[
\begin{align*}
\dot{x}_1 &= x_2 \\
\dot{x}_2 &= \varpi_3 + d \\
\dot{x}_3 &= \left[ \frac{\beta}{V_{01} + A_1 x_1} gu R_1(x) + \frac{k_A \beta}{V_{02} - A_2 x_1} gu R_2(x) \right] u + \\
&\quad \frac{\beta}{V_{01} + A_1 x_1} [A_1 x_2 - C_l (x_3 - x_4)] - \\
&\quad \frac{k_A \beta}{V_{02} - A_2 x_1} [A_2 x_2 + C_l (x_3 - x_4)]
\end{align*}
\]

(7)

Given a bounded desired trajectory \( x_d(t) \in C^3 \), the objective of this paper is to design a bounded control input \( u \) such that the output \( x_1 \) tracks the desired motion trajectory \( x_d(t) \) closely in spite of uncertainties and external disturbance. The design of nonlinear adaptive robust controller will be described in the following section.
3. Controller Design

In order to find the correct control input for the hydraulic system, a nonlinear adaptive robust controller is developed for the state Equations (7). Here, we assume that the desired motion trajectory \( x_d(t) \), its velocity \( \dot{x}_d(t) \), acceleration \( \ddot{x}_d(t) \), and the derivate of acceleration \( \dddot{x}_d(t) \) exist and are bounded. The procedure for designing the controller based on the backstepping technique is described as follows:

Step 1: define the system output tracking error as
\[
z_1 \triangleq x_1 - x_d \tag{8}
\]
then the time derivative term of tracking error is calculated as follows:
\[
\dot{z}_1 = x_2 - \dot{x}_d \tag{9}
\]

Define \( z_2 \) as the state error between state variable \( x_2 \) and the virtual control \( x_{2d} \) as
\[
z_2 \triangleq x_2 - x_{2d} \tag{10}
\]
Here, treat \( x_{2d} \) as a virtual control input for \( x_2 \), which is defined as
\[
x_{2d} \triangleq \dot{x}_d - k_1 z_1 \tag{11}
\]
where \( k_1 \) is a positive constant.

Combining (10) and (11), we have
\[
\dot{z}_1 = -k_1 z_1 + z_2 \tag{12}
\]
Consider a candidate Lyapunov function
\[
V_1 = \frac{1}{2} z_1^2 \tag{13}
\]
then
\[
\dot{V}_1 = z_1 \dot{z}_1 = z_1 z_2 - k_1 z_1^2 \tag{14}
\]
It can be found that, if the \( z_2 \) is close to zero, the tracking error \( z_1 \) will converge to zero as well. Thus, the next step is to design a control law to make \( z_2 \) as small as possible.

Step2: Take the derivative of \( z_2 \) results in the following equation
\[
\dot{z}_2 = \ddot{x}_2 - \ddot{x}_{2d} = \ddot{x}_3 + d - \ddot{x}_d + k_1 \dot{z}_1 \tag{15}
\]
A virtual control law \( \ddot{x}_{3d} \) for Equation (15) is chosen as
\[
\ddot{x}_{3d} \triangleq \ddot{x}_d - z_1 - k_1 \dot{z}_1 - k_2 z_2 - \hat{d}, \quad k_2 = \frac{H_1^2}{4\delta^2} + \eta_2 \tag{16}
\]
where \( \hat{d} \) is the estimate of the disturbance \( d \) and the estimate error \( \hat{d} \) is defined as \( \hat{d} \triangleq d - \hat{d} \). \( \eta_2 \) and \( \delta \) are positive constants and \( \delta \) is determined by the acceptable bound of \( z_2 \). \( H_1 \) is the upper bound of \( \hat{d} \) and can be expressed as \( H_1 = \sup |\hat{d}| \).

Since the ideal values of \( z_1 \), \( z_2 \) and their derivatives are all equal to zero, it is reasonable to construct a discrete disturbance estimator as follows:
\[
\hat{d}(k + 1) = \ddot{x}_d(k) - \dddot{x}_3(k) \tag{17}
\]
where \( k \) is the kth sample time.
Define the state error $z_3$ as

$$z_3 \triangleq x_3 - x_{3d}$$  \hspace{1cm} (18)$$

Consider a candidate Lyapunov function

$$V_2 = V_1 + \frac{1}{2}z_2^2$$  \hspace{1cm} (19)$$

Then, the time derivative of $V_2$ is

$$V_2 = V_1 + z_2 \dot{z}_2 = z_2z_3 - k_1z_1^2 - \eta_2z_2^2 - \frac{H^2}{4\delta}z_2^2 + z_2 \ddot{d}$$

$$\leq z_2z_3 - k_1z_1^2 - \eta_2z_2^2 + \delta$$  \hspace{1cm} (20)$$

It is obvious that, if the value of $z_3$ is close to zero, $z_1$ and $z_2$ will converge to a bounded region determined by $\ddot{d}$ and system initial state values. Thus, the next step is to maintain the value of $z_3$ close to zero.

Step3: this step is aimed to synthesize an actual control law $u$ for the input of the hydraulic system. For simplicity, the last equation in state Equations (7) can be rewritten as

$$\dot{x}_3 = \frac{h_1(x)u + h_2(x)}{g(x)}$$  \hspace{1cm} (21)$$

where

\[
\begin{align*}
g(x) &= (V_{01} + A_1x_1)(V_{02} - A_2x_1) \\
&= V_{01}V_{02} + (V_{02}A_1 - V_{01}A_2)x_1 - A_1A_2x_1^2 > 0 \\
h_1(x) &= \beta V_{02}gR_1(x) + \beta k_AV_{01}gR_2(x) + \beta gA_2[R_2(x) - R_1(x)]x_1 \\
h_2(x) &= \beta(V_{02} - A_2x_1)(-A_1x_2 - C_i(x_3 - x_4)) \\
&\quad - k_A\beta(V_{01} + A_1x_1)(A_2x_2 + C_i(x_3 - x_4)) \\
&= -C_i\beta(V_{02} + k_AV_{01})(x_3 - x_4) - \beta(V_{02}A_1 + k_AV_{01}A_2)x_2 \\
&\quad + \beta A_2(A_1 - A_2)x_1x_2
\end{align*}
\]

Here, parametric uncertainties in the hydraulic system are considered as a parametric vector, which is defined as

\[
\begin{align*}
a &\triangleq [a_1 \quad a_2 \quad a_3 \quad a_4 \quad a_5 \quad a_6 \quad a_7 \quad a_8]^T \\
a_1 &\triangleq V_{01}V_{02} \\
a_2 &\triangleq V_{02}A_1 - V_{01}A_2 \\
a_3 &\triangleq \beta V_{02}g \\
a_4 &\triangleq \beta k_AV_{01}g \\
a_5 &\triangleq \beta gA_2 \\
a_6 &\triangleq C_i\beta(V_{02} + k_AV_{01}) \\
a_7 &\triangleq \beta(V_{02}A_1 + k_AV_{01}A_2) \\
a_8 &\triangleq \beta A_2(A_1 - A_2)
\end{align*}
\]

For simplicity, define

\[
\begin{align*}
a_g &\triangleq [a_1 \quad a_2 \quad 1]^T \\
a_{gh1} &\triangleq [a_3 \quad a_4 \quad a_5]^T \\
a_{gh2} &\triangleq [a_6 \quad a_7 \quad a_8]^T
\end{align*}
\]
where \( \alpha \) is a positive \( \tau \) parameter.

Then, Equation (22) can be rewritten as

\[
\begin{align*}
   g(x) &= a_1^T \gamma(x) \\
   h_1(x) &= a_1^T \gamma_1(x) \\
   h_2(x) &= a_1^T \gamma_2(x)
\end{align*}
\]

To cope with the effect of parametric estimate error, we assume that an unknown parametric vector always lies in a known bounded region, namely,

\[
\alpha \in \Omega = \{ \alpha : \alpha_{\text{min}} < \alpha < \alpha_{\text{max}} \}
\]

where \( \alpha_{\text{min}} = [\alpha_{1_{\text{min}}, \alpha_{2_{\text{min}}}, \cdots, \alpha_{8_{\text{min}}}]^T \) and \( \alpha_{\text{max}} = [\alpha_{1_{\text{max}}, \alpha_{2_{\text{max}}}, \cdots, \alpha_{8_{\text{max}}}]^T \).

Then, Equation (22) can be rewritten as

\[
\begin{align*}
   g(x) &= \alpha_1 + \alpha_2 x_1 - A_1 A_2 x_1^2 > 0 \\
   h_1(x) &= \alpha_3 R_1(x) + \alpha_4 R_2(x) + \alpha_5 [R_2(x) - R_1(x)] x_1 \\
   h_2(x) &= -\alpha_6(x_3 - x_4) - \alpha_7 x_2 + \alpha_8 x_1 x_2
\end{align*}
\]

Since \( g(x) > 0 \), the Lyapunov function is defined as

\[
V_3 = \frac{1}{2} g(x) z_3^2
\]

The time derivative of Equation(24) is calculated as follows:

\[
\dot{V}_3 = \frac{1}{2} \dot{g}(x) z_3^2 + g(x) z_3 \dot{z}_3 = \frac{1}{2} \dot{g}(x) z_3^2 + z_3 (h_1(x) u + h_2(x) - g(x) \bar{x}_3 d)
\]

Here, the derivative of \( \bar{x}_3 \) can be calculated as

\[
\dot{\bar{x}}_3 = \bar{x}_3 - k_1 \bar{z}_1 - \bar{z}_1 - k_2 \bar{z}_2
\]

Since \( \bar{x}_3 \) has some uncertain parameters, a sliding mode observer can be used to estimate the derivative of state \( \bar{x}_3 \), i.e.,

\[
\begin{align*}
   \dot{\bar{w}}_1 &= -\rho(\bar{x}_3, \bar{w}_1) \text{sign}(\bar{x}_3 - \bar{w}_1) \\
   \dot{\bar{x}}_3 &= -\frac{\rho(\bar{x}_3, \bar{w}_1)}{s/\tau + 1} \text{sign}(\bar{x}_3 - \bar{w}_1)
\end{align*}
\]

where \( \bar{w}_1 \) is the estimate of \( \bar{x}_3, \rho(\bar{x}_3, \bar{w}_1) = \beta_{\text{est}} e^{0.3 |\bar{x}_3 - \bar{w}_1|} \) is a variable observer gain, and \( \beta_{\text{est}} \) is a design parameter. \( \tau \) is a first-order filter time constant, and \( s \) is the Laplace operator. \( \dot{\bar{x}}_3 \) is the estimate of \( \dot{x}_3 \).

The observer can ensure the convergence of \( \bar{w}_1 \) to \( \bar{x}_3 \) in a finite time \( t_f \), so there exists a bounded positive \( H_2 \) such that estimate error \( \tilde{x}_3 = \bar{x}_3 - \dot{x}_3 \) and \( H_2 = \sup |\tilde{x}_3| \), where \( H_2 \) is a positive constant.
Let $\hat{\alpha}_g, \hat{\alpha}_{h1}, \hat{\alpha}_{h2}$ be the estimate of $\alpha_g, \alpha_{h1}, \alpha_{h2}$, respectively. $\hat{\alpha}_g \triangleq \alpha_g - \hat{\alpha}_g, \hat{\alpha}_{h1} \triangleq \alpha_{h1} - \hat{\alpha}_{h1}$ and $\hat{\alpha}_{h2} \triangleq \alpha_{h2} - \hat{\alpha}_{h2}$ are the estimate errors. Then, the control input $u$ is designed as

$$
\begin{align*}
    & u = \frac{1}{\hat{a}_{h1}^T r_1(x)} (u_1 + u_2) \\
    & u_1 = -\hat{\alpha}_{h2} h_2(x) - \frac{1}{2} \hat{\alpha}_g^T \tilde{\varphi}(x) z_3 + \\
    & \hat{\alpha}_g^T \tilde{\varphi}(x) [(k_1 + k_1^2 k_2) z_1 - (k_1 k_2 + 1) z_2 + \hat{\alpha}_h] \\
    & u_2 = -z_2 - k_3 z_3
\end{align*}
$$

(28)

where $u_1$ is the adaptive control input to track the desired trajectory and $u_2$ is the robust term which deals with parametric estimate errors and external disturbance. $k_3$ is a positive gain to be determined later. Then, Equation (25) can be written as

$$
\dot{V}_3 = z_3 [-z_2 - k_3 z_3 + \hat{\alpha}_g^T \phi_g + \hat{\alpha}_{h1}^T r_1(x) u + \hat{\alpha}_{h2}^T r_2(x) + (k_1 + k_2) \alpha_g^T \tilde{\varphi}(x) d - \alpha_g^T \tilde{\varphi}(x) \hat{\alpha}_h] 
$$

(29)

where $\phi_g \triangleq \frac{1}{2} \tilde{\varphi}(x) z_3 - \tilde{\varphi}(x) [(k_1 + k_1^2 k_2) z_1 - (k_1 k_2 + 1) z_2 + \hat{\alpha}_h]$ and $k_3 = \eta_3 + h(x,u)$. $h(x,u)$ can be defined as follows:

$$
\begin{align*}
    h(x,u) & \triangleq \frac{1}{4 e_g} \| \alpha_g \|^2 \| \dot{\varphi}_g \|^2 + \frac{1}{4 e_{h1}} \| \alpha_{h1} \|^2 \| \dot{r}_1 \|^2 + \frac{1}{4 e_{h2}} \| \alpha_{h2} \|^2 \| \dot{r}_2 \|^2 \\
    & + \frac{1}{4 e_d} (k_1 + k_2)^2 H_1^2 \| \alpha_{\max} \|^2 \| \tilde{\varphi}(x) \|^2 + \frac{1}{4 e_e} H_2^2 \| \alpha_{\max} \|^2 \| \tilde{\varphi}(x) \|^2
\end{align*}
$$

where $\alpha_g, \alpha_{h1}, \alpha_{h2}$ are the absolute error limits, respectively. $\alpha_g = \alpha_{g\max} - \alpha_{g\min}, \alpha_{h1} = \alpha_{h1\max} - \alpha_{h1\min}$ and $\alpha_{h2} = \alpha_{h2\max} - \alpha_{h2\min}$. $\epsilon_g, \epsilon_{h1}, \epsilon_{h2}, \epsilon_d$ and $\epsilon_e$ are the design positive constants such that $\epsilon = \epsilon_g + \epsilon_{h1} + \epsilon_{h2} + \epsilon_d + \epsilon_e$.

In order to consider the effect of parametric uncertainties in the hydraulic system, an augmented Lyapunov function $V_0$ is designed as

$$
V_0 = V_2 + V_3 + \frac{1}{2} \left( \hat{\alpha}_g^T T_g^{-1} \hat{\alpha}_g + \hat{\alpha}_{h1}^T T_{h1}^{-1} \hat{\alpha}_{h1} + \hat{\alpha}_{h2}^T T_{h2}^{-1} \hat{\alpha}_{h2} \right) 
$$

(30)

where $T_g, T_{h1}$ and $T_{h2}$ are the positive definite constant diagonal matrices. Then, the time derivative of Equation (30) is calculated as

$$
\begin{align*}
    \dot{V}_0 &= \dot{V}_2 + \dot{V}_3 - \left( \hat{\alpha}_g^T T_g^{-1} \hat{\alpha}_g + \hat{\alpha}_{h1}^T T_{h1}^{-1} \hat{\alpha}_{h1} + \hat{\alpha}_{h2}^T T_{h2}^{-1} \hat{\alpha}_{h2} \right) \\
    &= -k_1 z_1^2 - \eta_2 z_2^2 + z_2 d - \frac{H_1^2}{4 \delta} z_2^2 - k_3 z_3^2 - (k_1 + k_2) \hat{\alpha}_g^T \tilde{\varphi}(x) d + \hat{\alpha}_g^T \tilde{\varphi}(x) \hat{\alpha}_h \\
    &+ \hat{\alpha}_{h1}^T \left( z_3 \dot{r}_g - T_g^{-1} \hat{\alpha}_g \right) + \hat{\alpha}_{h1}^T \left( z_3 \dot{r}_1(x) u - T_{h1}^{-1} \hat{\alpha}_{h1} \right) \\
    &+ \hat{\alpha}_{h2}^T \left( z_3 \dot{r}_2(x) - T_{h2}^{-1} \hat{\alpha}_{h2} \right)
\end{align*}
$$

(31)

In order to account for the effect of parametric uncertainties, adaptive update laws can be chosen so that these inequalities hold:

$$
\begin{align*}
    & \hat{\alpha}_g^T \left( z_3 \dot{r}_g - T_g^{-1} \hat{\alpha}_g \right) \leq 0 \\
    & \hat{\alpha}_{h1}^T \left( z_3 \dot{r}_1(x) u - T_{h1}^{-1} \hat{\alpha}_{h1} \right) \leq 0 \\
    & \hat{\alpha}_{h2}^T \left( z_3 \dot{r}_2(x) - T_{h2}^{-1} \hat{\alpha}_{h2} \right) \leq 0
\end{align*}
$$

(32)
Then, the adaptation laws for uncertain terms are designed as follows:

\[
\begin{align*}
\dot{\alpha}_g &= T_g^2 z_3 \phi_g \\
\dot{\alpha}_{h1} &= T_{h1} z_3 \tilde{f}_1 u \\
\dot{\alpha}_{h2} &= T_{h2} z_3 \tilde{f}_2
\end{align*}
\]  

(33)

Since the parametric vectors are within known boundness, a simple discontinue projection can be used such that

\[
\text{proj}_x \{*\} = \begin{cases} 0, & \text{if } \alpha_i = \alpha_{\text{imax}} \text{ and } * > 0 \\ 0, & \text{if } \alpha_i = \alpha_{\text{imin}} \text{ and } * < 0 \\ *, & \text{otherwise} \end{cases}
\]  

(34)

and the adaptive laws become

\[
\begin{align*}
\dot{\alpha}_g &= \text{proj}_{h_2} [T_g^2 z_3 \phi_g] \\
\dot{\alpha}_{h1} &= \text{proj}_{h_3} [T_{h1} z_3 \tilde{f}_1 u] \\
\dot{\alpha}_{h2} &= \text{proj}_{h_3} [T_{h2} z_3 \tilde{f}_2]
\end{align*}
\]  

(35)

Obviously, the projection in Equation (34) satisfies the inequalities in Equations (32), which has been proved in [30]. From Equations (28), (31), and (34), one can obtain that

\[
\begin{align*}
\dot{V}_d &\leq -k_1 z_1^2 - \eta_1 z_2^2 - \eta_3 z_3^2 - \frac{1}{4 \varepsilon_g} ||\alpha_{G-M}||^2 ||\phi_g||^2 z_3^2 - \frac{1}{4 \varepsilon_{h1}} ||\alpha_{h1-M}||^2 ||\tilde{f}_1|| z_3^2 - \frac{1}{4 \varepsilon_{h2}} ||\alpha_{h2-M}||^2 ||\tilde{f}_2||^2 z_3^2 \\
&\quad + z_2 H_1 - \frac{H_2}{2} \dot{z}_2^2 + (k_1 + k_2) a_{T}\theta(x)H_1 z_3 \text{sign}(z_3) - \frac{1}{4 \varepsilon_d} (k_1 + k_2)^2 H_1^2 ||\alpha_{\text{max}}||^2 ||\theta(x)||^2 z_3^2 \\
&\quad + a_{T}\theta(x)H_2 z_3 \text{sign}(z_3) - \frac{1}{4 \varepsilon_e} H_2^2 ||\alpha_{G-M}||^2 ||\theta(x)||^2 z_3^2 \\
&\quad \leq -k_1 z_1^2 - \eta_1 z_2^2 - \eta_3 z_3^2 - \frac{1}{4 \varepsilon_g} ||\alpha_{G-M}||^2 ||\phi_g||^2 z_3^2 - \frac{1}{4 \varepsilon_{h1}} ||\alpha_{h1-M}||^2 ||\tilde{f}_1|| z_3^2 - \frac{1}{4 \varepsilon_{h2}} ||\alpha_{h2-M}||^2 ||\tilde{f}_2||^2 z_3^2 \\
&\quad + \delta + \varepsilon_d + \varepsilon_e
\end{align*}
\]  

(36)

which leads to the result that all signals \(z_1, z_2, z_3, \tilde{\alpha}_g, \tilde{\alpha}_{h1}, \tilde{\alpha}_{h2}, \tilde{\alpha}_g, \tilde{\alpha}_{h1}, \tilde{\alpha}_{h2}\) are bounded and

\[
V_d \leq \exp(-\lambda t)V_d(0) + \frac{k}{\lambda} [1 - \exp(-\lambda t)]
\]  

(37)

where \(\lambda = \min \left\{ 2k_1, 2 \eta_2, 2 \left( \eta_3 + \frac{1}{4 \varepsilon_g} ||\alpha_{G-M}||^2 ||\phi_g||^2 + \frac{1}{4 \varepsilon_{h1}} ||\alpha_{h1-M}||^2 ||\tilde{f}_1||^2 + \frac{1}{4 \varepsilon_{h2}} ||\alpha_{h2-M}||^2 ||\tilde{f}_2||^2 \right) / (||\alpha_d||^2 \||\theta(x)||^2) \right\} \) and \(k = \delta + \varepsilon_d + \varepsilon_e\). Furthermore, if \(\tilde{d}\) and \(\tilde{x}_3\) are both equal zero after a time \(t_f > 0\), then the time derivative of \(V_d\) satisfies

\[
\dot{V}_d \leq W, \quad t \geq t_f
\]  

(38)

where \(W = -k_1 z_1^2 - k_2 z_2^2 - k_2 z_3^2\). Since \(W \in L_2\) and \(V_d \in L_\infty\), using the Barbalet’s lemma, one can conclude that \(W \to 0\) as \(t \to \infty\). Thus, \(z_1, z_2\) and \(z_3\) converge to zero as \(t \to \infty\).

Finally, we can conclude that, given a nonlinear system of equations with uncertainties and disturbance as in Equation (7), employing the controller Equation (28), all signals \(z_1, z_2, z_3, \tilde{\alpha}_g, \tilde{\alpha}_{h1}, \tilde{\alpha}_{h2}, \tilde{\alpha}_g, \tilde{\alpha}_{h1}, \tilde{\alpha}_{h2}\) are bounded. Furthermore, after a finite time \(t_f\), if only the parametric uncertainties exist, then zero tracking errors can also be obtained.

Remark: If adaptation laws are removed (i.e., \(T_g, T_{h1}, T_{h2}\) are all equal to zero) or the estimation errors are too large, the proposed control scheme can still make all the signals bounded...
and 

\[ \begin{align*}
    V_0 \leq & \exp(-\lambda_v t) V_0(0) + \frac{k_v}{\lambda_v} [1 - \exp(-\lambda_v t)], \quad \text{where } \lambda_v = \min \{2k_1, 2\eta_2, 2\eta_3 / (\|a_g\| \|g(x)\|)\} \quad \text{and} \quad k_v = \delta + \epsilon.
\end{align*} \]

4. Simulation and Discussion

4.1. Simulation Parameters

In order to evaluate the tracking accuracy and robustness of the proposed control scheme for the electro-hydraulic system, three different working conditions are considered, i.e., no load condition, sudden load condition, and load condition with parameter variations. The simulations are conducted on an integrated simulation platform that uses MATLAB and Amesim. The simulation parameters are described as follows:

The supply pressure of pump is set at 10 Mpa by a relief valve and the return pressure of hydraulic system is set at 0 Mpa. The dimensions of cylinder are 80 mm/45 mm/500 mm and the control input of the servo valve is in the range of [−10, +10] mA. The system state variables, which include load position \( x \), velocity \( v \), and the chamber pressures \( P_1 \) and \( P_2 \) of two cylinder chambers are discretely measured using the sensors in Amesim software. All of the pressure signals are processed through a low-pass filter with 10 Hz cut-off frequency. The control algorithm is implemented in MATLAB and the system sample time is taken as 0.001 s.

The nominal load mass \( m \) is 20 kg and the effective bulk modulus of oil fluid is 1.4 Gpa. The coefficient of cylinder internal leakage \( C_i \) is \( 2 \times 10^{-15} (\text{m}^3\text{s}^{-1}/\text{Pa}) \) and servo valve flow gain \( g \) is \( 5.82 \times 10^{-8} \text{ m}^3\text{s}^{-1}/(\sqrt{V_a}) \). The original position of piston is in the middle of cylinder and the original control volumes of cylinder chambers are \( V_1 = 1.3 \times 10^{-3} \text{ m}^3 \) and \( V_2 = 8.89 \times 10^{-4} \text{ m}^3 \), respectively.

To verify the performance of the designed controller, the proposed nonlinear adaptive robust control (NARC) is compared with the PID controller and determined robust controller (DRC). The control parameters of the proposed controller are selected as \( k_1 = 150, \eta_2 = 40, H_1 = 2.5, \delta = 0.01, \beta_{est} = 1, \tau = 10, H_2 = 1, \eta_3 = 20, \epsilon_g = \epsilon_{h1} = \epsilon_{h2} = \epsilon_d = \epsilon_c = 0.001, T_k = diag\{[10^{-8}, 10^{-8}, 0]^T\}, T_h1 = diag\{[10^{-8}, 10^{-8}, 10^{-8}]^T\}\) and \( T_h2 = diag\{[10^{-15}, 10^{-3}, 10^{-3}]^T\} \). The control parameters of determined robust control are the same as that of the proposed controller except that \( T_k = diag\{[0, 0, 0]^T\}, T_h1 = diag\{[0, 0, 0]^T\}\) and \( T_h2 = diag\{[0, 0, 0]^T\} \). The range limits of parameters used in DRC and NARC are ±20% of their nominal values. The initial value of parameter estimates are taken as their nominal value. While the control parameters of PID controller are chosen as \( K_p = 150, K_i = 1, \) and \( K_D = 0.2 \) by trial and error.

4.2. Simulation Results

4.2.1. Case 1: No Load Condition

In this case, there is no load nor there is any variation in the parameters. The desired trajectory is selected as a sinusoidal signal whose amplitude is 50 mm and its frequency is 0.1 Hz. The reference signal is \( x_d = 50 \sin(0.2\pi t) \) [mm].

Figure 2 shows the comparison of tracking performances obtained using the PID controller, the DRC, and the proposed nonlinear adaptive robust controller. It is evident that the PID controller presents some lag in tracking the reference signal while DRC and NARC can track the reference signal exactly. The errors in tracking using the three different controllers are shown in Figure 3. It can be observed that, compared with the PID controller, DRC and NARC controllers have smaller tracking error and better dynamic performance. However, there is a small jitter when the DRC and NARC are used.
In order to evaluate the effectiveness of the proposed controller under a load disturbance, a sudden load of $d = 250$ is added to system at $t = 10$ s. The corresponding tracking response with three different controllers are shown in Figure 4. As shown in Figure 4, when the sudden load is applied, some tracking fluctuation can be seen with the PID controller. However, the tracking performance of DRC and NARC is largely unaffected. The strong robustness of DRC and NARC is attributed to the exact estimate of disturbance with a discrete disturbance estimator. The tracking errors under a sudden load disturbance with different controllers are shown in Figure 5. It can also be seen that the tracking error with PID is larger than that obtained with the DRC and NARC, which further confirms that the DRC and NARC are more robust than the PID controller because of the discrete disturbance estimator.
**Figure 4.** Comparison tracking performance with sudden load at 10 s.

**Figure 5.** Tracking errors with sudden load condition, (a) tracking error of PID; (b) tracking error of DRC; (c) tracking error of NARC; (d) comparison of tracking errors with the above controllers.

### 4.2.2. Case 2: Sudden Load Condition

The simulations are also carried out to verify the convergence of the NARC under load condition with parameter variations. In simulations, some parameters of the system are changed. The initial displacement of cylinder is changed to 0.247 m. The initial volume of left cylinder chamber is changed to $V_1 = 1.3 \times 10^{-3}$ m$^3$ and the initial volume of right cylinder chamber is changed to $V_2 = 8.9 \times 10^{-4}$ m$^3$. The bulk volume of oil is changed to 1.5 Gpa.

Figure 6 shows the tracking performance with the three different controllers with parameter variation and load disturbance. The tracking performance of NARC is not better than the other controllers at the beginning. However, the tracking error decreases slowly with time due to the adaptation rate laws as shown in Figure 7. The parameter estimates are shown in Figure 8. It can be seen that, even though the parameters don’t converge to their actual value, they are all bounded and are adjusted to improve the tracking performance. Moreover, the estimate value of load $d$ is almost equal to its actual value as shown in Figure 8, which proves the effectiveness of the discrete disturbance estimator.
Figure 6. Comparison tracking performance with parameter variations and load condition.

Figure 7. Tracking errors with parameter variation and load condition, (a) tracking error of PID; (b) tracking error of DRC; (c) tracking error of NARC; (d) comparison of tracking errors with the above controllers.
4.2.3. Case 3: Parameter Variations and Load Disturbance Condition

In order to compare the performance of the three kinds of controllers under different conditions, the maximum tracking error $M$, the average tracking errors $\mu$ and the tracking lag $\phi$ are statistically analyzed, and results are shown in Table 1. It can be seen from the results that the PID controller can not deal with highly nonlinear parameters and disturbance, and the system control response is so slow that it could not track the reference signal accurately. The maximum tracking error is about 4.8 mm, and the average tracking error is about 3.2 mm. The tracking lag was also apparent than the other controller in all conditions. In addition, the dynamic performance of DRC and NARC are similar under nominal and sudden load conditions because of the same control structure. However, in the variation and load condition, the average tracking error of NARC is 0.126 mm, which is much better than the other controller with the help of the adaptive laws.
Table 1. Performance indexes of controllers under differential conditions.

<table>
<thead>
<tr>
<th>Controller</th>
<th>Nominal Condition</th>
<th>Sudden Load Condition</th>
<th>Variation and Load Condition</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$M/mm$</td>
<td>$\mu/mm$</td>
<td>$\phi/^o$</td>
</tr>
<tr>
<td>PID</td>
<td>4.7</td>
<td>3.2</td>
<td>5.4</td>
</tr>
<tr>
<td>DRC</td>
<td>2.7</td>
<td>0.27</td>
<td>0.07</td>
</tr>
<tr>
<td>NARC</td>
<td>1.8</td>
<td>0.25</td>
<td>0.06</td>
</tr>
</tbody>
</table>

Based on these simulation results, it can be concluded that the NARC can improve the system dynamic performance and can reject external load disturbance effectively.

5. Conclusions

A nonlinear adaptive robust controller has been presented for the electro-hydraulic system driven by a single-rod actuator with uncertain nonlinear parameters, and external disturbance. The effect of unknown nonlinear parameters and external disturbance is considered, and a stable controller is developed using a special Lyapunov function. The whole system controller and adaptation laws are given by combining adaptive robust control and a discrete disturbance estimator, which can compensate for unknown nonlinear parameters, uncertain nonlinearities and external disturbance. The simulation results show that the proposed control achieves a more accurate tracking performance and small tracking lag, under various conditions, which is very important in the high-performance motion control fields.
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