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Abstract: Transferring skills and expertise to remote places, without being present, is a new challenge
for our digitally interconnected society. People can experience and perform actions in distant
places through a robotic agent wearing immersive interfaces to feel physically there. However,
technological contingencies can affect human perception, compromising skill-based performances.
Considering the results from studies on human factors, a set of recommendations for the construction
of immersive teleoperation systems is provided, followed by an example of the evaluation
methodology. We developed a testbed to study perceptual issues that affect task performance while
users manipulated the environment either through traditional or immersive interfaces. The analysis
of its effect on perception, navigation, and manipulation relies on performances measures and
subjective answers. The goal is to mitigate the effect of factors such as system latency, field of view,
frame of reference, or frame rate to achieve the sense of telepresence. By decoupling the flows of an
immersive teleoperation system, we aim to understand how vision and interaction fidelity affects
spatial cognition. Results show that misalignments between the frame of reference for vision and
motor-action or the use of tools affecting the sense of body position or movement have a higher effect
on mental workload and spatial cognition.

Keywords: human-centered computing; cognitive human-robot interaction; HCI design and
evaluation methods; telerobotics; teleoperation; telepresence; immersion

1. Introduction

A telepresence robot presents a solution for doctors and health care workers to consult, handle,
or monitor people in remote places or in contaminated areas, avoiding self-exposure. For instance,
in the present coronavirus pandemic (COVID-19) or in recent epidemics like Ebola virus disease (EVD),
a physician could teleoperate a robot and, through it, look around, move, or communicate safely in
a contained environment. The robot’s capabilities of perception, manipulation, and mobility allow
performing some disaster-response tasks [1–3]. Telerobotics is already present in areas like surgery
(e.g., the Da Vinci Robot) [4], remote inspection, space exploration [5,6], underwater maintenance,
nuclear disposal, hazardous environment cleaning, and search and rescue. However, most of these
robotic interventions in critical tasks still rely on the human’s control capabilities. Teleoperated
robots quite often include semi-autonomous functionalities to assist operators. To this end, cognitive
human-robot interaction architectures are being used to minimize the control workload, improve
the task performance, and increase safety [7,8]. Thus, the design of such cognitive robotic systems
can integrate the knowledge of human perceptual factors to predict the intended actions and needs
of operators.
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Human’s actions depend on the perception of the environment, while the decisions rely on
correct the recognition and interpretation of sensory stimuli [9]. For this, several sensory modalities
contribute information, providing cues for the perception of space and motion. These perceptual cues
are continuously acquired and matched with our mental models. While some cues are consistently
matched, others do not fit. Consequently, our brain tries to solve these conflicts to avoid compromising
consequent actions, e.g., we expect that a known object seems bigger when it is near us and smaller if
it is further away. We also do not expect to “see” a radio’s loudspeaker somewhere and “listen” to
the respective sound coming from a different direction. Another example of unsolved conflict can
occur while on a train looking for a parallel train, where we cannot distinguish which train is moving,
whether it it is ours or the other one. Surprisingly, we deal well with other conflicting situations:
when we are combing our hair in front of a mirror, the hand that really “touches” us is not the one
that we are “seeing”: it is the reflection of the hand; this results from a learning process because
children do not know how to comb in front of a mirror. In short, real-world representations are built
on sensory information and cognition to understand them, using thoughts and experience (bottom-up
and top-down processes complement each other).

Currently, a person can act in a remote environment through a teleoperation system; however,
the use of any type of mediation requires training. This interaction with the system can be simple,
if the control interface remains intuitive and natural. Ideally, if the operator feels as though he/she is
in a remote location, he/she will act as naturally as though he/she were physically there. The illusion
of telepresence can be induced through a proper action-perception loop supported by technology [10].
A person experiencing sensory stimuli similar to those in the remote environment and acting in line
with them can actually sense “being there” [11]. Such a feeling depends on the capability of the
system to accurately display remote environment properties and provide enough information about
the remote agent and the responsiveness of the system to motor inputs, i.e., immerse the person
in media [12]. Sheridan [13] suggested a distinction between (virtual) presence and (experiential)
telepresence: presence refers to the experience of being present in a virtual world and telepresence
to the sense of being in a mediated remote real environment. The term telepresence was initially
introduced by Minsky in the teleoperation context. It refers to the phenomenon that a human operator
develops a sense of being physically present at a remote location through interaction with the system’s
human interface [14]. Telerobotics appears as a subclass of teleoperation where the human operator
supervises and/or controls a remote semi-automatic robotic system. The teleoperation of robots
involves two major activities: remote perception and remote manipulation. In [15], to improve
teleoperation, we proposed the use of immersive technologies to allow operators to perceive the
remote environment as though being there, where the control of the robot was as simple as controlling
their own bodies. Thus, operators could sense the robot’s body as their own (embodiment [16]),
simplifying the navigation control. The use of head-mounted displays (HMDs) to naturally control the
point of view of the remote robot’s camera and display control instruments was further explored in [17]
to allow operators to feel that they were controlling the robot from inside. The sense of presence was
improved using a “virtual cockpit” while the operators’ faults and mental workload were minimized.
Nevertheless, we realized that factors were compromising the sense of telepresence and degrading
task performance in these works and other author’s related works [18]. It is not simple to dissociate
the flows that exist in a teleoperation system (visual feedback, haptic, control, etc.) because impairing
one of them would make the robot uncontrollable. Therefore, the present research aims to be a
contribution to human perceptual factors with an impact on the teleoperator’s behavior. Some factors
degrade human performances such as low video stream bandwidth, frame rates, time lags, frame of
reference, lack of proprioception, two-dimensional views, attention switches, or motion effects [8,16,19].
Some related works [20] analyzed the global effect of these factors on physical workload and on task
performance without discriminating their weights in the system. Other authors focused on the effect
of a specific factor such as the field of view [21] or focused on virtual environments [22]. The present
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study aims to decouple the flows of an immersive teleoperation system to understand how the vision
and interaction fidelity levels affect spatial cognition.

The immersive experience can be enhanced through the replication of real visual feedback,
thus supporting the operator’s traditional hand-eye coordination [23,24]. Based on Slater’s findings [16],
we also aim at consistency between actions (movements) and the multimodal feedback (e.g., visual
and haptic). Pursuing this goal, we expect to provide enough spatial and motion cues of the remote
environment to allow operators to perceive and behave naturally. Therefore, we contribute to the
minimization of cognitive workload and performance improvement.

We propose simplifying the operation control by exploring and combining telerobotics with
telepresence. We argue that if with the use of media devices, the operators experiment with the
sensation of being in the remote environment, then the task performance becomes as natural as being
there. This research proposes an immersive interface approach for teleoperation and evaluates it against
traditional remote control systems. The introduction of telepresence systems influences and enlarges
the range of applications that can benefit from its use. Nevertheless, given some current technological
limitations and taking into account the results from studies on human factors, a set of recommendations
for the design of these systems is presented. The evaluation of any interactive system is a crucial step
in the development process. This evaluation can be divided into two parts: user task performance and
usability and user acceptance. Although the ultimate goal is to maximize the performance metrics,
given the very central role of the user, such performance is very dependent on not only how the user
is able to execute the task, but how the system influences the perception of that task and if that may
influence its execution positively. Simplification, effort reduction, and intuitiveness are some keywords
that positively influence the user and therefore his/her performance. To this end, some guidelines on
which aspects are important to evaluate in a teleoperation system are also presented.

Structure of the article: Section 2 provides insights about skills and performance in human activity.
Section 3 describes the human role in teleoperation, namely the control and feedback flows with
the human in the loop operating a remote device. Section 4 analyzes the technological constraints
and human perceptual factors with relevance for immersive teleoperation design, providing a set of
recommendations for the construction of these systems. Section 5 presents an evaluation methodology
for immersive interfaces in teleoperation. As an example, an immersive interface is proposed, and the
influence of perception on task execution is analyzed. Section 6 presents the quantitative and
qualitative results and a discussion of the proposed immersive interface. Section 7 presents the
findings and conclusions.

2. Skills and Performance

Human activities have been distinguished by Rasmussen into three types: knowledge-, rule-,
and skill-based [25]. In fact, complex activities may involve knowledge, rules, and skills with some
level of alternation or simultaneous execution among them. Most of the skills, in particular those
that involve motor coordination, are acquired via training, and during this process, the human brain
establishes the relationships between low level sensory signals and muscle actions, and higher level
goals, rules, and knowledge. The skill acquisition may be as difficult as it is to distinguish the relevant
sensory information from signal noise and how complex the relationship between that information
and the proper actions to be executed is [9,26].

Picking the example of writing some text, if a person perfectly masters the typewriting technique,
the focus is on the search for which words to express the idea. However, on the other side, for someone
who is not used to keyboards, the focus will be on searching for the keys to compose the words. In the
latter case, as the foreground activity is the search for the keys, there will be an increased difficulty
in producing the text directly from ideas. In this case, probably, it would be better to hand write
it first to avoid distraction and the consequent ruining of the establishment of the intended line of
thought. Either way, the performance will be lower, either in terms of ideas about the text or the time
to produce it.
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Skills are related to actions that we may delegate to more reactive levels of our brain, where actions
are produced as answers to sensory signals without any conscious intervention [25]. There may exist
one intention that establishes some behavior of reference that serves as a guide to the production of
actions in response to sensory signals. Therefore, it is common to propose closed-loop-based models
to study and explain these automatic behaviors [27]. There are however alarm mechanisms that are
activated when excessive errors or mismatches are detected in these signals. When these happen,
higher complexity layers are called to intervene to select a change in behavior, induce a correction, or a
simple parameter adjustment that will bring the actuation back to “normality”. In the typewriting
example, this may happen when a finger strikes two keys at once and the touch sense reports that to
the brain. This normally triggers a reaction of confirming the typed characters or words.

We may say that during skill acquisition, we start by the understanding of how to act on the
controls or objects. In the second phase, the focus is on what we intend the object or system to do
under our action while keeping some level of surveillance on the grasping of the object or command
that enables us to detect slippage, abnormal resistance, or other aspects that may indicate the existence
of some failure in the action or in the means of interaction. As the task execution becomes automatic
and does not require any particular attention to it, the cognitive level is free to focus on more abstract
levels [25], e.g., the text to be written. As another example, we may consider a taxi driver that is
concentrated on choosing the best way to reach a given destination and apparently not paying any
special attention to the other cars or the road limits. Nevertheless, as soon as the front car stop lights are
lit, an obstacle appears on the road or the motor does not respond as usual to the gas pedal actuation,
and that detail is brought immediately to the primal attention levels.

As skills are acquired for particular ways of performing activities, introducing changes in the way
the activity is performed or sensed may result in performance reduction, at least until a re-adaptation
is possible and completed. Again with the keyboard example, if it becomes less precise and typed
keys produce zero or multiple characters, this requires the user to confirm the output constantly and
check if the text is correct as expected. Similarly, a faulty screen where some parts of it show black bars
instead of the content forces the user to make sure that all pressed keys are done in the correct order
as some of the outputs cannot be checked visually a posteriori. Similar effects may be introduced by
automated mechanisms that are intended to help the user, e.g., snap to grid in drawing programs or
spelling correctors in text editors, which change fine drawing movements into unintended locations or
foreign words into inappropriate and out of context ones.

As demonstrated by the above, the existence of imprecise or disturbing factors may reduce
the performance of any task execution in particular, but is not limited to those that require
motor-related skills.

3. The Human Role in Teleoperation

A teleoperated system can be seen as a control loop, as in Figure 1, where the operator plays the
role of selecting the appropriate signals and acts on the controlled element to execute the desired task.
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Figure 1. A remote control loop schema (top). A modified control loop where an operator visualizes
the intended reference and remote signals to generate the control signals to operate the remote
device (bottom).

The task can be one of following a trajectory, a pick-and-place operation, or a much more
complicated one. As in any control loop, the objective is to have the system follow some reference signal,
and that is accomplished by comparing that input signal with some measurable observation of the
system output. As the operator plays the role of the controller, he/she needs to receive the information
about the system variables that he/she intends to control [28,29]. Frequently, the information received
is very limited and corrupted by different types of noise. It is here that humans normally play still
irreplaceable roles given their ability to make correct inferences from incomplete data. Humans can
still extract the necessary information in the presence of the most variable conditions, where typically
automated mechanisms can only be tuned to specific working conditions and fail if these conditions
are not met. Humans have the ability to use temporal signals, to build mental image mosaics, and to
use them to make and execute plans [9]. This comes with a price: it is very hard to follow a memorized
plan and simultaneously keep track of multiple information sources. In fact, the required concentration
level induces important fatigue, and as it rises, it reduces our attention and concentration capabilities.
Humans have some difficulties in noticing changes in slowly varying stimuli even if their intensity
is high [30]. Actually, the exposure to the same stimuli for some period of time induces a process of
desensitization where a constant or repetitive stimuli loses importance and becomes progressively
integrated as part of the “background”. On the other side, we are particularly good at learning
automated skills; thus, operations like driving a car become simple reactive tasks where the conscious
level is mostly left for the high-level plan, whereas lane keeping, velocity control, distance to other
vehicles, etc., are performed mostly at the subconscious (reactive) level. It is well known that the
reactive execution is simpler and less “energy consuming” than tasks that require reasoning. Similarly,
the reactions to well distinguishable visual, auditory, or tactile stimuli generate much less fatigue than
being focused on the detection of minor changes of the same stimuli. We are equipped with a set of
complementary sensing mechanisms that together enable us to pay attention to most of the important
events in our lives with minimum effort. For example, although the human eyes only produce
high resolution information at their fovea, to minimize the amount of normal processing workload,
their peripheral vision can detect sudden changes and motion. These motion field-generated stimuli,
as well as auditory stimuli are enough to direct the visual attention to the right spot in the surrounding
space when needed. This means that although we frequently browse the surrounding areas around us,
we rely more on particular event detection to attract and direct our attention, instead of using any type
of constant and exhaustive scanning process. This has indeed two main advantages: it saves energy
and allows performing focused tasks while still being able to detect nearby events, in particular those
that may represent any type of danger and thus require immediate action.
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Why are the above questions important when we are talking about teleoperation-based tasks?
When we talk about executing tasks, we always define, implicitly or explicitly, success goals or
success criteria. Once the goal is defined, the execution time, the amount of work done, or other task
performance measures are used for evaluation and compare operator skills or the usability metrics of
different systems. These analyses are very important as they are one of the few ways of evaluating
interactive systems quantitatively and may complement other types of more subjective results obtained
from user judgments or opinions. Nevertheless, these evaluations can only be done after the whole
teleoperation system is built and set up. Furthermore, their analysis may reveal that the system is not
adequate for the pre-established goals, but does not necessarily provide any guidance in discovering
which are the elements that are responsible for the failure. From this, it seems clear that some set of
recommendations and guiding rules can be very handy to anticipate the possible problem sources and
avoid them during the early design phases. Some of these recommendations can be obtained from
known studies from areas like psychophysics, neuroscience, physiology, or ergonomics and establish
limits for various operation’s parameters. Subsequently, an analysis of engineering models of the
system to be designed may provide predictions for relevant parameters that may then be verified if
they are inside the acceptable ranges defined by the former recommendations. Other recommendations
can come out of heuristic experience and still provide valuable guidance to anticipate and avoid any
possible problems or performance issues. The following section presents a set of recommendations for
the design of teleoperation systems.

3.1. Human Factors, Tasks, and Telepresence

Human beings have a remarkable ability to adapt to unexpected constraints and still carry
on with their actions [30]. Skilled people can perform tasks, including teleoperation, even when
there are momentary failures in certain feedback channels, such as visual feedback. This means that
the person has memorized all the operations and can predict the output of his/her actions under
certain ranges of disturbances in the visual feedback. In the absence of the typical feedback modality,
other senses are used to get the necessary feedback; memories are triggered, and adjustments can be
made (e.g., haptic feedback, touch). Even in cases where the sequence of actions is to be memorized and
the person is expected to be able to execute the sequence of actions without any kind of external stimuli,
he or she uses various sensorial cues (e.g., proprioception and time notion) to adjust the performance
and correct any motor action deviations. With teleoperation, a user aims to transfer his/her abilities to
a remote agent to perform tasks like navigation, perception, and manipulation. If during this process,
he/she may have the impression of being at the remote site, these actions will benefit from first person
perception and cognitive mechanisms, and therefore improve the achieved performance. This sense
of being at the remote site may be defined as telepresence [13]. Damasio [31] and Metzinger [32]
mentioned that there is a close link between self-experience, selfhood, and the first-person perspective.
Metzinger also referred to “The Consciously Experienced First-Person Perspective” to support more
complex forms of phenomenal content, such a conscious representation of the relation between the
person and varying objects in his/her environments.

Issues affecting telepresence: A user can perceive a remote environment and navigate or manipulate
objects through a teleoperated robotic system; however, several issues can affect such tasks, degrading
the sense of telepresence [8,19]:

Field of view (FoV): Observing the remote environment through a camera’s video stream reduces
the peripheral vision of the user, and it can negatively affect the spatial perception, compromising
manipulation and navigation abilities.

Knowledge of the robot’s orientation: Users need to know the position and orientation of the robotic
agent in the remote place, as well as the robot’s topology (e.g., arm position, body size, and pitch and
roll angles).

Camera’s view point and frame of reference: The placement of the cameras may affect visual
perception by providing unnatural views to the user (i.e., compromising pose and position estimation).
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The egocentric (first-person) perspective comes up as the view for someone present in a space,
enhancing, therefore, the sense of telepresence. However, sometimes, an exocentric camera view
(third person) may present advantages in the execution of a specific task.

Depth perception: Viewing the remote scenario through a monocular camera can limit the
acquisition of significant depth information. The projection of 3D depth information onto a 2D display
surface foreshortens or compresses depth cues (e.g., distance underestimation).

Video image quality: Factors like low image resolution, reduced frame rate, or reduced number of
colors can make user’s remote spatial awareness, target localization, and consequently, response time
difficult.

Latency: The time lag verified between the operator’s input control action and the observed system
response determines his/her control behavior. The aim is a continuous and smooth control operation;
however, when the latency increases, the operator adopts the “move and wait” control strategy.

Motion effect: Performing manual tasks on top of a moving platform can be quite challenging
and ultimately can induce the operator’s motion sickness. Vibrations and disturbances of the visual
feedback can make the operator’s input controls challenging.

4. Technological and Human Perceptual Factors: Effect on Skill-Based Behavior and Immersive
Teleoperation Design

As mentioned in Section 2, the activities of human operators rely on three types of performance,
namely skill-, rule-, and knowledge-based behavior. The higher the involvement of rule- and
knowledge-based layers, the higher is the cognitive workload requested of those operators.
Perceptual disturbances can lead to a higher intervention of more rational behaviors, contrasting
the reactive mode of skill-based behavior [25]. Thus, it is important to keep activities at the skill-based
behavior level where perceptual signs are essential to lower the workload. The present section discusses
the technological and human perceptual factors with relevance for immersive teleoperation design to
minimize workload.

Given that human vision provides over 70% of all the sensory information used in the interaction
with the world, we start by presenting the ideal display specifications in Table 1, considering the
human eye limits. The comparison of these references with those of current visual mediation systems
allows the identification of critical factors for teleoperation.

Table 1. Ideal display specifications to match the human eye limits.

Display Propriety Range Value Ref.

Latency <7–15 ms [33,34]

Angular Pixel Density >60–200 pixels/degree [35,36]

Field of View 210◦ (H) × 135◦ (V) [37]

Frame Rate >1800 Hz [38]

Color 10 Millions [39]

Dynamic Range 1:109 [40]

Reliable perception is determinant for HRI task performance, the visual feedback being a major
source of information. Actually, users perform better in simple or visually less complex environments
(e.g., structured spaces, interactions with few objects and at similar depths, few concurrent tasks) [41,42].
Related works aiming to minimize workload through visual features’ enhancement show positive
results [43–45]. As the task becomes visually more demanding, the involvement of other sensory
channels, such as tactile, haptic, and auditory, can contribute to maintaining performance [46].
However, these studies also demonstrate that technological mediation of the visual sensory channel
can limit visual features and consequently degrade the user’s performance and increase the user’s
workload. We present some findings concerning visual interface design that aim to mitigate the
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mentioned problems. Table A1, at the end of this paper, presents a summary of the specs for mediation
teleoperation technology based on human capability requirements and based on related works’ specs
findings for a given a task.

4.1. The Human Eye and the Real Scene Resolution

Human visual acuity, that is the power to resolve fine details, relies on optics and neural factors.
A person with “normal” visual acuity, i.e., 6/6 vision in meters (or 20/20 in feet), can discriminate
the letter E in the Snellen chart at a distance of six meters. Given that the size of these optotypes
is subtended in a visual angle of five arc minutes and the eye can resolve the gap between the five
horizontal lines of the E letter, i.e., 1/5 of the arc, the human visual acuity is one arc minute.

At a distance of six meters (or 20 feet), the eye can detect an interval lower than 1.75 mm between
two contours. The discrimination of a line through optics suggests at least three photo-detectors
(stimulated, not stimulated, and stimulated), so for each arc minute, there is a photo-detector. Thus,
as one arc minute is equal to 1/60 degrees, there are at least 60 photo-receptors/degree in an angle
subtended at the fovea [35] (an analogy with a camera could be 60 pixels/degree).

The retina of the eye is composed of cone cells that are sensitive to color and rod cells that are
sensitive to low light (about seven million cones and 120 million rod cells). It includes the fovea,
which is a small pit region of the retina (1.5 mm wide) with a high density of cone cells (exclusively)
and where the visual acuity is higher. Fixating on an object implies the movement of the eyes that
makes the image fall into the fovea. The result is the sharp central vision essential for human tasks like
reading or driving.

Resolution acuity enables identifying two very close lines or contours, and there are people
whose vision exceeds 6/6. Human grating resolution ranges from one to 0.3 arc minutes [36,47].
Related also, detection acuity refers to the ability to detect small elements in a well contrasted scenario,
e.g., black points on a white background. Studies show that the human eye can detect a single thin dark
line against a white background uniformly illuminated and subtended in just 0.5 arc seconds [48,49] or
0.0083 arc minutes. It is approximately 2% of the diameter of the fovea’s cones, which is a mechanism
of the visual cortex and not exclusively based on the structure of the retina. Detection acuity seems to
result from a spatial temporal averaging process involving the retina’s peripheral region (even where
rods and cones present a decreasing density) [50]. Considering that the eye’s fovea has at least
60 photo-receptors/degree, an ideal display would have, at least, a resolution of 60 pixels/degree to
stimulate the cells of the fovea. Of course, in the fovea’s periphery, there is a decrease of photo-receptors;
however, no one knows at what region of the display the user will look. Therefore, hypothetically,
the ideal display would provide a resolution of 12,600 × 8100 pixels to approximate human’s vision
(considering both the eye’s FOV, 60 pixels/degree × (210◦ (H) × 135◦ (V)) [37]).

Assuming that an immersive remote visualization system works like a video see-through HMD,
whose cameras follow the exact user’s head orientation, it is possible to analyze such a system without
image transmission issues. Let us consider a setup composed of an HMD attached to cameras that
stream video from the real world in front. Video see-through HMD may acquire images of the real scene
using miniature digital cameras and present them through the HMD’s LCD or OLED displays. Then,
the viewing optics of the HMD adapt these images to the human eye, using an eyepiece lens. Ideally,
a video see-through HMD should present images with resolutions similar to the real ones, but in practice,
that may not be the case. Therefore, the perceived resolution of the real scenario is limited by the
resolution specifications of either of these three system components: the video cameras, the HMD
display, or the HMD’s viewing optics.

4.2. Resolution

Generally, higher display resolution leads to better teleoperation performances. Resolution impact
is not as noticeable as other limiting factors like latency, but it is significant. Evaluating teleoperation
driving tasks at different display resolutions (1600 × 1200, 800 × 600, and 320 × 200 pixels per screen),
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Ross et al. [51] observed a 23% reduction in the rover’s average speed and an increase of 69 times in
the average time that the operator stopped the rover for planning or other reasons while comparing
the highest and the lowest resolutions.

The path decision was negatively affected by low resolution conditions, as the teleoperator
drove slower due to difficulties in distinguishing obstacles. A quality assessment suggested that
high resolution improves operator confidence and contributes to the sense of realism and presence.
An earlier study analyzed the impact of resolution in the periphery of an HMD in three conditions
(64 × 48, 192 × 144, and 320 × 240 pixels) for a simple search and identification object task [52].
Watson et al. found that the lowest resolution was significantly worse than the two higher resolutions
considering the criterion of accuracy and search time. Commodity game industry HMDs keep pushing
resolution to higher levels of realism and fidelity (e.g., the HTC Vive display has 1080 × 1200 pixels
per eye, while the new model, HTC Cosmos, presents a resolution of 1440 × 1700 pixels per eye).
In [53], two HMDs with different display resolutions were evaluated for echography examinations in a
pre-clinical and clinical study: the HM2-T2 (Sony Corp.) with a dual display with 1280× 720 pixels per
screen and the Wrap 1200 (Vuzix Corp.) with a resolution of 852 × 480 pixels for each eye. The study
showed that the image quality and the diagnostic performance were significantly superior using
the HMD with the highest resolution. Laparoscopic surgery using a high resolution HMD enabled
superior image quality and faster task performances as opposed to a low resolution HMD model [54].

4.3. Frame Rate

The frame rate (FR) is the number of images displayed per time unit, indicating the image refresh
rate of the system (frames per second (fps) or Hz). Studies reveal that generally, a low frame rate
degrades operators’ performance. Massimo and Sheridan [55] analyzed the efficiency of moving a
robot arm to a target via a camera view, on a placement style task (accuracy and speed peg in hole task),
for three frame rate levels (3 fps, 5 fps, and 30 fps). They found that increases in the frame rate improved
the teleoperation efficiency significantly, and for levels below 5 Hz, there was a significant performance
deterioration. In Chen [56], the participant experienced a significant performance degradation in a
simulated target acquisition task with a frame rate of 5 Hz. Ware and Balakrishnan [57] assessed
the impact of different frame rates (60 Hz, 15 Hz, 10 Hz, 5 Hz, 3 Hz, 2 Hz, and 1 Hz) on a 3D target
acquisition task (Fitts’ law style task) and also concluded that lower frame rates, 5 Hz or below,
decreased users’ performance; however, they suggested that 10 Hz was enough for the tested task.
They also noticed that the effect of frame rate and the lag were closely related. The impact of frame
rate in the sense of presence was analyzed in Meehan et al. [58] for a virtual environment (VE)
placement task at 10 Hz, 15 Hz, 20 Hz, and 30 Hz. They found that presence increased significantly
from 15 Hz to 20 Hz and kept growing from 20 Hz to 30 Hz. They also reported that lower frame
rates, besides impairing the sense of presence can also cause balance loss and a heart rate increase.
Claypool [59] found that first-person-shooter video game users significantly improved their target
acquisition task performances while the frame rate varied from 3 Hz to 60 Hz. In Ross’s rover
teleoperation driving task [51], several display rates were evaluated at 10 Hz, 15 Hz, 20 Hz, 25 Hz,
and 30 Hz. Negative impacts were more noticeable at lower frame rates, namely on speed and motion
perception. There was a drop of 37% in the average rover’s speed when the FR condition changed from
20 Hz to 10 Hz. Participants felt comfortable teleoperating at 25 Hz and started experiencing an initial
discomfort at 20 Hz due to flickering. They found it difficult to perceive the rover’s speed at frame
rates under 15 Hz. Chen and Thropp [60] conducted a survey involving 50 studies, and they found
that generally higher FR and a small standard deviation of the frame rate benefit users’ psychomotor
performances (≥17.5 Hz for placement tasks, ≥10 Hz for tracing tasks, ≥16 Hz for navigation and
tracking targets). In summary, they concluded that 15 Hz is a reasonable threshold for most of the
tasks, including perceptual and psychomotor. The sense of presence and that of immersion benefit
from higher values of FR (60 Hz to 90 Hz), which enable improved realism [61,62].
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4.4. System Latency

Latency in teleoperation refers to the elapsed time between a user’s action and the consequent
system’s observed response. Several components of the system can contribute to this overall time
lag: user-input device lag, motor actuator lag, video acquisition and display lag, synchronization lag,
communication time delay, etc. This occurs in the remote agent control flow and the visual and/or
haptic feedback flow.

The operator’s control actions, such as head and hand motions, are mapped into the robot’s
commands using pose-tracking devices and hand controllers. These commands are then transmitted
through communication links and executed remotely by the robot’s actuators. Considerable delays can
occur from the command generation to its execution, due to motor actuator lag and or the latency of
the network. The execution of the commands is viewed through images of the remote scene acquired
by cameras and delivered to the operator using the network link. This transmission adds more time
delays because of the network latency and the time required to transfer the data images. The time to
send the command itself is influenced by bandwidth limitation, and although it is comprised of a few
small data packets, it can take a long time when the emitter is far from the receptor (e.g., 2.56 s in the
two way light time latency between the Earth and Moon [63]). A head-mounted display (HMD) can
also introduce some delays. Immersive technologies related to VR refer to motion-to-photon latency
(lm2photon) as the time delay between the movement of the operator’s head (tmov) and the change of the
display screen reflecting the operator’s movement (tdisp_mov) [34], lm2photon = tdisp_mov − tmov.

Lag is a crucial element to allow the operator’s brain to think that he/she is physically
interacting in the remote place, experiencing the sense of telepresence. For that, immersive interfaces
should provide stimuli that trick the sensory system, ensuring consistency between vision, internal
sensory information (e.g., vestibular, proprioceptive), and cognitive models. The non-compliance
of expectations can break the experience of presence, negatively affecting the task performance and
causing motion sickness and nausea [64,65]. For example, when a user stops rotating his/her head,
he/she expects not to see moving images on the display, or when he/she starts head motion, he/she is
supposed to see images moving immediately and not after a delay. Research [34] has found that the just
noticeable difference (JND) for latency discrimination should remain below 15 ms. The response of the
system to head motions should be as fast as the human vestibulo-ocular reflex, the response of which
ranges from 7 ms to 15 ms [33]. During head motion, this reflex stabilizes the retinal image at a chosen
fixated point by rotating the eyes based on vestibular and proprioceptive information compensating
the motion. In fast movements of the eye, such as saccade movements (up to 900◦/s), the retinal image
may become blurred. To avoid processing unclear information, the brain has a mechanism, called a
saccadic mask [66], that temporally suspends the visual processing so that the motion of the eye or
the gap in visual perception is unnoticed. Saccade movements enable fovea rendering approaches,
optimizing display resources, and additionally, the saccadic mask suggests some tolerance in current
VR eye-tracking-to-photon latency [67,68].

NASA researchers [69] studying HMDs to support synthetic enhanced vision systems in flight
decks found that for extreme head motions, such as higher than 100 deg/s, the system latency
requirement must be below 2.5 ms. Anyway, for demanding tasks requiring headset displays with
a large field of view and high resolutions, the recommended system latency is less than 20 ms.
For example, Oculus RIFT developers recommend not exceeding 20 ms for motion-to-photon latency
in a VR application [70]. In recent developments, they enabled reducing its tracking subsystem latency
to 2 ms, allowing more time for the overall system lag. The Oculus Rift CV1 [71] and HTC Vive [72]
headsets have a refresh rate of 90 Hz, meaning that they can update their displays every 11 ms.

Human performance studies show that a person can detect latency from 10–20 ms [65].
Lags occur in teleoperation of mobile robots or robotic arms when information is transmitted across a
communication network (i.e., end-to-end latency). When the latency is higher than 1 s, the operator
tends to change his/her control approach to “move and wait”, rather than continuously commanding,
predicting, and trying to compensate the delay [73].
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The time delay factor may differently affect the performance of a specific task. The negative
effect extends to over-actuation for the variable delay, affecting robot-to-operator direction information
flow more than the other way. In a telemanipulation task related to laparoscopy surgery, negative
effects were observed in the system usability and the performance of experienced surgeons for a
delay ≥105 ms [74]; in another task related to telesurgery (precision, cutting, stitching, knotting),
a degradation in accuracy, precision, and performance was reported for a delay ≥300 ms [75]; in a
driving simulation task, a performance degradation was observed for a delay ≥170 ms [76]; in social
interaction with mobile telepresence robots, the recommendation for teleoperation commands’ latency
is under 125 ms [7]; in a real teledriving task (six wheel all-terrain rover), evaluating the average speed
and the average time stopped for path decision, the negative effect appeared for latency ≥480 ms [51];
in a car teledriving task on city roads at 30 Km, while analyzing the tracking line, obstacle detection,
and performance, problems for delays ≥550–600 ms were reported [77,78].

The mitigation of the effects of latencies related to visual feedback in teleoperation systems
may involve a predictive display. The goal is to provide immediate visual feedback to the operator,
displaying a scene model animated by the commands. Meanwhile, and in parallel, this scene model is
updated with measures acquired by the remote teleoperator sensors [79,80].

4.5. Field of View

The field of view (FOV) refers to the size of the visual field observed. Manipulation studies
typically compare narrow viewpoints with wide panoramic views, revealing that narrow FOVs result
in difficult navigation [81]. For example, they can limit the acquisition of contextual information about
the space around a rover, compromising the perception of distance, size, and direction, having difficult
cognitive map formation, and being more demanding of operator memory and attention.

In [51], the FOV had a significant impact on rover teleoperation tasks. Different horizontal FOVs
were tested, 40◦, 60◦, 120◦, and 200◦, and it was found that an horizontal field of view (HFOV) of 200◦

allowed average speeds 40% higher than with an HFOV of 40◦. The average stopped time with an
HFOV of 40◦ was two times greater than with an HFOV of 120◦. Path decisions were compromised
at lower FOVs, and operators reported that a wide field of view benefited the situational awareness
while enabling higher speeds. In [82], the field of view was manipulated at two levels, 30◦ (narrow
FOV) and 60◦ (wide FOV), while navigating a virtual UGV. Widening the FOV resulted in a superior
performance benefit, leading to lower times to complete obstacle navigation tasks, decreasing the
number of collisions and the number of turnarounds, and having higher piloting comfort. In [83],
three different levels of FOV (48◦, 112◦, and 176◦) wearing an HMD while walking, avoiding obstacles,
estimating distances, and recalling spatial characteristics were analyzed. He reported that users’
walking was more efficient with a wider FOV, but did not find significant effects on distance estimation
(spatial understanding), on user’s balance, nor on recalling the characteristics of the environment (i.e.,
memory recall).

Wider to moderate fields of view tend to contribute positively to performance. Subjectively,
FOV significantly improves teleoperators’ situational awareness and perception of robot position and
motion. However, moderation is advised as a wider FOV can increase motion sickness [81,84,85].
The causes of motion sickness can be related to the fact that a wider FOV increases ocular stimulation
and motion in operators’ peripheral vision.

Video cameras have been used in robot navigation to perceive the environment, although this
process can suffer from the “keyhole” effect [8,86]. This means that just part of the environment can be
acquired and presented to the human operator. Usually, the operator overcomes this situation with
extra effort, manipulating the cameras to survey the environment and gaining similar scene awareness
to direct viewing.

Human eyes provide a horizontal field of view of 210◦ by 135◦ in the vertical [37]; however, stereo
central vision relies on the overlap of the FOV of both eyes, and it is around 114◦. Thus, as a result of
210◦/2 + 114◦/2, an ideal HMD should provide a view of 162◦ horizontally for each eye [38].
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Robotic remote operations include remote spatial and motion perception, navigation, and remote
manipulation. A limited field of view (FOV) degrades the remote perception in several ways; however,
it affects tasks differently. Tasks like navigation, self-location identification in space, and target detection
are negatively affected due to the video feedback constraints [87]. Manipulation tasks involving action
in a limited space can overcome the FOV limitation by gathering new points of view of the scene with
more or less extra effort.

Operators that perform navigation tasks based on a fixed camera mounted on a mobile robot tend
to perceive the environment through a stack of images for which the points of view correspond uniquely
to the robot’s path. This “cognitive tunneling” effect present in egocentric visualization approaches
contrasts with exocentric systems in which the frame of reference (FOR) remains unchangeable,
requiring less mental transformation. In navigation tasks, operators usually focus their attention on a
destination point without worrying much about the surrounding environment. Either in navigation or
manipulation tasks, a limited FOV can cut crucial distance cues and limit user depth perception [88].
However, Knapp [21] proved that an HMD’s limited field of view has no effect on perceived distance,
reported in virtual environments.

Navigation performance research has identified several problems related to restricted FOV:
drivers with difficulties in judging vehicle speed, object perception, time to collision, obstacle location,
and start procedures to curve. The peripheral vision contributes to speed perception, lane following,
and lateral control avoidance. Wider FOVs are common solutions in teleoperation indirect navigation.
This broadens the view of the scene either with wide angle cameras or using extra cameras on-board
to cover the surrounding space. Nevertheless, such FOV increments, particularly when based on wide
angle cameras, might induce a faster perception of speed. This effect is related to scene compression
and quite often leads the operators reducing their speed. Researchers have pointed out that the scene
distortion and resolution decrements, related to scene compression, may increase operator cognitive
workload, degrade object localization tasks, and cause motion sickness symptoms [85]. These authors
conducted a direct viewing driving and an indirect video driving of a military car. Three internal
tiled LCDs provided a 100◦ panoramic view returned by a camera array mounted in the front roof
of the car. They tested three sets of camera lenses, providing 150◦ (near unity), 205◦ (wide), and 257◦

(extended) camera FOVs. They found that map planning performance and spatial rotation improve
with a wider FOV. Wider FOVs had an effect on spatial cognitive functions similar to peripheral cues
for direct viewing. The best performances were achieved using vision displays with the FOV close to
direct vision, using systems that enabled electronic adjustment of the FOV.

4.6. Depth Perception

The majority of human interactions depend on space and motion perceptions. This ability enables
navigation in an environment and handling objects. Depth perception is a filtering process that enables
us to perceive the world’s tridimensionality. Humans can identify information in images and correlate
it with depth in the scene, using both psychological and physiological cues [89]. For example, if an
object X partially covers another one Y, then object X is inferred as the nearest to us (i.e., occlusion).
These different depth cues can be classified into three groups according to the sensory information:
oculomotor cues, monocular cues, and binocular cues.

Oculomotor cues for depth/distance are based on:

- vergence, which results from the sense of inward movement that occurs when the two eyeballs
rotate to fixate near or distant objects, and

- accommodation, the change in the eye lens’s shape required to focus on the object at different
distances. In fact, accommodation is a monocular cue, based on the kinesthetic sensation of
stretching the eye’s lens and sensing the tension of the eye’s muscles [30].

Monocular cues provide distance/depth information by viewing the scene with one eye only.
Besides accommodation, they include:
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- pictorial cues, which identify depth information in a single two-dimensional image, and
- movement-based cues, which extract depth from the perceived movement.

Pictorial cues include (a) occlusion, (b) relative height, (c) relative size, (d) perspective convergence,
(e) familiar size, (f) atmospheric perspective, (h) texture gradient, and (i) shadows. The mentioned cues
consider a stationary observer; however, new depth cues arise when a person rotates his/her
head or starts walking. Motion-produced cues include (1) motion parallax and (2) accretion and deletion.
Motion parallax results from the fact that when we move, nearby objects seem to move faster than the
more distant ones. As we move and due to perspective projection, the displacement of the projection
of the objects in the retinal image depends on the distance. Accretion and deletion result from sideways
movements of the observer, leading some object parts to become hidden, and others visible. These cues,
based on both occlusion and motion parallax, arise when superimposing surfaces seem to move in
relation to one another. Two surfaces, at different depths, can be detected using these cues.

Binocular cues use information from both eyes to provide important distance/depth information.
Binocular disparity (binocular parallax), i.e., the difference of corresponding image points in both
eyes, combined with the geometry of the eyes (convergence) enable localizing a tridimensional
point (triangulation). Stereopsis is the feeling of depth that results from information provided by
binocular disparity.

In teleoperation, by changing the point of view of remote monocular or supporting stereo
vision allows operators to get important cues for depth perception, crucial for navigation and
telemanipulation. In telesurgery or laparoscopic tasks, the observation through an indirect method
affects the surgeon’s depth perception and diminishes his/her eye-hand coordination ability.
Depth perception problems result from accommodation and convergence inconsistencies, the lack
of shadows in endoscopic video images, and the lack of movement parallax and stereovision.
Eye-hand coordination problems are due to the distance location of the monitor and because the video
images of the doctor’s hand movements appear mirrored, rotated, and amplified [90]. To overcome
these contingencies, surgeons must have intensive, long, and specialized training. Technological
solutions [91,92] include flexible and motorized endoscopes that compensate misorientation and
provide movement parallax through probe positioning controlled by the surgeon’s head movements.

4.7. Frame of Reference

Many teleoperation visuomotor tasks such as telemanipulation or telesurgery can be highly
demanding for the operator because the frames of reference for vision and action are misaligned [93,94].
The operator’s control actions are harder when there is no alignment between his/her point of view,
the input device, and the coordinate frame of the robot. Any mental transformation, such as rotation
or translation, imposed by the input/output interface to control the robotic system can increase mental
workload and consequently decrease task performance. Thus, the interface should be intuitive enough,
so when the operator acts on the input device, the robotic agent should move in the expected direction
coherently with the input gesture. Moreover, the operator should observe or sense the robotic agent
moving in the expected direction. Researchers have shown that the angular misalignment between the
visualized axis of rotation and the controller’s hand axis rotation can cause control response delays
and decrease accuracy in telemanipulation tasks [95,96]. Human path following performances degrade
for non-orthogonal angles relating control and visual frames [97]. The eye-hand coordination tasks
should be as natural as if the operator were physically in the remote place. In teleoperation systems, a
one-to-one correspondence between control and display devices is desirable, so for a given control
movement, the consequent change in the image display should appear to be in the same relative
place [10]. Humans can easily adapt to a lateral displacement between the expected point of view
of a movement and the observed movement through a 3D perspective display, if less than 15◦ [44].
For higher angles >15◦, the adaption decreases.

One way to achieve the alignment between the operator’s point of view, the input/output device
coordinates, and the robot’s coordinate frame is to design the teleoperator agent anthropomorphically,
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or ensure that the extent of the control action is easily perceived and mapped through the feedback of
the agent (e.g., ensure that a steering wheel rotation is proportional to the robot’s linear displacement
in the diagonal). The egocentric visual feedback suggested in the present work aims to fulfill one of
these natural and one-to-one correspondences (visual, haptic, proprioceptive).

4.7.1. Egocentric or First-Person View

Why provide different views of the remote site? Depth cues provided by human’s binocular
system are important for the perception of the environment. In the absence of pure stereo vision,
different points of view can contribute to the visual perception. Additionally, mental models
are matched against reality through egocentric information arriving from the different sensory
modalities [32]. For example, an observer expects to see the scene’s elements changing when he
or she moves. He/she expects that parts of the scene initially occluded become visible and others
become occluded. Moreover, it is expectable that the views of a nearby object or part of it present
higher changes in images than those more distant. Thus, all these reality cues need to be replicated by
the egocentric visualization system because the human brain uses them to estimate distances.

In traditional teleoperation systems, the operator controls the remote camera’s orientation
manually. He/she has to control two or three degrees of freedom of the camera and, additionally,
several degrees of freedom of the robot, which increases the operator’s efforts. To address these
problems, we suggest a virtual cockpit for the operator where he/she experiments with the sensation
of controlling the robot inside of it, i.e., telepresence [17,98]. Operators can browse the vehicle’s
surroundings as if they were aboard it and simultaneously realize that the controls and instrumentation
panel at his/her disposal present coherent feedback. This is implemented using a head-mounted
display (HMD) whose orientation is used to control a pan and tilt unit (PTU) that supports the
remote camera. With this solution, the user’s head movements are implicitly transposed into camera
movements. The approach enables the operator to look around, just by naturally rotating his/her head,
viewing what was supposed to be seen in the remote place with that movement. By superimposing
real video feeds with virtual elements, synchronous with the operator’s point of view, we contribute to
the visual perception of being immersed in the remote place.

4.8. Working Memory

Spatial memory is part of our cognitive system. Those tasks, involving higher demands from
human short- and long-term memory, typically result in higher mental workloads. Working memory
refers to the mind’s capability to maintain and manipulate important information to perform
complex tasks such as reasoning, comprehension, and learning. Badlley’s model [99] evolution
proposes a four component model: a central executive system along with three short-term storage
subsystems, the visuo-spatial sketchpad (processes visual-spatial information), the episodic buffer
(with limited capacity), and the phonological loop (processes verbal-acoustic information). For example,
route planning or thinking about time involve the visuo-spatial sketchpad subsystem and the central
executive system. Maintaining information in the working memory involves a rehearsal process [100,101];
however, working memory overload or significant distractions can interrupt this process. For example,
operators that rely on working memory to label objects or to recall the spatial positions and orientation
of the objects tend to experience higher cognitive workloads. Moreover, working memory data are
necessary for mental transformations involving visual and proprioceptive frames of reference (rotations
and translations). The human cognitive system uses the working memory to retain new information
temporally for processing or to store in long-term memory. It is shown that working memory has
a limited capacity and holds the information for a short time (a few seconds). The manipulation of
this information enables reasoning and decisions and shapes event behavior. Miller [102] introduced
the “chunks” concept, referring to any set of information to be associated with long-term memory.
Moreover, he defended that human working memory can hold just 7± 2 “chunks” or “items” of
information. More recent studies point to a number of “chunks” dependent on the type of information.
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Managing multiple and separate frames of reference, controlling multiple actuators, distributing
attention over multiple instruments, memorizing the spatial position of multiple targets due the
limitation of the field of view, register numbers with several digits, or changing sequential procedures
frequently due to external unpredictable events are some examples that can compromise tasks. As a
conclusion, teleoperation systems should avoid making a person recall more than 7± 2 “chunks” to
evolve through a task.

5. Immersive Interface Testbed: An Evaluation Example

Traditional interfaces for teleoperated robots integrate multiple displays and controls, requiring
specialized training by the operators. Such additional effort is not easy for a non-specialized operator,
making them skeptical about technological advances. As noted in the previous sections, common commands,
or perceptual actions, not properly executed or reflected by the system, can become distracting
factors. Additionally, letting operators experience the sensation of being in the remote environment
(telepresence), with minimum disturbances of the mediation technology, makes the task performance
more natural. Simpler operation control is achieved through the combination of telerobotics and
telepresence. We propose an immersive interface testbed that enables the manipulation of perceptual
factors and an analysis of their impact on immersion, presence, task performance, and workload.
Ensuring perceptual factors that keep the operator’s activities at the skill-based behavior level, with less
intervention from higher decision levels, saves energy and enables focused tasks [25]. The approach
suggests a familiar and traditional workspace where the operator can perform manipulations while
disposing of a wide egocentric field of view and precise control of the actuator. The solution includes:
providing a first-person view (FPV) of the workspace scene; enriching the operator’s spatial perception,
by virtually disposing of the mediated sources of information in conforming with natural layouts;
providing consistency between action-movement and the human’s sensory system (visual, haptic);
transforming some explicit commands into implicit ones; providing a natural point of view of
the remote site. These approaches contribute to reducing physical and cognitive workload while
improving task performance. The following text describes the evaluation methodology for the
proposed teleoperation immersive interface compared with the traditional approaches.

5.1. Participants

The experiments were performed at the Polytechnic Institute of Tomar and the Institute of Systems
and Robotics, Coimbra, Portugal, with 25 participants, two females and 23 males. The participant group
included students and researchers in fields such as engineering and computer science, with an overall
average age of 30.3 years and a standard deviation of 8.65 years. All participants reported normal
or corrected to normal vision. None of them had prior knowledge of the experience or technologies
involved. Participation was voluntary, and ethical research principles were observed.

5.2. Experiment Design

To evaluate the effect of immersive technologies in teleoperation spatial perception, we designed
several evaluation procedures where participants were invited to accomplish several hand-eye
coordination tasks while their performances were analyzed. We compared immersive visual feedback
against traditional visual feedback based on a traditional monitor and a remote fixed camera (Figure 2
exemplifies the setups used for the pick-and-place task). The proposed immerse visual feedback uses a
head-mounted display (HMD) for visualization purposes while, the pose of the user’s head is used to
control the remote camera orientation, gathering different points of view.
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Figure 2. Traditional teleoperation setup (remote visualization through a fixed monitor and camera)
vs. immersive interface (point of view transfer; the head-mounted display (HMD) controls the
remote camera).

The developed setups manipulate the type of visualization of the remote environment and the
control of the remote camera orientation for several tasks (see Table 2).

Table 2. The two different test setup combinations for semi-teleoperation tasks. Fixed view, first-person
view (FPV).

Test Display Camera Stick/Arm
Orientation Control

1 Traditional Fixed stick/gripper
1 Monitor haptic feedback

2 Immersive head orientation
via HMD from HMD IMU stick/gripper
(FPV) haptic feedback

Each participant performed a given task using both setups. The evaluation consisted of analyzing
a set of related performances (quantitative measures), recorded during the experiment, and the answers
to a short questionnaire (subjective measures) given after each trial. Statistical significance was assessed
using repeated measures (within subjects) ANOVA analysis.

However, given that the immersive visual interface and the traditional visual feedback interface
differ in terms of setup components, a control experiment was conducted to assess the disturbance
factor introduced by each component of the interface.

For a typical pick-and-place task, users should grab five blocks of different shapes and insert
them into a box through the respective shape hole. This task was accomplished standing in front of the
workspace, using the right hand to manipulate the blocks and using different media interfaces that
introduced displacements between visual and haptic frames.

5.3. Apparatus

The study was conducted using two types of visualization interfaces to perceive the workspace:
a traditional interface and a immersive interface.

The traditional interface consisted of one 22” LCD monitor, the Samsung SyncMaster 2233RZ with
a native resolution of 1680 × 1050 and vertical refresh rate of 120 Hz. This monitor displays images
acquired through a webcam with a wide field of view, in the remote workspace from a single fixed point
of view. The webcam used is the HD Logitech C270 with an optical resolution of 1280 × 960 pixels
(1.2 MP), configured to capture video (4:3 SD) with 800 × 600 pixels, a focal length of 4.0 mm, and a
field of view (FOV) of 60◦.

The immersive interface consisted of one HMD, the Oculus Rift DK2, with a display resolution
of 960 × 1080 per eye, an OLED screen of 5.7′′, a refresh rate of 75 Hz, a persistence of 2 ms, 3 ms,
full and viewing optics with a field of view of 100◦. Internal tracking includes gyroscope, accelerometer,
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and magnetometer sensors with an update rate of 60 Hz. It refines HMD’s pose with a positional
tracking sensor based on a near-infrared CMOS sensor. The HMD controls the pan and tilt unit
coupled with a webcam, the full HD Logitech C920, with an optical resolution of 1920 × 1080 pixels,
configured to capture video with 800 × 600 pixels and an FOV of 78◦. The pan and tilt unit supports
this camera and orients it according to the HMD’s pose orientation, that is conforming to the user’s
head orientation. The Computer-Controlled Pan-Tilt Unit (PTU 46-17.5) from Directed Perception
has two-step motors for the pan and tilt movements: load capacity over four lbs, speeds over 300◦/s,
resolution of 3.086 arc minutes (0.0514◦).

5.4. Evaluation Procedure

To analyze the effect of immersive and egocentric visual feedback, participants were asked
to perform three hand-eye coordination tasks using two visual interfaces: traditional interface:
fixed monitor, a single point of view with a wide view scene (FixDisplay + FixCam) vs. the immersive
interface: HMD and controllable point of view (Ri f tDisplay + MovCam).

Task 1, touch: Users should press on several key blocks using a 1 m stick according to a random
sequence defined by the computer (the time to accomplish the task was measured and block touch
mistakes) (see Figure 3).

Task 2, pick-and-place: Users should grab five blocks of different shapes using a manual gripper
(80 cm long) and insert them into the respective hole of a wood box (the time to accomplish the task
was measured; insertion difficulties due to spatial perception errors or handling were interpreted as
delays) (see Figure 4 where blocks with different shapes like cylinders, cubes, and triangular prisms
only enter in the right hole shape; time recording starts with the first block grab and ends with the
last insertion).

Task 3, path following: Users should follow a predefined 3D path with a metal loop at the tip of
a stick (the time to accomplish the task was measured and the number of hits loop/wire recorded).
This setup consists of one metallic pipe with curved and straight paths, where the user should move
the metal loop along the pipe, avoiding electric contact between both (see Figure 5).

Participants started randomly, either with Interface 1 or 2, to mitigate the effect of the learning
factor. Task 2 and Task 3 were performed in a random order for the same reason.

The evaluation consisted of analyzing a set of performance-related parameters, which were
collected during the experiments, and the answers given to a short questionnaire after each trial.
The collected parameters, the questionnaire, and their analysis are presented in the remainder of
this section.

The procedure can be summarized as:

1. The participant is instructed about the task objectives and procedures.
2. Execute the trial (Tasks 1, 2, 3) with one of the two setups randomly selected.
3. Fill in the questionnaire about the user experience.
4. Repeat until four trials are complete.

(a) (b)

Figure 3. Task 1 setup used to compare performances. The user using a hand stick presses a
sequence of key blocks defined by the computer at random. Interface view shows the next block
to touch at the upper left corner of the display, after each correct touch. (a) Traditional interface vs.
(b) immersive interface.
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(a) (b)

Figure 4. Task 2 setup used to compare performances: The user grabs blocks with a hand gripper
and places them into a wood box through the corresponding hole, using (a) the traditional interface
(FixDisplay + FixCam) vs. (b) the immersive interface (Ri f tDisplay + MovCam).

(a) (b)

Figure 5. Task 3 setup: The user follows a predefined 3D path holding a stick with a metal loop through
a thick metallic pipe avoiding contact. An LED light signals the electric contact. (a) Traditional interface
vs. (b) immersive interface.

The procedures of the control experiment consisted of a typical pick-and-place task using different
media interfaces randomly following the repeated measures approach (within subjects); see Figure 6.
Users were asked to perform the task using:

- Direct vision (stereo binocular) and his/her bare hand (the baseline);
- Direct vision (stereo binocular) and a manual gripper;
- HMD indirect vision (mono biocular) and his/her bare hand;
- HMD indirect vision (mono biocular) and a manual gripper;
- Monitor indirect vision (mono biocular) and a manual gripper;

In the “direct vision (stereo binocular)” setup, users used direct visualization to grab the blocks
and insert them into the respective holes of a wood box, either using their hand or a manual gripper
(80 cm long).

In the “HMD indirect vision (mono biocular)” setup, users used an HMD with a monocular video
camera fixed in front of it, creating a video see-through HMD. The users used their hand or a
manual gripper to manipulate the blocks and could move their head freely (position and orientation).
Because the camera and HMD display have different resolutions and FoVs, the 1:1 magnification was
not suitable. To reflect the true size of the objects, the user adjusted the viewing image to half of the
original size (looking either directly at the scene or through the “video see-through HMD”).

In the “monitor indirect vision (mono biocular)” setup, the user performed the pick-and-place task
standing in front of the workspace using a manual gripper to manipulate the blocks and while looking
through a fixed LCD monitor that was displaying a video streaming of the scene using a monocular
camera. The users were seated with a LCD monitor at their eyes’ height (monitor hanged) so they
could manipulate under the monitor with the manual gripper.
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(a) (b) (c) (d)

Figure 6. (a) “HMD indirect vision (mono biocular)”: a video see-through HMD; (b,c) user performing
a pick and place task using the setup “HMD indirect vision (mono biocular) + gripper”; (d) user
performing a pick and place task using the setup “fixed monitor vision (mono biocular) + gripper”.

5.5. Measurements and Questionnaires

The usability evaluation was performed in two parts: performance-related measures and user
subjective evaluation using a questionnaire.

Regarding the analysis of the performance, we measured the following variables directly from
the instrumented object and/or using a third observer to keep records.

Time: task completion time for the procedure. This integrates delays due to depth perception errors.
Hits: collisions with objects due to erroneous spatial perception.
Path following precision: 3D path following precision with the tip of the stick (electric contact and

time to accomplish)
The goal is to identify task performance manipulation errors due to impaired visualization,

shaking, etc.
For the subjective evaluation, a questionnaire was created inspired by the IBM Computer Usability

Satisfaction Questionnaire [103] and based on the presence questions of Slater, Usoh, and Steed [104,105].
The participant feedback classified, on a seven point Likert scale, factors like usability, easiness, control
precision, fatigue, realness, telepresence, and embodiment feeling. Questions were translated into the
Portuguese language to simplify their understanding. The eight questions to answer were divided
into two groups as follows:

Usability and task load questions:

Q1: I visualized the workspace ... (1 = without any difficulties, 7 = with difficulties)
Q2: Was the task tiring? (1 = Not tiring, 7 = Very tiring)
Q3: I managed to manipulate objects quite accurately (1 = Not at all, 7 = Very much)
Q4: The workspace visualization did not difficult object manipulation (1 = Disagree, 7 = Agree)

Immersion presence questions:

Q5: I forgot that I used an indirect technological visualization device (1 = Disagree, 7 = Agree)
Q6: I had a clear perception and total control of stick’s movements? (1 = Not at all, 7 = Yes totally)
Q7: I perform better when: (1 = I move my head, 7 = I do not move my head)
Q8: I know where the objects are because I can touch them. (1 = Disagree, 7 = Agree)

6. Results and Discussion

6.1. Results

The performance of the user is measured in terms of time spent and mistakes occurring while
executing the task, for each of the proposed interfaces. Additionally, the questionnaire score results
enabled a qualitative evaluation.

Task performance related measures:
Figure 7 depicts the mean task-time performance and standard deviation for the key block

sequence touches while using the traditional interface and the immersive interface, Task 1 setup.
Keyb_Seq. 1 corresponds to touching the first four blocks, Keyb_Seq. 2 to touching the second four
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blocks, and Keyb_Seq. 1+2 the time spent to correctly touch the eight blocks. The second trial Keyb_Seq.
2 is faster due to the learning process.
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Figure 7. Task 1: mean task-time performance of participants while pressing on a sequence of key blocks
determined by the computer: Keyb_Seq. 1 (first round), Keyb_Seq. 2 (second round), and Keyb_Seq.
1+2 (sum of both sequences).

These task performance measures are also available in Table 3, where for Task 1, µ stands for
mean task-time performance in seconds and σ is the standard deviation, and the respective subscript
t stands for traditional and i for immersive. According to the one-way repeated measures ANOVA
(analysis of variance) tests, the round comparisons of Task 1 are not statistically significant:

Keyb_Seq. 1 F1,8 = 0.212, p = 0.657;
Keyb_Seq. 2 F1,8 = 0.343, p = 0.574;
KeybSeq. 1+2 F1,8 = 0.281, p = 0.609;

where F stands for the F-statistic, p the p-value and should be <0.05 for significant comparisons.
Basically, in Task 1, the immersive interface has a poor performance when compared with the fixed
camera setup, although it is not a significant difference. Even in trials where participants had some
manipulation training first with the FixDisplay + FixCam setup, there were no changes. An explanation
of this fact is that the tested workspace is small, fits all in the field of view of the user, and he/she does
not feel the need to move his/her head to get better views.

Figure 8 depicts the mean performance times (seconds) and standard deviation for the Task 2
setup. It shows that users perform the pick-and-place task faster while using the immersive interface
than when using the traditional interface. The values are also presented in Table 3, and the comparison
involving 20 participants is statistically significant. It was assessed using the one-way repeated
measures (within subjects) ANOVA analysis: F1,19 = 7.95, p = 0.0109∗ (the asterisk indicates a
significant comparison, p < 0.05).
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Figure 8. Task 2: mean task-time performance for picking and placing blocks in the box’s holes.

Task 3’s mean time performance measurements are presented in Figure 9a and in Table 3.
The mean time performance using the traditional interface is similar to the immersive interface,
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with F1,14 = 0.037 and p = 0.85. Nevertheless, for this task, a lower number of hits indicates better
performances, and it occurs while using the immersive interface in opposition to the traditional
interface; see Figure 9b. It has a statistically significant difference: F1,16 = 4.747, p = 0.044∗.
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Figure 9. Task 3: (a) mean task-time performance to follow a 3D path with a metallic loop avoiding
contact with the guiding pipe; (b) mean hits.

Table 3. Mean performance measures summary of Tasks 1, 2, and 3.

Traditional Interface Immersive Interface

Task 1 mean time performances Keyb_Seq. 1 µt = 29.39, σt = 8.78 µi = 32.15, σi = 10.13
Keyb_Seq. 2 µt = 23.39, σt = 7.82 µi = 26.18, σi = 7.22
KeybSeq. 1+2 µt = 52.78, σt = 16.55 µi = 58.33, σi = 16.51

Task 2 mean time performances ∗ µt = 136.75, σt = 61.93 µi = 94.95, σi = 25.28

Task 3 mean time performances µt = 26.75, σt = 14.31 µi = 25.50, σt = 11.52
mean hits ∗ µt = 8.8, σt = 2.52 µi = 6.6, σi = 1.73

Control task:
Comparisons between individual disturbance factors introduced by each mediation technology

(e.g., visual, haptic) while in a pick-and-place box task (Figure 6) are presented in Figure 10 regarding
the mean task-time performance.

0

10

20

30

40

50

60

70

80

Direct Vision
(binocular stereo) + hand

Direct Vision
(binocular stereo) + gripper

HMD indirect vision
(mono biocular) + hand

HMD indirect vision
(mono biocular) + gripper

Monitor indirect vision
(mono biocular) + gripper

Ti
m

e 
(s

ec
o

n
d

s)

Pick and place in the box

Figure 10. Mean task-time performance: pick and place in the box task. Comparison of individual
disturbance factors introduced by each mediation technology (visual, haptic, shift between kinesthetic
and visual feedback).

The one-way ANOVA test for the five factors shows a statistically significant comparison:
F4,32 = 24.05, p < 0.001∗. The effect of the four disturbance factors on the performance time of
eight participants was examined, regarding setup conditions “direct vision (binocular stereo) + hand”
(F1), “direct vision (binocular stereo) + gripper” (F2), “HMD indirect vision (mono biocular) + hand”
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(F3) and “HMD indirect vision (mono biocular) + gripper” (F4). Its one-way repeated measures
ANOVA analysis reveals that the comparison is statistically significant: F3,21 = 23.62, p < 0.001∗.
Additionally, post-hoc tests and the pairwise multiple comparisons show which factors’ means are
significantly different and are summarized in Table 4.

Table 4. Characterization of individual disturbance factors introduced by each mediation technology.

F1 F2 F3 F4 F5

Direct vision (binocular
stereo) + Hand

Direct vision (binocular
stereo) + Gripper

HMD indirect vision
(mono biocular) + Hand

HMD indirect vision
(mono biocular) + Gripper

Monitor indirect vision (mono
biocular) + Gripper

µ = 8.75 µ = 30.875 µ = 15.625 µ = 41.375 µ = 56.4

σ = 1.39 σ = 14.91 σ = 2.92 σ = 8.56 σ = 16.47

F1F2F3F4 : F3,21 = 23.62,
p < 0.001∗

F1F2 : F1,14 = 17.45,
p < 0.001∗

F1F3 : F1,14 = 113.023,
p < 0.001∗

F1F4 : F1,14 = 36.07,
p < 0.001∗

F2F3 : F1,14 = 8.05, p =
0.013∗

F2F4 : F1,14 = 2.98,
p < 0.106

F3F4 : F1,14 = 64.71,
p < 0.001∗

Qualitative evaluation based on the user questionnaire:
Figure 11 presents a comparison of the scores for each question while performing Task 2 and

Task 3 (“pick and place in the box task” and “path following task”) using either the traditional interface
(FixDisplay + FixCam) or the immersive interface (Ri f tDisplay + MovCam).

1 2 3 4 5 6 7 8

Q1

Q2

Q3

Q4

Q5

Q6

Q7

Q8

Q_Fix_Display_Fix_Cam/BoxTask

Q_Rift_Display_Mov_Cam/BoxTask

Q_Fix_Display_Fix_Cam/PathFollowTask

Q_Rift_Display_Mov_Cam/PathFollowTask

Figure 11. Comparison of mean scores from the user questionnaire feedback for the pick and place in
the box task and 3D path following task, Likert scale: one to seven. Q1: I visualized the workspace
(without any difficulties/with difficulties); Q2: Was the task tiring? (Not tiring/Very tiring); Q3:
I managed to manipulate objects quite accurately (Not at all/Very much); Q4: The workspace
visualization did not difficult object manipulation (Disagree/Agree); Q5: I forgot that I used an
indirect technological visualization device (Disagree/Agree); Q6: I had a clear perception and total
control of stick’s movements? (Not at all/Yes totally); Q7: I perform better when: (I move my head/I
do not move my head); Q8: I know where the objects are because I can touch them. (Disagree/Agree).

One-way ANOVA tests, without repeated measures, reveal the following statistically significant
scores marked with an ∗:
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Q1: F3,60 = 0.7, p = 0.541; Q2: F3,60 = 0.044, p = 0.987;
Q3: F3,59 = 5.7, p = 0.0016∗; Q4: F3,60 = 4.04, p = 0.010∗;
Q5: F3,59 = 4.23, p = 0.0088∗; Q6: F3,60 = 2.49, p = 0.068;
Q7: F3,38 = 6.99, p = 0.0007∗; Q8: F3,58 = 0.64, p = 0.59;

Given that all of the 21 participants performing Task 2 filled in the questionnaires and just a part
of them performed Task 3, we opted to detail Task 2. Figure 11 (red and blue bars) summarizes the
obtained scores for each question while performing Task 2 with both interfaces. These results were
validated through one-way repeated measures ANOVA analysis, and the statistically significant scores
are marked with an ∗ :

Q1: F1,20 = 2.016, p = 0.171; Q2: F1,20 = 0.022, p = 0.883;
Q3: F1,20 = 11.294, p = 0.003∗; Q4: F1,20 = 6.981, p = 0.015∗;
Q5: F1,20 = 26.544, p < 0.001∗; Q6: F1,20 = 2.016, p = 0.171;
Q7: F1,25 = 8.432, p = 0.007∗; Q8: F1,19 = 0.516, p = 0.481;

6.2. Discussion

The experiments aim to understand the influence of an immersive visualization interface in
relation to spatial and movement perception. To study these factors, we designed several tasks where
users had to indicate a 3D position in space based on visual feedback mediated by technological means:
a single monitor with a wide single view of the remote scene (traditional interface) versus multiple
partial views of the scene naturally acquired while moving their head.

The experiment described in Task 1 demonstrates that, if the workspace of interest is all within
the field of view of the HMD, there is no benefit using an immersive interface. The participants did
not feel the need to move their head to accomplish the task of pressing key blocks, not gaining depth
perception. The time performance was similar for both visualization interfaces.

Task 2 experiments show that an immersive interface outperforms the traditional interface when
the workspace of interest is larger than the HMD field of view. Comparing a fixed wide view of
the scene with a set of partial views of the scene provided by the head user movement, the last
approach improves depth perception due to motion parallax. There is an enhancement of spatial and
movement perception demonstrated by the accuracy and speed to accomplish the pick-and-place task.
A consequence of the limited FOV of the remote camera (immersive interface condition) was that users
moved their head more frequently. Nevertheless, this active spatial perception allowed users to focus
their attention on one region of interest, minimizing the workload. All participants took advantage
of the touch sense to localize objects and to perceive the height of the gripper tip. Users’ common
procedures consisted of moving the gripper in contact with the table until reaching the object. This way,
the user compensates the lack of height perception through vision while moving the gripper or the tip
of the stick.

In Task 3, we tried to evaluate the accuracy of the movement without the help of haptic
feedback. Here, the time performances to follow a 3D path did not present a significant difference
while comparing both interfaces; however, there was a significant improvement concerning the
accuracy of the 3D movement. This is shown by the lower number of hits occurring while using an
immersive interface.

Concerning the latency, there was no communication delay due to the proximity of the devices.
However, special care was dedicated to tuning the two-step motor lag responsible for the pan and tilt
movements of the camera, because faster movements of the head were tracked by the HMD, but were
not properly executed by the motors (faster DC motors are advisable). The cameras of the system
enabled the video frame rate (>=30 fps), thus fulfilling the requirements for handling the tasks.

The experiment referred to as the “control task” was initially executed to evaluate the weight of
each mediation component in the immersive system. The no mediation task “direct vision (binocular
stereo) + hand” became our ground truth. Users handled the block with their hands, looking directly
with their eyes, and took µt = 8.75 s (σt = 1.39) to accomplish the task. With the introduction of a
tool (“direct vision (binocular stereo) + gripper”), users took µt = 30.87 s (σt = 14.9). The gripper
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disturbance caused an increase of 252% in time performance. Movement perception of the gripper in
relation to the objects became an issue. Using see-through HMD only (“HMD indirect vision (mono
biocular) + hand”), users took µi = 15.62 s (σi = 2.92). The see-through HMD disturbance increased
78% in time performance. The limited FoV contributed to such disturbance, and participants quite
frequently used their other hand to self-position their body in relation to the workspace. With the
introduction of the gripper and see-through HMD (“HMD indirect vision (mono biocular) + gripper”),
users took µi = 41.3 s (σi = 8.5). The combined disturbance increased 372% in time performance.

Questionnaires showed that:

(Q1) users found it quite “easy to use both visualization interfaces”, traditional and immersive
(µt = 2.9, σt = 1.54 vs. µi = 2.42, σi = 1.53) (the subscript t stands for traditional and i for
immersive).

(Q2) users did not consider the pick, insert, and place task (Task 2) as a “tiring” one using either
interface (µt = 2.66, σt = 1.59 vs. µi = 2.61, σi = 1.46). Q2 did not present significant
differences because the question addressed a common task.

(Q3) users felt that their “movement action” was more precise using the immersive interface
(HMD providing an active point of view) (µt = 4.33, σt = 1.19 vs. µi = 5.47, σi = 1.07).
This significant difference results from the gain in depth perception, a consequence of motion
parallax. Better visual depth feedback helps to calibrate the arm proprioception system,
enabling finer movements of the tool. By moving and seeing our arm, or seeing the tool as an
extension of our limb in an unknown 3D space, it helps us to perceive the spatial dimension
and localize objects.

(Q4) Inquiring about which interface enabled a better visualization to manipulate objects, it was
clearly stated that it was the immersive interface (µt = 4.38, σt = 1.65 vs. µi = 5.52, σi = 0.74).
Subjective scores were statistically significant, and quantitative time mean performances
measurements confirmed these results. Task 2 itself is an easy one, and in terms of usability,
the preference was for the immersive interface.

(Q5) Inquiring about if users were aware that “visualization” was being supported through an
“indirect technological device”, they answered that they forgot more easily when they were
using the immersive interface (µt = 3.42, σt = 1.77 vs. µi = 5.28, σi = 1.58). It is understandable
that users answered this way, as the immersive interface provides a more natural point of
view. People tend to forget that their own eyes are not really in the remote space. This is
a confirmation of the importance of the view point transfer proposal as a key element for
achieving telepresence.

(Q6) Users also thought that with the immersive interface, they had “a clear perception and total
control of stick/tool movements” (µt = 4.80, σt = 1.47 vs. µi = 5.28, σi = 1.18). This result
might require more samples to become statistically validated; notice, however, that some of
spatial perception arises from monocular cues already available in the traditional interface
(FixDisplay + FixCam). Pictorial cues in a single image and movements in the scene can provide
depth information. This type of cue provides information about occlusion, relative height,
relative size, perspective convergence, texture gradient, and shadows, enough to perceive
the space.

(Q7) The vast majority of users were unanimous in stating that they “they perform better when
they move their” heads (µt = 5.14, σt = 2.26 vs. µi = 2.40, σi = 2.11). Although this
question does not make sense with relation to the traditional interface, because a fixed monitor
(FixDisplay + FixCam) does not provide a dynamic point of view, it still provides monocular cues
related to depth. On the other end, by moving the user’s head, the immersive interface adds to
the mentioned monocular cues and the motion-produced cues, like motion parallax, accretion,
and deletion. Besides the benefit of depth information from motion parallax, users can play
with occlusion to match their mental models.
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(Q8) Inquiring about the importance of the sense of touch during an interaction, users confirmed
the importance of haptic feedback. The requirement of this type of feedback was evident for
both interfaces, especially when depth information was unavailable (similar scores, µt = 5.85,
σt = 1.34 vs. µi = 5.7, σi = 1.38). Visual localization of the objects was frequently confirmed
through the sense of touch while reaching it. Visual images of the tool in movement enable
knowing its position; however, the knowledge of its height can be difficult. To overcome this
limitation, some users moved the tip of the tool in contact with the table, refining in this way
the reference plane with haptic information provided by arm proprioceptive sensors.

Presence Question Q5-Q8 show that the immersive interface easily becomes transparent for the
user, letting him/her feel that he/she is naturally perceiving the remote environment. Visual feedback
is transparently mediated and, combined with motor-actions, contributes to the sense of telepresence.

The findings also show that the performances are better when the task workspace is in front of
the user, in opposition to setting it on the right side. A visuomotor task where the natural frame of
reference of vision is shifted with relation to the common frame of reference for hand/arm movement
increases mental workload and consequently decreases task performance. Operators are required to do
mental transformation to compensate for their manipulation inputs with relation to the corresponding
tool action observed in the displays. The gesture coordination ends up relying more on visual feedback.
For example, in our experiments, the pick-and-place task using a hand gripper (Task 2) with the
traditional interface had the workspace on the right side; whereas, in the control experiment, the same
task was performed using the traditional setup “monitor indirect vision (mono biocular) + gripper” (F5)
with the workspace in front of the user. Comparing the mean task-time performance for the traditional
interface in both experiments, we found that participants performed faster with the workspace in
front than with it on their right side (µ = 56.4, σ = 16.47 vs. µt = 136.75, σt = 61.93). It is a
significant difference with one-way ANOVA F1,23 = 8.03 and p = 0.009∗. Thus, users are used to
the consistency between visual, proprioception (sense of body position), kinesthesia (sense of body
movement), and vestibular feedbacks, and any inconsistency implies new skills.

The research on perceptual factors affecting user’s control behavior is useful to improve direct
control teleoperation interfaces, minimize control workload, improve task performance, and maximize
safety. Additionally, it can contribute to designing semi-autonomous functionalities based on cognitive
human-robot interaction architectures to assist operators. For example, during direct interaction
such as telesurgery, semi-autonomous systems can prevent dangerous movements of the robotic arm,
adapt the responsiveness of the system to the variability of perceptual factors, or adapt the interface to
different users. Moreover, the interfaces or robot’s behaviors can be adapted to the context.

7. Conclusions

This research shows that people can experience and perform actions in remote places, through a
robotic agent having the illusion of being physically there. The sensation can be compelled through
immersive interfaces; however, technological contingencies can affect human perception. Considering
the results from studies on human factors, we provide a set of recommendations for the design
of immersive teleoperation systems aiming to improve the sense of telepresence for typical tasks
(ex. Table A1). The mitigation of issues like system latency, field of view, frame of reference, or frame
rate contribute to enhancing the sense of telepresence. The presented example of the evaluation
methodology allows analyzing how perceptual issues affect task performance. By decoupling the
flows of an immersive teleoperation system, we start to understood how vision and interaction fidelity
affects spatial cognition.

Task experiments with participants using traditional vs. immersive interfaces allowed quantifying
the disturbance introduced by each component on the system. For example, taking as a reference a
simple manual pick-and-place task, the introduction of a visual see-through HMD increased the time
to perform it by 78%; the introduction of a manual gripper tool increased that time by 252%; and the
combination of visual and tool mediation increased the overall time by 372%. Decoupling the flows
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of an immersive teleoperation system allowed a separate analysis of visual feedback disturbances
(e.g., limited FOV) without the influence of other factors that affect the frame of reference for
motor-action. Our findings show that misalignment between the frame of reference for vision and
motor-action or the use of tools that affect the sense of body position or sense of body movement leads to
higher mental workload and has a higher effect on spatial cognition. Misalignment between kinesthetic
and visual feedback increases the mental workload and compromises the sense of telepresence and
the embodiment feeling. The mental workload to control the suggested video feedback component
is considerably lower (in the immersive interface); however, the combination of both requires a
higher effort (i.e., active visual mediation plus tools). Thus, a recommendation is to keep activities at
skill-based behavior levels, where familiar perceptual signals are essential to lower the cognitive effort.
Future work includes the evaluation of the traditional interface setup, considering the control of the
remote camera orientation with a joystick, and the evaluation of the proposed immersive interface to
control a robotic arm with haptic feedback.
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Appendix A

Table A1. Human capabilities vs. human capabilities through mediated technologies.

Task Analyzed
Criteria Ref Resolution Frame Rate (FR) Latency Field of View

(FoV)
Frame of Reference
(Camera Perspective) Depth Cue Display Type Results

Human
capability Multi-purpose - Table 1 >60–200

pixels/degree >1800 Hz <7–15 ms 210◦ (H)× 135◦ (V) Egocentric
Pictorial,
motion parallax,
binocular cues

-

Teleoperation Placement
Accuracy,
speed, and
performance

[8,60] - >15Hz - - - - - -

Placement and
grasping Accuracy [106,107] - > 25 Hz - - - - - -

Tracking

Accuracy,
perceived
control, and
stability

[108] - > 12 Hz - - - - - -

3D Tracking Accuracy and
speed [109] - > 33 Hz - - - - - -

Telemanipulation
Telesurgery:
cutting, stitching,
knotting

Accuracy,
precision, and
performance

[75] <300 ms - - - - -

Telemanipulation Laparoscopy
surgery

Usability and
performance
of experienced
surgeons

[74] <105 ms - - - - -

Telepresence Telepresence
robot

Performance,
usability,
workload

[7] <125 ms >170◦ (H), wide
or with pan/tilt Egocentric

Pictorial,
monocular, parallax
motion cues

1 × monitor or
HMD

Navigation and
social interaction

Driving
A 6 wheel all
terrain rover of
6.800 kg

Avg. speed
and avg.
time stopped

[51]

40
pixels/degree,
5 × 1600 ×
1200

>25 Hz <480 ms 200◦ (H)× 30◦ (V) Egocentric
Pictorial, monocular,
and motion
parallax cues

5 × high-res
LCD monitor,
side-by-side,
true size

Operator’s situational
awareness and
perception of the
vehicle’s position
and motion

Driving
A car driving
on city roads at
30 km

Tracking
line, obstacle
detection,
performance

[77,78] 5 × 640 × 480 >25 Hz <550–600 ms 240◦ (H) Egocentric
Pictorial, monocular,
and motion
parallax cues

3 × high-res
LCD monitor
side-by-side, true
size, and HMD

–
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