Article

Hardware in the Loop Platform for Testing Photovoltaic System Control

Víctor Samano-Ortega 1, Alfredo Padilla-Medina 2, Micael Bravo-Sanchez 1, Elías Rodríguez-Segura 2, Alonso Jiménez-Garibay 3 and Juan Martínez-Nolasco 3,*

1 Doctorado en Ciencias de la Ingeniería, Tecnológico Nacional de México/IT de Celaya, Celaya 38010, Mexico; D2003009@itcelaya.edu.mx (V.S.-O.); gerardo.bravo@itcelaya.edu.mx (M.B.-S.)
2 Departamento de Ingeniería Electrónica, Tecnológico Nacional de México/IT de Celaya, Celaya 38010, Mexico; alfredo.padilla@itcelaya.edu.mx (A.P.-M.); elias.rodriguez@itcelaya.edu.mx (E.R.-S.)
3 Departamento de Ingeniería Mecatrónica, Tecnológico Nacional de México/IT de Celaya, Celaya 38010, Mexico; alonso.jimenez@itcelaya.edu.mx
* Correspondence: juan.martinez@itcelaya.edu.mx

Received: 5 November 2020; Accepted: 30 November 2020; Published: 4 December 2020

Abstract: The hardware in the loop (HIL) technique allows you to reproduce the behavior of a dynamic system or part of it in real time. This quality makes HIL a useful tool in the controller validation process and is widely used in multiple areas including photovoltaic systems (PVSs). This study presents the development of an HIL system to emulate the behavior of a PVS that includes a photovoltaic panel (PVP) and a DC-DC boost converter connected in series. The emulator was embedded into an NI-myRIO development board that operates with an integration time of 10 μs and reproduces the behavior of the real system with a mean percent error of 2.0478%, compared to simulation results. The implemented emulator is proposed as a platform for the validation of control systems. With it, the experimental stage is carried out on two controllers connected to the PVS without having the real system and allowing to emulate different operating conditions. The first controller is based on the Hill Climbing algorithm for the maximum power point tracking (MPPT), the second is a proportional integral (PI) controller for voltage control. Both controllers generate settling times of less than 3 s; the MPPT controller generates variations in the output in steady state inherent to the algorithm used. For both cases, the comparison of the experimental results with those obtained through software simulation show that the platform fulfills its usefulness when evaluating control systems.
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1. Introduction

In recent years, the consequences of global warming have motivated the adoption of international policies to try to mitigate climate change [1]; consequently, it is necessary to move from current energy systems related to greenhouse gas emissions [2] to new systems based on renewable energies (REs) [3] denoted as clean generation sources, which are currently a priority theme in research. An alternative of this type of system frequently used is the use of solar energy through photovoltaic panels (PVPs) [4]. Research related to photovoltaic systems (PVSs) is basically focused on increasing the efficiency in handling the electrical energy generated; a technique used for this purpose is the application of control algorithms for maximum power point tracking (MPPT), which are responsible for taking advantage of the greatest amount of energy generated by the PVPs [5]. Some of the most used algorithms are:
perturb and observe (P&O) [6,7], machine learning [8], improved pattern search method [9], genetic algorithms [10], fuzzy control [11–13], periodic power hunt [14] and stochastic algorithms [5].

The typical structure of a PVS consists of an arrangement of PVPs connected in cascade with a power electronic converter (PEC) in its topology such as DC-DC boost and a load variable; the algorithms for the MPPT are in charge of modifying the boost duty cycle so that the greatest amount of energy is extracted as possible, even in the presence of changes in environmental [7]. However, testing the performance of systems with this structure represents a high manufacturing cost, a large area is required for the disposal of PVPs, environmental conditions are discontinuous, and the system needs to be experimented with different PEC configurations [15]. An alternative to carry out experiments without the need for the physical PVS is the use of an emulator, this behaves as a non-linear source that reproduces the current-voltage characteristic curve of the PVP; in addition, it allows for control and reproduction of environmental conditions at any moment of the day and without depending on external phenomena; in this way, the design and experimentation of PVS is facilitated, making it possible to obtain results in less time and more efficient systems. However, the use of commercial emulators that can reproduce the behavior of PVP is an alternative with a very high economic cost; for this reason; in recent years, alternatives have been studied for the design of emulators that reduce the economic cost [15,16]. Among the designs studied are: emulation of the system with an industrial computer [9], the use of a linear controlled voltage regulator [17], a controlled PEC buck connected to a voltage source [18–21], the use of a programmable power source [22,23] or a current generator and a mosfet [24].

Another option for conducting experimentation under controllable, real and reproducible conditions using hardware is the hardware in the loop (HIL) real time simulation (RTS) [25] which has the advantages of predicting errors and failures in the control systems without the risk of damaging the real plant. Due to its advantages, this technique is considered an important stage before the experimentation stage in a system [26]. HIL technique consists of the implementation of the model of a system in embedded hardware that will represent the real system. The HIL simulations can be classified into two different sections, these depend on the type of embedded elements and the number of research infrastructures (RIs) used. When only one IR is used, the simulation is classified as monolithic simulation (MS), while if more than one IR is used and they are connected to each other via internet, the simulation is classified as geographically distributed simulations. Within these categories, three types of simulations are defined: RTS, power hardware in the loop (PHIL) and controller hardware in the loop (CHIL). If the power elements and their associated controllers are emulated, the simulation is classified as RTS. When only a portion of the power elements is emulated and the rest are made up of real elements, it is a PHIL simulation. Finally, if the power elements are emulated while their controller or part of it is embedded in an external device, it is a CHIL simulation [27]. In this study an MS CHIL is proposed. With a CHIL simulation it is possible to test real controllers, with algorithms and parameters similar to those used in the field, providing a wide range of operating conditions in the experimental stage without the risk of damaging real equipment [28].

Commercial hardware exists dedicated to the development of this technique, but its use may represent a disadvantage due to its high cost, as an alternative the development of this technique using low-cost hardware is being sought. Ref. [29,30] uses hardware from National Instruments (NI-cRIO 9082) to emulate the model of a tractor used in agriculture. Ref. [31] uses hardware from National Instruments (cRIO-9033) to emulate the transient electromagnetic behavior of electronic power devices. The platform was tested emulating a three-phase inverter and network. In this application, the model requires six FPGA cycles for its solution, which taking into account the frequency of its clock, translates into an integration time of 150 ns. Finally, [32] uses Texas Instruments hardware (EK-TM4CI294XL) to develop a platform for educational purposes, in which the user defines a plant and carries out experiments using HIL, this application presented end-to-end latency between 1.1 and 19.9 ms, for two case studies analyzed. These alternatives provide accurate emulation results, facilitate the rapid
verification of different controllers, helping the user to define their own design and experimentation, methodology, as well as representing platforms that can be replicated by educators and researchers.

Other HIL applications are autonomous vehicles [33–35], motor control [36–38] and the traction system of a railway [39]. In addition, it is used in the design of PVs. In [40], the development of a three-level coordinated control method for PV inverters is presented. This study is validated through a PHIL simulation using a real time digital simulator (RTDS) that includes a 7-bus distribution network. In the RTDS, the distribution network model was emulated at a time step of 50 µs. In [41], a distributed control for remote islanded microgrids (MGs) via cloud server was presented, in this research, a multiagent system was developed where the physical entity of islanded MGs was emulated at 50 µs time step on OPAL-RT. In [42], a platform of a PVs composed of a PVP, a DC-DC PEC and a P&O controller was implemented using an NI myRIO 1900 development board programmed in Matlab’s Simulink using NI Veristand—this platform works 1 ms integration time. Study [43] uses HIL based on the RT-Lab platform to emulate a virtual synchronous photovoltaic generator, the platform used in this research can reproduce a simulation step every 20 µs. Ref. [44] tests the operation of a cascade H-bridge inverter used for interconnection of the PVs with the AC main grid, in this platform an OP4510 simulator was implemented and it performed a simulation step every 10 µs. Ref. [45] uses a TM32F103 ARM microcontroller to design a test bench for the analysis of a photovoltaic energy storage system using batteries. Ref. [46] uses an arrangement with cRIO, FPGAs and a processor to simulate a MG that includes a PVs, achieving simulation steps of around 5 µs. Ref. [47] uses the HIL methodology to validate the management system in a MG where the PVs represents the only source of energy. In this research, an OF5700 simulator was used. This platform has a Xilinx Virtex 7 FPGA and generates steps simulation between 200 ns and 2 µs. The most important aspect in a HIL simulation is that the behavior of the embedded physical system is reproduced in real time. This characteristic proved satisfactory in the research presented given the integration time with which they operate. These studies demonstrate that it is possible to develop a HIL platform using generic software, resulting in integration times similar to those obtained with commercial platforms dedicated to HIL. The HIL platform presented in this investigation uses an integration time of 10 µs that is similar to those reported in [40,41,43–47] and less than the one reported in [42], allowing the system output to resemble a continuous curve calculating up to 99 values for each time constant of the system response. Furthermore, when comparing the proposed platform with [41,43,44,47], there is the advantage of being a more economic option when reproducing similar results.

This investigation proposes the design and implementation of a HIL platform based on National Instruments technology (myRIO 1900) in order to obtain a tool for the design and evaluation of control techniques applied in PVs. The PVs contains a section that reproduces the current-voltage characteristic curve of a PVP with four input parameters (open-circuit voltage, voltage in the maximum power point, short-circuit current, and current in the maximum power point), an input voltage signal that represents the PVP current and an output signal that represents the PVP voltage. The HIL platform of the PVP has an option for modifying the four parameters that define the behavior of the PVP thus allowing to emulate PVPs of different powers in real time, with this it is possible to test controllers for different PVP configurations. In addition, the different IV curves can be used to emulate changes in atmospheric conditions that affect the behavior of the PVP. This characteristic offers a wide range of conditions in the experimental stage and represents an advantage compared to applications where the emulated IV curve is unique [45]. The platform also includes a DC-DC boost converter, with the load resistance as a parameter, an input voltage signal that represents the duty cycle of the power switch and an output signal that represents the voltage at the output of the PEC, both embedded and interconnected on an NI myRIO-1900 development board. The development board is programmed in its own environment with a high-level graphic language, which reduces the time spent on design and allows non-expert users to reproduce and reconfigure the proposed platform. In addition, two controllers are embedded: a controller for the MPPT and a voltage controller; both implemented independently in NI myRIO boards that communicate with the PVs through
analog voltage signals, this configuration provides versatility to the photovoltaic system emulator (PVSE), which can be reconfigured without the need to carry out modifications in the systems of classic control and vice versa. The results show that the proposed platform can solve the PVS model with an integration period of 10 µs, achieving a mean relative error of 2.0478% and a mean absolute error of 1.0930 V at the DC bus voltage. Also, the platform was found to be useful in the process of evaluating controllers designed for PVSs, becoming a useful platform to carry out CHIL simulations.

This article is structured as follows: in Section 2, the PVS scheme and the equations that represent the models of the elements that compose it are presented; in Section 3, the implementation of the embedded system using LabVIEW virtual instrumentation software is shown, as well as the considerations for digitizing the system; in Section 4, tests performed on the PVSE and the controller emulator are presented and finally, in Section 5, the most relevant conclusions derived from the design and implementation of the proposed platform are presented.

2. Structure of the Photovoltaic System

The typical structure of a PVS has a PVP, a DC-DC boost converter and a load [7]. In Figure 1, the general scheme of the PVS is shown. The PEC is composed of an inductor $L$, a capacitor $C$, a fast recovery diode $S$ and a power switch $Q$. $r$ represents the inductor resistance and $R_L$ the load resistor, the variables inductor current $i_L$ and PEC output voltage $V_{out}$ represent the state variables that model the behavior of the PEC. An NI myRIO-1900 development board was used to develop the PVSE. Devices such as field programmable gate arrays (FPGAs) and digital signal processing (DSP) are common in the development of RTDS [16], and this board, in particular, integrates both technologies in a single system (system on chip) [48]. In addition, the inherent parallel processing of the FPGA allows the rapid resolution of multiple equations simultaneously with integration intervals in the order of tens of microseconds. Another advantage of this system is that its programming can be carried out using a high-level graphic language, this results in the development of applications more easily and quickly compared to other techniques [29].

![Figure 1. Schematic diagram of the photovoltaic systems (PVS).](image)

For the control of the PVSE, two control systems were embedded. Figure 2 shows the block diagram of the PVSE and the controller. The PVSE and the controller communicate with each other through analog voltage signals, this configuration has the advantage of allowing the controller to be reconfigured without the need to modify the PVSE and vice versa.

![Figure 2. Block diagram of the photovoltaic system emulator (PVSE) and the controller.](image)
2.1. Photovoltaic Panel Emulator

For the design and implementation of the photovoltaic panel emulator (PVPE), the PVPs Keysight E4360A emulator was used as a reference. This device is widely used in research to substitute real PVPs presenting behaviors similar to real PVPs [49–54]. It operates in three different modes: the first, it generates fixed voltages and currents; in the second, the device generates voltage and current signals of various magnitudes from a reference table; in the third mode, the emulator reproduces the panel’s characteristic current-voltage curve, based on an exponential model defined by four parameters: open-circuit voltage $V_{oc}$, voltage in the maximum power point $V_{mpp}$, short-circuit current $I_{sc}$ and current in the maximum power point $I_{mpp}$ [55] and two variables $R_s$ and $N$, which in turn depend on these four parameters. The third mode was used for the design and implementation of the PVPE, the Equation (1) defines the relationship between the panel voltage $V$ and its current $I$.

$$V = \frac{V_{oc} \ln \left[ 2 - \left( \frac{1}{N} \right)^N \right] - R_s (I - I_{sc})}{1 + \frac{R_s}{V_{oc}}}$$

(1)

Equations (2)–(4) are used to calculate the model variables $R_s$ and $N$ based on the input parameters ($V_{oc}$, $V_{mpp}$, $I_{sc}$ and $I_{mpp}$) and the variable $a$ defined in Equation (3).

$$R_s = \frac{V_{oc} - V_{mpp}}{I_{mpp}}$$

(2)

$$a = \frac{V_{mpp} \left( 1 + \frac{R_s}{V_{oc}} \right) + R_s (I_{mpp} - I_{sc})}{V_{oc}}$$

(3)

$$N = \frac{\ln (2 - 2^a)}{\ln \left( \frac{I_{mpp}}{I_{sc}} \right)}$$

(4)

2.2. DC-DC Boost Power Electronic Converter

The DC-DC boost PEC transfers energy from the PVP to the load, its objective is to generate a voltage at the output $V_{out}$, greater than the voltage of the PVP $V_{in}$, which is related to the duty cycle $D$ of the power switch $Q$. The converter diagram shown in Figure 3, comprises the input and output voltages ($V_{in}$ and $V_{out}$), an inductor $L$, a resistor inductor $r$, a capacitor $C$, a fast recovery diode $S$, a power switch $Q$ and a load resistor $R_L$. The mathematical model of this converter [56] is presented in Equation (5).

$$\begin{bmatrix} \frac{dV_{in}(t)}{dt} \\ \frac{dV_{out}(t)}{dt} \end{bmatrix} = \begin{bmatrix} \frac{-r}{L} & \frac{-1-D}{L} \\ \frac{1}{C} & \frac{1}{RC} \end{bmatrix} \begin{bmatrix} i_L(t) \\ V_{out}(t) \end{bmatrix} + \begin{bmatrix} \frac{1}{L} \\ 0 \end{bmatrix} V_{in}(t)$$

(5)

Figure 3. DC-DC boost power electronic convertor (PEC) diagram.
2.3. Maximum Power Point Tracking Controller

In the MPPT mode of operation the PEC extracts maximum power from the PVP using the P&O algorithm illustrated in Figure 4. The controller modifies the $D$ of the power switch and monitors the changes in the voltage and power of the PVP always seeking an increase in the power extracted from the PVP [57]. The controller for MPPT is based on the Hill Climbing algorithm: if the power delivered by the PVP $[P(k)]$ increases with a variation in $D$, the controller verifies changes in the PVP voltage level $[V(k)]$, if it decreases $D$ increases, and if it increases $D$ decreases. If, on the other hand, $P(k)$ decreases, a decrease in $V(k)$ represents a decrease in $D$ and an increase causes an increase in $D$. In Figure 5 the diagram of the PVS with the controller for the MPPT is presented. A similar system is used in [42].

![Figure 4. Perturb and Observe (P&O) control algorithm.](image)

![Figure 5. Diagram of the PVS with the maximum power point tracking (MPPT) controller.](image)

2.4. Voltage Controller

In voltage control (VC) mode, a classic proportional integral (PI) controller is in charge of maintaining the DC-DC PEC output voltage $V_{out}$ at a user-defined level [58]. Figure 6 illustrates the PVS diagram with the PI controller, this controller monitors the converter output voltage level ($V_{out}$) performing control actions to eliminate the effects generated by system disturbances (connection and disconnection of loads to the output). The PI controller model that defines the control action $u(t)$ in terms of the error $e(t)$, is shown in Equation (6).

$$u(t) = k_p e(t) + k_i \int_0^t e(\tau)d\tau$$ (6)
Figure 5 shows the diagram of the PVS with the controller for the MPPT, similar to that used in [42].

Figure 6. DC-DC PEC with a proportional integral (PI) controller.

2.4. Voltage Controller

In voltage control (VC) mode, a classic proportional integral (PI) controller is in charge of maintaining the DC-DC PEC output voltage $V_{out}$ at a user-defined level [58]. Figure 6 illustrates the PVS diagram with the PI controller, this controller monitors the converter output voltage level ($V_{out}$) and performs control actions to eliminate the effects generated by system disturbances (connection and disconnection of loads to the output). The PI controller model that defines the control action $u(t)$ in terms of the error $e(t)$, is shown in Equation (6).

$$u(t) = k_p e(t) + k_i \int e(\tau) d\tau \quad (6)$$

3. Design and Implementation of Emulators in Hardware in the Loop

The most important aspect in the design of FPGA-based applications is performance, this is defined based on throughput, timing control, FPGA resource use and numerical precision; the factor with the greatest impact on performance is the number of bits used in representing a value, this is known as data-type width. In order to increase performance, use must be made of fixed-point data type, so that the word length and the number of bits destined to the fractional part are defined when the range and precision required to represent a value is known [59].

3.1. Photovoltaic Panel

For the design and implementation of the PVPE, an analysis was carried out on the operations and variables involved in the PVP model. For the analysis of the variables $V_{oc}$, $V_{mpp}$, $I_{sc}$ and $I_{mpp}$, the technical characteristics of 43 commercial PVPs with powers between 100 and 440 W, offered by five different suppliers (Coradir, Jinko Solar, Solar Energy, Techno Sun and Topsun) were considered as a reference. The results obtained for these variables and the weights assigned to their data types are summarized in Table 1, in this table five characteristics are presented for each of the parameters: column two shows the maximum value observed in the data sheets of suppliers; column three shows the minimum value; column four shows the configuration of the fixed point data type selected for the numerical representation of the parameter, the plus sign means that it is an unsigned numerical representation, the number preceding the sign represents the word length of the data and the last number represents the number of bits used to represent the integer part; the column five shows the maximum value that can be represented with the selected data type; finally, column six shows the resolution of the parameter, which is a function of the selected data type. With the weight of the data type assigned to the input variables, it is possible to introduce values within the range observed in the analysis of the commercial PVPs. For example, for the variable $V_{oc}$ that operates in a range from 22.42 to 61.97 V, 6 bits were selected to represent the integer values, this allows for working in a range from 0 to 63 V. The number of bits destined for the fractional part is obtained from the difference between the word size and the bits used for the integer part, continuing with the example of the variable $V_{oc}$, this difference is 3 bits, which allows dividing the integer into 8 values and having variations of 0.125 V. To obtain this resolution, minimization of the number of resources used in the FPGA was sought generating a model of PVPs that behaves similar to commercial PVPs. A reduction in the number of bits used for their representation has a significant impact on the consumption of resources in the FPGA. $V_{oc}$, $V_{mpp}$, $I_{sc}$ and $I_{mpp}$ were taken because all the operations included in the PVP model depend on them.
Table 1. Data obtained from the analysis of the photovoltaic panels (PVPs) for the model parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Maximum Observed</th>
<th>Minimum Observed</th>
<th>Type of Data Selected</th>
<th>Maximum According to the Type of Data Selected</th>
<th>Resolution According to the Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_{oc}$</td>
<td>61.97 V</td>
<td>22.42 V</td>
<td>+9,6</td>
<td>63.875 V</td>
<td>0.125 V</td>
</tr>
<tr>
<td>$V_{mpp}$</td>
<td>49.67 V</td>
<td>17.69 V</td>
<td>+9,6</td>
<td>63.875 V</td>
<td>0.125 V</td>
</tr>
<tr>
<td>$I_{sc}$</td>
<td>9.35 A</td>
<td>0.29 A</td>
<td>+7,4</td>
<td>15.875 A</td>
<td>0.125 A</td>
</tr>
<tr>
<td>$I_{mpp}$</td>
<td>8.86 A</td>
<td>0.27 A</td>
<td>+7,4</td>
<td>15.875 A</td>
<td>0.125 A</td>
</tr>
</tbody>
</table>

With the information obtained on the behavior of the variables $V_{oc}$, $V_{mpp}$, $I_{sc}$ and $I_{mpp}$ of the 43 commercial PVPs, the operating ranges of the variables $R_s$, $a$ and $N$ (Equations (2)–(4)) were evaluated. Figure 7 shows the graphs of the values obtained for these variables considering all possible values. When analyzing these values, the following operating ranges are defined: the variable $R_s$ works between 0.43 and 1.44, the variable $a$ between the values 0.955 and 0.975, while the variable $N$ operates between 28.85 and 56.58. In the three graphs, it was observed that the variables take similar values for each of the PVPs. This trend allows defining the weight of the data type assigned to each one. To define the number of bits used in the integer part, the largest value obtained in the calculations was taken as a reference. When comparing the decimal part of each set of values, variations of the order of 0.01 were observed. One byte was allocated to the fractional part of each variable, in this way the resolution is less than the observed variations. Table 2 shows the weights assigned to these variables.

![Figure 7. Behavior of the values $R_s$, $a$ and $N$.](image)

Table 2. Weights assigned to the variables $R_s$, $a$ and $N$.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Data Type Selected</th>
<th>Maximum According to the Type of Data</th>
<th>Resolution According to the Type of Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_s$</td>
<td>+10,2</td>
<td>3.996094</td>
<td>0.00390625</td>
</tr>
<tr>
<td>$a$</td>
<td>+8,0</td>
<td>0.996094</td>
<td>0.00390625</td>
</tr>
<tr>
<td>$N$</td>
<td>+15,7</td>
<td>63.996094</td>
<td>0.00390625</td>
</tr>
</tbody>
</table>

The model used for the design of the embedded PVPE system described by Equations (1)–(4) contains operations of the type $n^x$ and $\ln(x)$, to implement these functions it was necessary to carry out the following considerations: the operation $n^x$ used the base change shown in Equation (7). Since the $e^x$ function only admits input values between $-1$ and $1$, the following methodology was followed for the calculation of the exponential function greater than 1 or less than $-1$. If $x > 1$ and is denoted by $\text{int}(x)$ to the integer part of $x$ and by $\text{frac}(x)$ to the fractional part, the exponential function is calculated as shown in Equation (8). In this way, the term $e^{\text{int}(x)}$ can be calculated in a for loop, successively multiplying the value of the number $e$ by itself $\text{int}(x)$-times. While $e^{\text{frac}(x)}$ can be calculated with the available function, this because of $\text{frac}(x) < 1$; this algorithm is shown in Figure 8.

\[ n^x = e^{\ln(n) \times x} \]  

(7)
Subsequently, if \( x < -1 \) then \(-x > 1\), and if the integer part of \(-x\) is denoted with \( \text{int}(-x) \) and with \( \text{fra}(-x) \) to the fractional part, the exponential function is calculated as shown by Equation (9). In this way, the term \( e^{\text{int}(-x)} \) can be calculated in a for loop as in the previous case, while \( e^{\text{fra}(-x)} \) can be calculated with the available function because \( \text{fra}(-x) < 1 \). The algorithm used to describe this expression is shown in Figure 9.

\[
e^x = e^{-(-x)} = \frac{1}{e^{-x}} = \frac{1}{e^{\text{int}(-x)} + \text{fra}(-x)} = \frac{1}{e^{\text{int}(-x)} \cdot e^{\text{fra}(-x)}}
\]

(9)

Figure 8. Algorithm to calculate power of \( e \) less than \(-1\).

The available \( \ln(x) \) function only admits values between \( \frac{1}{2} \) and 1, in this case the scaling of the argument of the logarithm is proposed as shown in Equation (10). In this way, what is sought is that the product \( x^c \) is in a valid range for the function and since the constant is known, its logarithm will also be known. Figure 10 shows the code to calculate the logarithm of a variable \( x \) that takes values between the reciprocal of the square of \( e \) and the unit. With the proposed algorithms it is possible to calculate the functions \( n^x \) and \( \ln(x) \) using a high-level language, this allows the development of complex applications for non-expert users [29].

\[
\ln(x) = \ln\left(x \cdot \frac{c}{c}\right) = \ln(x \cdot c) - \ln(c) \quad c = \text{cfe}
\]

(10)

Figure 10. Algorithm used to calculate the natural logarithm.
3.2. Boost Converter

For the calculation of the design parameters of the DC-DC boost PEC, a PVP of 430 W from the supplier Topsun Co., Ltd., Jeonnam, South Korea [60] was considered, taking as the operating point, the maximum power point, with this, the input voltage of the converter will be the maximum power voltage. In addition, a voltage ripple, $v_r$, of 5%, a switching frequency, $f$, of 10 kHz and an inductor resistance, $r$, of 0.09375 Ω were defined.

To calculate the load resistance $R_L$, the $V_{out}$ in steady state was considered, with a duty cycle $D$ of 50% and with the $i_L$ equal to the $I_{mpp}$; this condition satisfies Equations (11) and (12).

$$ (1 - D)i_L(t) - \frac{1}{R} V_{out}(t) = 0 $$(11)

$$ V_{out} = \frac{V_{in}}{1 - D} $$ (12)

On the other hand, for the calculation of the minimum values of $L$ and $C$, Equations (13) and (14) were used. The design parameters obtained with this process are presented in Table 3.

$$ L_{min} = \frac{(1 - D)^2(D)(R_L)}{2f} $$ (13)

$$ C_{min} = \frac{D}{(R_L)(f)(v_f)} $$ (14)

**Table 3.** Parameters obtained from the converter design.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Data Type Selected</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_{in}$</td>
<td>49.25 V</td>
</tr>
<tr>
<td>$V_{out}$</td>
<td>98.5 V</td>
</tr>
<tr>
<td>$R_L$</td>
<td>25 Ω</td>
</tr>
<tr>
<td>$f$</td>
<td>10 kHz</td>
</tr>
<tr>
<td>$v_r$</td>
<td>5%</td>
</tr>
<tr>
<td>$r$</td>
<td>0.09375 Ω</td>
</tr>
<tr>
<td>$C$</td>
<td>45.8 µF</td>
</tr>
<tr>
<td>$L$</td>
<td>400.5 µH</td>
</tr>
</tbody>
</table>

In Equation (15), the PEC model used for the design of the boost converter emulator (BCE) is presented. This model was proposed with a pair of integrals for the state variables $i_L(t)$ and $V_{out}(t)$.

$$ i_L(t) = \frac{1}{T} \int [-r i_L(t) - (1 - D)V_{out}(t) + V_{in}(t)]dt $$

$$ V_{out}(t) = \frac{1}{T} \int [(1 - D)i_L(t) - \frac{1}{R_L} V_{out}(t)]dt $$ (15)

For the implementation of the integrals in the FPGA, the trapezoidal integration method was used, in this way, if the state variables are denoted with $x$, the integral can be calculated according to Equation (16). Figure 11 shows the algorithm used for the implementation of Equation (16) in the FPGA with a period of 10 µsec.

$$ x(t) = \int_{T^K}^{T^{(K+n)}} \frac{dx(t)}{dt} dt \approx \frac{T}{2} \sum_{j=1}^{n} [x(T(K + j - 1)) + x(T(K + j))] $$ (16)
Applying Equation (15) and the algorithm proposed for the integral, the code to obtain $i_L(t)$ was developed as shown in Figure 12. While the code to model the output voltage $V_{out}(t)$ is illustrated in Figure 13.

To define the weight of the type of data at the output of each operation through the data flow in this virtual instrument (VI), a series of experiments were carried out in which the behavior of the open-loop system was observed. The number of bits allocated was gradually reduced until reaching a break-even point; wherein the numerical precision provides a suitable approximation without using more bits than is necessary for this purpose. The methodology used to define these weights is based on [59] p. 63.

To define the integration period, a similar procedure was carried out. Initially a period was assigned and an experiment was carried out, observing the behavior of the output of the open-loop system. Subsequently, the period was reduced and the weight of the selected data type was modified in the constant that represents this data ($T/2$ in Figures 11–13). As the data type weights change, the time required to run a simulation step also changes. The process described is carried out interactively until the programmed period corresponds to the actual execution period. Another aspect that must be considered is that the algorithm for calculating the integrals depends on the voltage value calculated in
the PVPE, so that the integration period must be greater than the time that the PVPE takes to execute a step. Taking these considerations into account, the period in loop containing the structures shown in Figures 12 and 13 was 10 µs.

3.3. Photovoltaic System

For the design of the PVSE, the VIs from the PVPE and BCE models were integrated as subVIs (a subVI is similar to a subroutine in text-based programming languages) in a general VI. This interface has $V_{oc}$, $V_{mpp}$, $I_{sc}$, $I_{mpp}$ and the resistance load $R_L$ of the converter as inputs. The PVPE subVI has the PVPE current as its input and the PVPE voltage as its output. The BCE’s subVI has duty cycle and voltage $V_{in}(t)$ as inputs, and $i_L(t)$ and $V_{out}(t)$ as outputs. For the connection between the PVPE and the BCE, the current in the inductor of the converter was used as the input to the PVPE, and the voltage of the PVPE was used as the input voltage in the converter. The PVSE VI has a voltage input that represents the duty cycle of the converter and three voltage outputs that represent the PVP voltage, the PVP current and the voltage at the converter output $V_{out}(t)$. The algorithm used for the PVSE is illustrated in Figure 14.

![Figure 14. PVSE implementation.](image)

The PVSE has as an input signal a DC value between 0 and 5 V that represents the duty cycle (0 to 100%), the emulator generates signals from 0 to 5 V that represent ranges from 0 to 65 V, from 0 to 16 A and 0 to 204 V for the voltage variables in the PVP, PVP current and converter output voltage, correspondingly.

3.4. P&O Controller

The algorithm used for the hardware implementation of the P&O controller is shown in Figure 4. This emulator has two controls, the time between perturbance ($t_p$) and the magnitude of the variation ($M_p$) of the duty cycle ($D$). In addition, the control system emulator (CSE) has two voltage inputs for monitoring the voltage and current in the PVP, and a voltage output representing the duty cycle; the implementation of this controller is illustrated in Figure 15. The CSE input and output signals take values between 0 and 5 V representing ranges from 0 to 65 V, 0 to 16 A and 0 to 100% for the voltage variables PVP, PVP current and duty cycle, respectively.
3.5. PI Controller

The VI of the PI CSE has two controls for proportional ($k_p$) and integral ($k_i$) gains; in addition, another control for the set point. The comprehensive control action was implemented with the trapezoidal integration method using the same methodology described above for the BCE. The PI CSE has a voltage input to monitor the converter output voltage and a voltage output that represents the duty cycle; the implementation of this controller is illustrated in Figure 16. The input and output signals of the PI CSE take values between 0 and 5 V representing ranges from 0 to 204 V and 0 to 100% for the inverter output voltage variables and duty cycle, respectively.

3.6. Experimental Platform

The experimental platform for HIL systems has two development boards, one for the PVSE and the other for the CSEs. Figure 17 shows the interconnection of these subsystems. The boards communicate with each other using analog voltage signals and it is possible to select between each of the CSEs.
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4. Results

The most important aspect that the HIL technique must satisfy is that the simulation is carried out in real time; furthermore, the emulator must have a numerical precision such that it is capable of reproducing the behavior of the emulated system without much margin for error. To evaluate the execution time of each integration cycle, the fidelity of the implemented PVSE and its usefulness in the control system validation process, the operation of each independent emulator was tested to later integrate all the subsystems. In addition, each of these experiments were compared to software simulations using Matlab’s Simulink. In the software simulation, Equations (1) and (15) were implemented to model the PVP and the DC-DC PEC, correspondingly. The integrals were solved using continuous integrators in Matlab’s Simulink. The solver of the block diagram was configured with a Dorman–Prince method with variable step.

4.1. Photovoltaic Panel Emulator

When working with the PVPE, the VI needs the configuration values of the $V_{oc}$, $V_{mpp}$, $I_{sc}$ and $I_{mpp}$ parameters; for the PVPE to operate at maximum power, these parameters were configured as $V_{oc} = 61.25 \, \text{V}$, $V_{mpp} = 49.25 \, \text{V}$, $I_{sc} = 9.25 \, \text{A}$ and $I_{mpp} = 8.75 \, \text{A}$. This configuration was used for all the experiments presented below. Figures 18 and 19 show the I-V and P-V characteristic curves of the PVPE in green, while the behavior of PVP in simulation is shown in blue. This subsystem is resolved in cycles with periods of 4 $\mu$s maximum. The loop that this VI resolves to is not timed. The PVP model expresses a static relationship between the input current and the output voltage. Without timing the loop, the PVPE subsystem works as a producer that calculates the input voltage for the loop in which the PEC model is resolved. The duration of the period is the result of the execution time of the internal operations (Figures 8–10).
To validate the behavior of the BCE, an open loop test was carried out, changing the duty cycle from 0 to 50% with a constant input voltage of 49.25 V, which corresponds to the maximum power voltage of the emulated PVP and a load resistance 25 Ω (this value was obtained in the converter design phase and was kept constant in the rest of the experiments presented in this section). Figure 20 shows the current behavior of the inductor $i_L$ (signal in green color) of the BCE; furthermore, the same signal is illustrated using simulation (blue line). On the other hand, Figure 21 shows the behavior of the BCE output voltage signal $V_{out}$ (green line) and the signal obtained in simulation (blue line).

4.2. Boost Converter Emulator

Figure 18. I-V curve of the photovoltaic panel emulator (PVPE).

Figure 19. P-V curve of the PVPE.

Figure 20. Current response from the boost converter emulator (BCE).
4.3. Open Loop Photovoltaic System Emulator

Once the PVSE shown in the Figure was integrated, its behavior in open loop was tested with a step input of 50% in the duty cycle. Figure 22 shows the behavior of the voltage supplied to the load connected to the BCE output.

Figure 22. Voltage at the BCE output in open loop in the PVSE.

This response is essentially the response of the PVSE, so at this point the error obtained was calculated when comparing the results of the software simulation with the hardware simulation. Figure 23 shows the results obtained for the PVSE output absolute error.

Figure 23. PVSE output absolute error.

To calculate the absolute error, 1001 samples were taken every 10 μs during the entire interval of the system response, presented in Figure 22. On the other hand, Figure 24 shows the relative error calculated for these same samples, expressed as a percentage. In Table 4, a summary of the results obtained for both errors is presented.
Table 4. Summary of the errors obtained.

<table>
<thead>
<tr>
<th></th>
<th>Absolute Error (V)</th>
<th>Percent Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum Value</td>
<td>4.6043</td>
<td>100</td>
</tr>
<tr>
<td>Minimum Value</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Mean Value</td>
<td>1.0930</td>
<td>2.0478</td>
</tr>
</tbody>
</table>

4.4. Maximum Power Point Tracking Controller Emulator

The control algorithm for the MPPT has two important parameters, the perturbance time and the variation in the duty cycle that generates said perturbance. In the experiment, values of 50 ms and 1% were defined for these parameters. Figure 25 shows the response of the power generated by the PVPE, the behavior of the PVPE is shown in green and the behavior obtained by simulation in blue, the power of the PVPE reaches its maximum value in 2.15 s and presents variations of approximately 1.17%, regarding the maximum when it is in a steady state, these variations are a characteristic of the algorithm for the MPPT used. On the other hand, Figure 26 shows the voltage response in the load $V_{out}(t)$, the PVSE response is shown in green and the simulated behavior in blue; this variable reaches its maximum value in 2.15 s and presents variations of approximately 0.62% in a steady stable. Finally, Figures 27 and 28 show the current and voltage responses of the PVPE, these variables reach the steady state in 2.2 and 2.1 s, and present variations of approximately 3.45 and 4.26% regarding the maximum value.
Figure 25. Response of the PVPE power with the MPPT controller emulator.

Figure 26. Voltage response of the converter with the MPPT controller emulator.

Figure 27. PVPE current response with the MPPT controller emulator.

Figure 28. PVPE voltage response with the MPPT controller emulator.

4.5. PI Classic Controller Emulator

For the PI CSE experiment, a sampling period of 10 ms was set up (configured), a proportional gain of 0.006, an integral gain of 0.03 and a set point of 98.5 V. A small value selected in the proportional gain reduces the variations at the output while a moderate value in the integral gain results in a settling time similar to that observed with the P&O controller, allowing a comparison between these two responses, the one obtained with the P&O controller and the one obtained with the PI controller. Finally, the given value at the set point is equal to twice the maximum power voltage of the emulated PVP, this allows comparing the controlled response with that obtained in open loop with a duty cycle of 50% since they reach similar steady state values. Figure 29 shows the voltage response in the load $V_{out}(t)$ using the PI CSE, the response of the PVSE is illustrated in green and the response obtained with simulation in blue. Considering a criterion of 2% of the final value, the converter voltage has a settling time of 1.36 s and does not present significant variations in steady state.
Figure 29. PVPE voltage response with PI CSE.

Figure 30 shows the response of the power delivered by the PVPE with the PVSE operating with the PI CSE. The PVSE response is illustrated in green while the response obtained by simulation is shown in blue. Considering the criterion of 2% of the final value, this variable has a settling time of 1.68 s with insignificant variations in steady state, however, the value that this variable takes is not controlled. This algorithm has the purpose of establishing a voltage value at the output of the BCE and there is no control over the power extracted from the PVPE, this aspect has disadvantages because by not having control over the power if the load demands more power than the PVPE can supply, the duty cycle at the BCE’s output will increase uncontrollably, leading the BCE to operate at a point very far from the one it was designed for, therefore causing instability in the system. Finally, in Figures 31 and 32 the responses of the PVPE current and voltage are presented. These variables present settling times of 1.79 and 1.03 s, respectively.

Figure 30. PVPE power response with PI CSE.

Figure 31. PVPE current response with PI CSE.
The HIL system developed in this study simulates the PVS with integration times of 10 µs, this timing, although turning out to be longer compared to the studies developed in commercial platforms, is similar to the results obtained in research reported in the literature; [32] obtains simulation periods between 1.1 and 19.9 ms, [43] reports periods of 20 µs, the platform developed by [46] presents periods of 5 µs, in the study by [44] results for this 10 µs variable are reported, [47] reports periods between 200 ns and 2 µs, in [42] a period of 1 ms is used and finally [40,41] report periods of 50 µs. On the other hand, if the response of the PVSE presented in Figure 22 is analyzed as a first order system, it would have a time constant of approximately 990 microseconds, which means that with the integration time of the PVS around 99 values are calculated for the output for each time constant, allowing to emulate a continuous signal. The proposed investigation was developed using generic software, obtaining integration times similar to dedicated platforms, but at a lower cost.

The HIL platform of the PVPE allows the generation of different I-V curves for PVPs by manipulating the values of the desired power in real time, giving the user the option to check the behavior of the controllers reproducing diverse climatic changes, offering advantages in the experimental stage compared to real systems, in which the climatic conditions cannot be manipulated, or in proposals where the I-V curve emulated by the platform is unique [45]. The proposed HIL platform is programmed in an environment with high-level graphic language that allows researchers and educators to reproduce and reconfigure the proposed emulator in a faster and easier way compared to methodologies that propose the use of multiple software, for example [42] that proposes the use of VHDL as a programming language.

Concerning the accuracy of the system, when comparing the results obtained with the software simulation, the emulator presented a mean absolute error of 1.0930 V and a mean percent error of −2.0478%. These values tend to be large in the samples taken at the start of the converter output voltage response. The period in which the error obtained is greater corresponds to the time in which the output takes small values, close to zero at the beginning of this period, so that, although the error is significant for that section of the response, this does not imply a higher variation. Taking this into account, the result obtained when reproducing the behavior of the PVS is satisfactory.

The system, in conjunction with the PI controller presents a settling time of 1.36 s without variations in the steady state in its response. The P&O controller on the other hand generates a settling time of 2.15 s with variations of approximately 0.62% in steady state, these variations are inherent in the algorithm used and the parameters with which the controller was configured. When comparing the results obtained through software simulation with those obtained from the implementation of the controllers, it is concluded that the PVSE is useful as a tool in the process of evaluation and validation of control systems.

With the platform at the level of development that is presented in this study, its correct operation depends largely on the balance between the power of the PVP and that of the load being kept constant, being the power demanded by the load at all times less than the PVP. To counteract this disadvantage,
as a future investigation, a battery bank and interconnection with the AC main grid will be integrated into the system, both elements emulated in HIL, in addition to an embedded global energy management system for the control of the complete system. Furthermore, for future investigation, comparison of the HIL models presented with their corresponding experimental prototypes is being contemplated.
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