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Featured Application: The proposed automatic depression detection method aims at: (1) supporting clinical diagnosis with objective and quantitative measurements and (2) providing a quick, effective, and economic self depressive assessment.

Abstract: Depression is a global mental health problem, the worst cases of which can lead to self-injury or suicide. An automatic depression detection system is of great help in facilitating clinical diagnosis and early intervention of depression. In this work, we propose a new automatic depression detection method utilizing speech signals and linguistic content from patient interviews. Specifically, the proposed method consists of three components, which include a Bidirectional Long Short-Term Memory (BiLSTM) network with an attention layer to deal with linguistic content, a One-Dimensional Convolutional Neural Network (1D CNN) to deal with speech signals, and a fully connected network integrating the outputs of the previous two models to assess the depressive state. Evaluated on two publicly available datasets, our method achieves state-of-the-art performance compared with the existing methods. In addition, our method utilizes audio and text features simultaneously. Therefore, it can get rid of the misleading information provided by the patients. As a conclusion, our method can automatically evaluate the depression state and does not require an expert to conduct the psychological evaluation on site. Our method greatly improves the detection accuracy, as well as the efficiency.
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1. Introduction

Depression is a global mental disease, whose key features include disruption in emotion experience, communication, and self regulation [1]. More than 264 million people in the world are suffering from depression. In the worst cases, depression can lead to self-harm or even suicide activities. According to the World Health Organization (WHO) reports, about 800,000 people die from severe depression every year [2]. Previous studies have suggested that intervening in the early episode of depression may be crucial to halting the development of depression symptoms [3]. However, early intervention of the disease may be difficult under certain circumstances. Firstly, traditional treatments for depression such as psychotherapy or pharmacological are timely, costly, and sometimes ineffective [4]. For individuals with financial difficulties, the cost of diagnosis and treatment is a heavy burden, which makes patients unwilling to consult a doctor. Secondly, physicians usually assess the severity of depression based on clinical interviews, rating scales, and self-assessments [5]. However, fearing public stigma and other negative consequences brought by the diagnosis, patients sometimes hide their true conditions from
psychologists intentionally [6]. Public stigma includes prejudice, stereotypical beliefs, and discriminatory behaviors towards the depressed person [7], which are the major factors inhibiting individuals with depressive symptoms from seeking help [8,9]. As a result, psychologists cannot even correctly assess the severity of depression, let alone make effective interventions. In view of these, an efficient automatic depression detection system becomes a necessity, which can help potential patients assess their conditions privately and enhance their willingness to ask for psychologists’ help. In addition, an effective automatic depression detection system provides great help to psychologists in the process of diagnosis, especially when the patients are intentionally misleading. Therefore, early intervention can be achieved by providing an objective depression detection system to both mental health professionals and patients [10].

Studies have shown that both nonverbal and verbal behaviors are affected by depression, including facial expressions [11], prosody [1,12–14], syntax [15], and semantics [16]. Motivated by these theories and studies, an automatic depression detection system analogizes clinical diagnosis in which verbal representations, facial expressions, and vocal characteristics are analyzed. Currently, approaches to automatic depression detection often utilize information from multiple sources, such as audio, videos, and text extracted from responses [17–20].

The process of automatic depression detection consists of two steps. In the first step, response audio and/or videos are collected from the participants that are asked a set of questions. Sometimes, text content is also extracted from the audio and videos to improve diagnostic accuracy. In the second step, depression severity is automatically analyzed and assessed using algorithms based on the collected information, which includes voice features, reply content, etc.

Although researchers have made some progress in improving diagnostic accuracy, great difficulties still exist in practice. First of all, videos of clinical interviews may not be available due to the privacy problem. Secondly, patients may incorrectly report their mental states unconsciously or intentionally, which can mislead the diagnosis. Thirdly, how to extract and fuse representative features from different sources needs more investigation. Therefore, automatic depression detection remains a challenging task for researchers in this field.

In this work, we investigate the problem of automatic depression detection and introduce an automatic depression detection method based on the BiLSTM and 1D CNN models to predict the presence of depression, as well as to assess the severity of depressive symptoms. Evaluated on two publicly available datasets, namely the Distress Analysis Interview Corpus Wizard-of-Oz (DAIC-WoZ) dataset and the Audio-Visual Depressive Language Corpus (AViD-Corpus) dataset, our method achieves a high performance in the tasks of depression detection and depression severity assessment.

Based on the proposed method, our long-term goals include: (1) providing a quick, effective, and economic self depressive assessment and (2) supporting the clinical diagnosis with objective and quantitative measurements.

2. Related Work

Automatic depression detection did not attract much attention until 2009 [21]. Cohn et al. [21] extracted manual Facial Action Coding System (FACS) features, Active Appearance Modeling (AAM), and pitches to measure facial and vocal expression. They used simple classifiers (i.e., SVM and logistic regression) to assess depression severity and reached a high accuracy. Since then, automatic depression detection based on machine learning techniques has aroused increasing interest from researchers [11,22–26].

In general, methods of automatic depression detection first extract different types of features from interview audio/videos of patients who are asked a set of carefully crafted questions from different topics. Then, models are trained using the extracted features to predict the presence of depression or to assess the severity of depression for the patients.
Early studies of automatic depression detection devoted great efforts to extracting effective features from closely correlated questions designed for interviews. In [27], Arroll et al. demonstrated that some key questions (e.g., “Do you need help?”) can improve diagnostic accuracy. Yang et al. [28] conducted content analysis of transcripts to manually select depression related questions. They constructed a decision tree based on the selected questions to predict the patients’ depressive conditions. Similarly, Sun et al. [29] analyzed the interview transcripts of participants and extracted text features from the questions related to certain topics (e.g., sleep quality, introversion, parents, etc.). They used random forest to detect depression tendency. Gong and Poellabauer [30] performed context-aware analysis with topic modeling to preserve important temporal details in long interviews. Utilizing the Gaussian staircase regressor, Williamson et al. [17] achieved a good performance by analyzing the semantic context to obtain coarse depressive descriptors.

Inspired by the emerging deep learning techniques, Mendels et al. [31] proposed a single hybrid deep model, which was trained jointly with the acoustic and linguistic features. They found that using deep networks to fuse features could achieve better results for deception detection. Deep learning approaches to fuse multi-modal features in depression detection appear to be particularly promising. Yang et al. [18] proposed a depression detection method based on the Deep Convolution Neural Network (DCNN) and the Deep Neural Network (DNN). They also designed a set of new video and audio descriptors to train the model. Alhanai et al. [19] used the Long Short-Term Memory (LSTM) network to assess depression tendency. They used text features and audio features that were highly correlated with depression severity. Lam et al. [32] proposed a data augmentation procedure based on topic modeling. They first labeled each participant’s transcript and audio with corresponding topics. Then, for each participant, a subset of the labeled data was extracted and combined to make a new training sample. They used a deep learning model, namely Transformer, for text feature modeling and a deep One-Dimensional Convolutional Neural Network (1D CNN) for audio feature modeling. The combination of the two models achieved state-of-the-art performance. Based on LSTM and CNN, Ma et al. [33] encoded the depression related temporal clues in the vocal modality to predict the presence of depression. To address the data imbalance issue, they performed random over-sampling on audio recordings. Haque [20] utilized a causal CNN to predict depressive symptom severity by summarizing embeddings, which captured long-term acoustic, visual, and linguistic elements. In [34], Dinkel et al. put forward a text-based multi-task BiLSTM model with pre-trained word embeddings and acquired a high performance on the Distress Analysis Interview Corpus Wizard-of-Oz (DAIC-WoZ) dataset.

**Our Motivations and Contributions**

However, current methods have their own weaknesses. To better predict depression severity, the methods proposed in [17,28–30] have to design/select a set of effective questions (e.g., questions related to sleep quality, post-traumatic stress disorder, etc.) that can better reveal patients’ conditions. These questions are closely related to psychologists’ expertise, which is not quite easy to obtain. The method in [32] categorized the queries into seven main topics referring to the Patient Health Questionnaire (PHQ-8) questions. The PHQ-8 questions refer to the 8 questions that constitute the PHQ-8 questionnaire (see supplementary material). The eight questions are designed to investigate how often in the past two weeks the patient suffered from loss of pleasure, low mood, sleep disturbance, lack of energy, eating disorders, low self-esteem, trouble concentrating, and slow movements. The features used for depression detection were extracted from patients’ responses sorted by the topics. However, in practice, patients may refuse to respond to the selected questions/topics. If any one of the selected questions/topics is not referred to during the clinical interview, these methods will not be applicable because they cannot construct a complete feature set. As a conclusion, when applied in evaluating new patients’ conditions, these methods
may fail. To avoid relying on the clinicians’ expertise and to increase the generalization capability, some methods did not adopt question/topic selection procedures [19,20,33]. Instead, they extracted features from responses to the universal questions. However, their performances are not comparable to their counterparts, which are topic related.

The above-mentioned drawbacks prompted us to propose a new effective depression detection method with a better generalization ability, a higher performance, and less dependency on expertise.

In this work, we propose a new multi-modal depression detection method. Our method utilizes audio features extracted from interview audio, as well text features extracted from patients’ responses. It exploits the powerful learning ability of 1D CNN and the bidirectional long short-term memory model with an attention layer to summarize embeddings from audio and text features, respectively. In order to be applicable to various datasets and independent of expertise, the proposed method extracts audio/text features from universal questions instead of manually selected questions/topics. To achieve a better performance, the proposed method integrates two types of embeddings using a multi-modal fusion network and obtains good performances on the two evaluated datasets.

Compared with the method described in [32] which also used deep neural networks to fuse different modalities, our framework is different in the adoption of an effective data balancing method, as well as two more powerful deep learning models. More importantly, our proposed method can be applied to various depression related datasets, while the method in [32] was designed only for topic related depression datasets.

Our major contributions are summarized as follows:

(1) We propose a deep learning-based depression detection model accepting speech signals and linguistic content. The proposed method utilizes a 1D CNN model and a BiLSTM model with an attention layer to process audio features and text features, respectively. The two types of embeddings summarized from the 1D CNN and BiLSTM models are concatenated and passed to one-layer fully connected (FC) networks, one of which predicts the presence of depression and the other the depression severity of the patients. The proposed method has no restrictions on the types of questions to be asked in an interview and thus obtains a better generalization capability. These make our method applicable in various situations.

(2) A key issue of the problem is how to design and extract representative features. Through extensive comparison experiments, we selected a set of efficient audio features and text features. The features were extracted from universal questions instead of manually selected questions/topics. This obviates the necessity of expertise in the proposed depression detection method. It should be noted that our approach uses low-level descriptors such as Mel spectrograms and sentence embeddings. Compared with prior approaches, which employed high-level descriptors such as word frequency [30,35], our method has a better discriminative power.

(3) In most depression related datasets, the number of non-depressed individuals far exceeds that of the depressed ones, the ratio of which is around 3:1 to 8:1. If audio/text samples are sampled from each individual with equal frequency, this will result in an imbalanced dataset and introduce bias into the model training process. To address the data imbalance issue, we propose a new data sampling method to increase the number of samples in the minority class, i.e., samples of the depressed individuals. The presented solution resamples transcripts and audio clips non-redundantly from the depressed class until the samples from the depressed class and the non-depressed class are balanced. The advantage of the presented sampling solution lies in that it increases the robustness of our model and improves the prediction accuracy.
3. Proposed Approach and Models

Our approach consists of a 1D CNN model and a BiLSTM model with an attention layer, which summarize the inputs from different modalities into embeddings. Instead of manually selecting and organizing features to preserve discriminative information, 1D CNN and BiLSTM with an attention layer are able to learn the important characteristics from voice descriptors and sentence inputs.

Multimodal information integration is achieved by the horizontal concatenation of embeddings. The concatenated audio/text embeddings capture short-term, as well as long-term acoustic and linguistic characteristics to distinguish the depressed patients and healthy individuals. In the end, embeddings from 1D CNN and BiLSTM models are concatenated and delivered to two one-layer FC networks, one of which outputs a label indicating the presence of depression and the other of which assesses the depression severity.

The framework of the proposed method is shown in Figure 1.

3.1. Audio Features

The commonly used voice descriptors in depression detection include the Mel Frequency Cepstrum Coefficient (MFCC), 79 COVAREP features [36] and Mel spectrograms.

Compared with MFCC and COVAREP features, Mel spectrograms produce better results in comparison experiments (see Section 6.3 for more details). Because Mel spectrograms can preserve detailed information that exhibits a better discrimination ability, it was finally adopted in our approach.

Mel spectrograms are computed by multiplying short-time Fourier transform magnitude coefficients with the corresponding Mel filters [33]. Thus, it can be regarded as a non-linear transformation of the spectrogram, which maintains high level details in sound. The relationship between the normal spectrogram and Mel spectrograms is depicted in Equation (1), where \( f \) is the frequency of the spectrogram.

\[
mel(f) = 2595 \times \log_{10}(1 + f/700)
\] (1)
A visualization example of the spectrogram and Mel spectrograms is shown in Figure 2.

![Spectrogram](image1)

(a) Spectrogram

![Mel spectrograms](image2)

(b) Mel spectrograms

Figure 2. An example of (a) spectrogram and (b) Mel spectrogram features generated from a clip of audio.

### 3.2. Text Features

Since depressive text data are few and not easy to obtain, it is hard to train word embeddings from scratch. An alternative solution is to use a pre-trained language model on the large datasets. Two popular language models, Bert and ELMo, are investigated. ELMo encodes different types of syntactic and semantic information about words-in-context [37]. Bert pre-trains deep bidirectional word representations by jointly conditioning on both left and right contexts in all layers [38]. In the feature comparison experiments, ELMo achieves the best performance among three candidate language models (see Section 6.3 for more details). Therefore, it is adopted in the proposed method. Following the recommendation in [37], the average of all three layer embeddings in ELMo is taken as the sentence representation.

### 3.3. Data Imbalance

As mentioned in the previous section, data imbalance heavily exists in the depression related datasets, which introduces non-depressed preference during classification. Therefore, the sizes of two (i.e., depressed and non-depressed) classes need to be equivalent through sampling techniques to reduce prediction bias. In addition, a larger volume of signals from an individual may emphasize some characteristics that are person specific. Therefore, it is necessary to unify the length of the responses of each individual.

In order to balance the data, the approach in [32] categorized topics in interviews and labeled each participant’s transcript and audio data with corresponding topics. Then, a subset of the labeled data was extracted and combined into a new training sample. This operation was done on both depressed and non-depressed participants to achieve a balanced dataset. The method in [33] performed random over-sampling on audio recordings to address the data imbalance issue. However, the topic modeling method is not applicable in our approach because we do not categorize questions by topics, and the random over-sampling is only feasible for the audio data, not the text data.

Therefore, we propose a new data resampling method to balance the training samples from two classes.

For the audio features, the recordings of participants are cropped into a number of slices. Audio slices of depressed samples are resampled without redundancy until their number is equivalent to that of non-depressed ones.

For the text features, every 10 responses of a participant are grouped together. Similar to audio sampling, text samples are randomly selected from different groups of depressed patients’ responses. The process is repeated until the numbers of text samples in the two classes are equivalent. In this way,
a balanced training set can be constructed. For example, a new balanced dataset consisting of 77 depressed samples and 77 non-depressed samples is constructed from the DAIC-WoZ dataset.

3.4. One-Dimensional Convolutional Neural Network

A convolutional layer in CNN convolves over the width and the height in two dimensions. However, it is not applicable when the inputs are Mel spectrograms, of which the width and the height represent the time and the frequency, respectively. Compared with two-dimensional convolution, one-dimensional convolution is more suitable when dealing with Mel spectrograms in the depression detection problem. In the proposed model, convolution over the frequency axis is used. This allows the model to generate features that capture a short-term temporal correlation. In other words, 1D convolution over the frequency axis aims to acquire the persistence of characteristics in Mel spectrograms.

Specifically, 1D convolution sets the filter size to one along the axis other than the convolution axis. For instance, if 1D convolution is along the frequency axis of Mel spectrograms, the filter size should be set to \((1, k)\), where \(k\) is the kernel size along the frequency axis.

The detailed configuration of the 1D CNN model used in the experiments is shown in Table 1. The “Out features” of FC1, FC2, and FC3 in Table 1 represents the number of nodes in the fully connected layers FC1, FC2, and FC3.

<table>
<thead>
<tr>
<th>Layer Name</th>
<th>Parameter Settings (Classification/Regression)</th>
<th>Activation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conv1</td>
<td>Kernel: ([1, 7]) Stride: 1 Filter size: 32</td>
<td>ReLU</td>
</tr>
<tr>
<td>Max-pool1</td>
<td>Kernel: ([4, 3]) Stride: ([1, 3])</td>
<td></td>
</tr>
<tr>
<td>Conv2</td>
<td>Kernel: ([1, 7]) Stride: (1/2) Filter size: 32</td>
<td>ReLU</td>
</tr>
<tr>
<td>Max-pool2</td>
<td>Kernel: ([1, 3]) Stride: ([1, 3])</td>
<td></td>
</tr>
<tr>
<td>FC1</td>
<td>Out features: 128 ReLU</td>
<td></td>
</tr>
<tr>
<td>FC2</td>
<td>Out features: 128 ReLU</td>
<td></td>
</tr>
<tr>
<td>dropout</td>
<td>0.5</td>
<td></td>
</tr>
<tr>
<td>FC3</td>
<td>Out features: (2/1) Softmax/Linear</td>
<td></td>
</tr>
</tbody>
</table>

The proposed 1D CNN model consists of two 1D convolutional layers, two pooling layers, and a three-layer FC network. The final activation function and the kernel stride in the second convolutional layer vary depending on different evaluation tasks. For the depression severity assessment task (regression), the linear activation function and a kernel stride of two are used. For the depression prediction task (classification), softmax and a kernel stride of one are used.

3.5. Bidirectional Long Short-Term Memory with Attention

The Recurrent Neural Network (RNN) was designed for processing sequence data. The strength of RNN lies in its ability to discover time relevance and logical characteristics by passing the output to the hidden layer again. As a variant of RNN, LSTM adopts the gate mechanism to solve the problem of the
vanishing gradient caused by the long-term dependency. BiLSTM enables the model to learn not only from the past time steps, but also from the future time steps. Since we wish to extract the characteristics of response sequences in the interview, we utilized BiLSTM and additionally adopted an attention layer to emphasize which sentence contributes most to the depression detection problem.

Attention is defined in Equation (2), where $X$ is the input sentence embeddings with size $(\text{seq}_\text{lens}, \text{embed}_\text{dim})$, $O$ is the output of BiLSTM and is of size $(\text{seq}_\text{s_len}, \text{hidden} \times \text{layers})$, hidden and layers are the hyperparameters of BiLSTM, $O_f$ and $O_b$ are the forward and backward outputs of BiLSTM, respectively, $O$ is the concatenation of $O_f$ and $O_b$, $O$ is the sum of $O_f$ and $O_b$ and is of size $\text{seq}_\text{lens} \times \text{hidden}$, $w$ is the weight vector of length $\text{hidden}$ and is generated from a fully connected layer, $W$ and $b$ are the parameters of the fully connected layer, $c$ is the weighted context, and $y$ is the final output with attention.

$$\begin{align*}
\emptyset, H &= \text{BiLSTM}(X) \\
\emptyset &= [O_f, O_b] \\
O &= O_f + O_b \\
w &= W \times O + b \\
c &= \text{tanh}(O) \times w \\
y &= O \times c
\end{align*}$$

Equation (2) defines a simple per-sequence attention mechanism.

The detailed configuration of the proposed BiLSTM model with an attention layer is summarized in Table 2. The “Out features” of FC1 and FC2 in Table 2 represent the number of nodes in the fully connected layers FC1 and FC2. The model consists of two BiLSTM layers, followed by an attention layer to calculate the weighted representations. The output of the attention layer is fed into a two-layer FC network to produce a prediction of whether the participant is depressive or the severity of depression.

**Table 2.** Parameter settings of the BiLSTM model with an attention layer.

<table>
<thead>
<tr>
<th>Layer Name</th>
<th>Parameter Settings</th>
</tr>
</thead>
<tbody>
<tr>
<td>BiLSTM</td>
<td>Hidden: 128</td>
</tr>
<tr>
<td></td>
<td>Layers: 2</td>
</tr>
<tr>
<td></td>
<td>Dropout: 0.5</td>
</tr>
<tr>
<td>Attention</td>
<td>Dropout: 0.5</td>
</tr>
<tr>
<td>FC1</td>
<td>Out features: 128</td>
</tr>
<tr>
<td></td>
<td>Activation: ReLU</td>
</tr>
<tr>
<td></td>
<td>Dropout: 0.5</td>
</tr>
<tr>
<td>FC2</td>
<td>Out features: 128</td>
</tr>
<tr>
<td></td>
<td>activation: ReLU</td>
</tr>
</tbody>
</table>

### 3.6. Multi-Modal Fusion

To integrate different types of information extracted from audio and text content, embeddings generated from the last layer of both the BiLSTM model and the 1D CNN model are concatenated.
horizontally. The concatenated embeddings are then passed to a one-layer FC network, which serves as a merge node. The concatenation of two types of embeddings is defined in Equation (3).

\[
a = \text{BiLSTM}(X_{\text{embedds}}) \\
b = \text{CNN}_{1D}(X_{\text{spec}}) \\
x_{\text{fuse}} = [a_1, a_2, \ldots, b_1, b_2, \ldots]
\] (3)

In the depression detection problem, there are two modalities, i.e., audio and text embeddings, that actually contribute to the final prediction. The loss function is able to measure the contributions of the two modalities separately. Similar to [32], we opted to derive a loss function that updates the parameters based on the contributions of different modalities during the back propagation process. The derived loss function is defined in Equation (4), where \(M\) is the number of modalities (\(M = 2\) in this paper), \(\ell\) is the criterion measuring the difference between the prediction and the ground-truth, \(x_m\) is the output features of the \(m\)-th modality, \(\omega_m\) is the weight of the FC network with respect to the \(m\)-th modality, and \(y\) is the ground-truth.

\[
\mathcal{L} = \sum_{m=1}^{M} \ell(x_m, \omega_m, y)
\] (4)

In particular, \(\ell\) varies depending on the evaluation tasks. In the task of classifying depressed patients, Huber loss is utilized. As defined in Equation (5), Huber loss is a smooth L1 loss with great robustness to the outliers. It is a trade-off between the mean squared error and mean absolute error.

In the task of depression severity assessment, cross entropy loss, as defined in Equation (6), is chosen to be the criterion function.

\[
\ell_{\text{huber}} = \begin{cases} 
0.5(x - y)^2 & |x - y| < 1 \\
|x - y| - 0.5 & \text{otherwise}
\end{cases}
\] (5)

\[
\ell_{\text{ce}} = -\frac{1}{n} \sum_{x} [y \cdot \log x + (1 - y) \cdot (1 - x)]
\] (6)

3.7. Overall Pipeline

3.7.1. Training Phase

Denote \(M_{\text{cnn}}, M_{\text{lstm}},\) and \(M_{\text{fuse}}\) as the trained 1D CNN model, the BiLSTM model with an attention layer, and the multi-modal fusion network, respectively. Given the recordings and transcripts of a participant in the training set (as shown in Figure 1), the recordings are first cropped into audio slices of a certain length. Mel spectrograms are then derived from the selected audio slices. For interview transcripts, the responses of the participant are extracted and encoded into a sentence embedding matrix. Each row of the matrix represents a sentence embedding of a response. If the participant belongs to the depressed class, resampling will be performed on both audio slices, and responses using these methods are illustrated in Section 3.3 to balance the numbers of depressed samples and non-depressed samples. Mel spectrograms and the sentence embedding matrix are fed into a 1D CNN model and a BiLSTM model with an attention layer separately.

After training the 1D CNN and BiLSTM models, the last layer of \(M_{\text{cnn}}\) and \(M_{\text{lstm}}\) are concatenated to an FC network. The training process is repeated on the FC network, while the parameters of \(M_{\text{cnn}}\) and \(M_{\text{lstm}}\) are frozen. Finally, we obtain a multi-modal fusion network \(M_{\text{fuse}}\).

3.7.2. Test Phase

Given the recordings and transcripts of a new participant, the feature extraction process is similar to that in the training phase. The only difference lies in that resampling is not performed on the test set.
The extracted Mel spectrograms and the sentence embedding matrix are fed into $M_{\text{fuse}}$, which can either predict the presence of depression or assess the depression severity.

4. Dataset

4.1. Depression Datasets

There exist several datasets designed for the depression detection task [1,39–44]. Among these datasets, the most popular ones are the DAIC-WoZ and Audio-Visual Depressive Language Corpus (AViD-Corpus) datasets, because they are the only two publicly available datasets.

The DAIC-WoZ dataset contains clinical interviews designed to support the diagnosis of psychological distress conditions [39]. DAIC-WoZ involves recordings and transcriptions of 142 participants that went through clinical interviews with a computer agent. For each participant, DAIC-WoZ provides a Patient Health Questionnaire (PHQ-8) [45] score, which indicates the depression severity. In addition, a binary label of the PHQ-8 score is also provided to represent the presence of depression. A score greater than or equal to 10 indicates that the participant is suffering from depression. The DAIC-WoZ dataset is split into a training set (107 participants; 30 are depressed, and 77 are non-depressed), a development set (35 participants; 12 are depressed, and 23 are non-depressed), and a test set according to [39,46]. Labels in the training set and the development set are publicly available, while those in the test set were not given by the authors.

The second dataset is AViD-Corpus [40,47]. In AViD-Corpus, eighty-four participants were required to answer a series of queries (free-form part) in a human-computer interaction. In addition, they were requested to recite an excerpt of a fable (north wind part). The training, validation, and test sets were split according to [47], and the corresponding labels were all available. For AViD-Corpus, the model was trained on the training set and evaluated on the test set. Participants were labeled with Beck Depression Index-II (BDI-II) [48] scores. BDI-II is a self-reported 21 multiple choice depression inventory, whose scores range from 0–63. If the BDI-II score of a participant is over 29, this indicates the presence of depression.

4.2. Evaluation Task

There are two tasks when evaluating automatic depression detection methods, which include: (1) the severity of depression indicated by the PHQ-8 score or the BDI-II score; (2) the presence of depression. In the first task, a regression model was learned and used to predict the depression severity score of the patient. In the second task, a classification model was trained to predict whether the patient was depressed or not.

The DAIC-WoZ dataset provides audio recordings, videos, and transcripts of clinical interviews. Depression severity in DAIC-WoZ is measured by the PHQ-8 score. With the PHQ-8 score equal to or larger than 10, an individual is regarded to have depression symptoms. Taking the privacy problem and practical accessibility into consideration, the video data in this dataset were not utilized. For the DAIC-WoZ dataset, the model was trained on the training set and evaluated on the validation set.

AViD-Corpus provides audio recordings and video data, but no transcripts. For the same reason mentioned above, the video data were not utilized. BDI-II score is the depressive state measurement used in AViD-Corpus. A BDI-II score equal to or larger than 29 indicates that the patient is suffering from depression. The 1D CNN model for dealing with audio features was trained on the training set and evaluated on the test set.
5. Experiments

Evaluation experiments were performed on 2 datasets, namely DAIC-WoZ and AViD-Corpus, respectively.

First, a classification model predicting the presence of depression was trained using the training set of DAIC-WoZ. The trained model was evaluated on the validation set instead of the test set because the labels for the test set were not available. In the same way, a regression model predicting the severity of depression symptoms was trained and evaluated on the validation set of DAIC-WoZ.

Second, a regression model that assesses the depression severity was trained using the training set of AViD-Corpus. The classification model was not trained because AViD-Corpus does not provide binary labels. Because the transcripts of participants’ responses were not available in AViD-Corpus, only audio features were extracted to train the 1D CNN model.

Third, comparison experiments for audio/text feature selection were conducted on the DAIC-WoZ dataset. The results of these experiments revealed the effectiveness of different audio/text features in depression detection.

In addition, validation experiments for the proposed data resampling method were performed on the DAIC-WoZ dataset.

The above models and experiments were implemented and conducted using Pytorch.

5.1. Data Processing

5.1.1. Audio Features

For the DAIC-WoZ dataset, the voice of each participant was first segmented from the whole recording, following the timestamps documented in the transcripts. The durations of segmented recordings ranged from 5 to 25 min. To avoid introducing some person specific characteristics, the lengths of segmented recordings were unified by cropping recordings into slices of a certain length. The length of slices was expected to be neither too long, nor too short. It should be long enough to extract subtle speech characteristics displayed by depressed individuals and short enough to ensure that the 1D CNN model is trainable. In order to discover the proper length, an audio length comparison experiment was conducted. Inspired by the exploratory trial in [49], the length of the audio clips was set to 4, 10, 15, 20, and 25 s in the experiment. The results indicate that the 1D CNN model with 15 s audio slices shows the best performance, for which the precision and recall are 0.77 and 0.83, respectively. Therefore, the segmented recordings of each participant were cropped into a number of 15 second slices.

Resampling was performed on each audio of depressed samples until the number of depressed samples was equivalent to that of the non-depressed ones. Audio slices were converted to Mel spectrograms with 80 Mel filters. After that, a min-max normalization was conducted on all of the Mel spectrograms.

Considering the question-answer nature of depression detection, the free-form part of AViD-Corpus was utilized. First, the silent part at the beginning and the end of each recording was removed. Next, the processed recordings were split into 15 second slices. The recordings in AViD-Corpus range from 6 s to 4 min. However, our method requires 15 second audio slices for audio feature extraction. Therefore, for recordings less than 15 s, silent audio segments were padded to extend the audio lengths to 15 s. The way of padding the original recording with the silent audio segment was to concatenate the original recording array with a silent segment array. The values in the silent segment array are all 0.001, and the length of the silent segment array is \( sr \cdot (15 - l_{rec}) \), where \( sr \) is the sample rate and \( l_{rec} \) is the length of the original recording array. The rest of the feature extracted procedure was the same as the procedure for the DAIC-WoZ dataset.
It should be noted that resampling was only performed on the training set for the depression datasets.

5.1.2. Text Features

The transcripts in the DAIC-WoZ dataset contain depressive text data. For one query (e.g., “What’s one of your most memorable experiences”), participants may have more than one response (e.g., “uh my experiences i would say in um” and “europe visiting moreso i’ve also visited”). Every response of a participant was extracted and preprocessed. An example of the preprocessing is removing insignificant meta information (such as [scrubbed_entry], which represents the removal of identifying information). Responses to the same question were concatenated to a long sentence, which was then encoded as the average of all three layer embeddings of ELMo. A response matrix of \(N \times 1024\) was obtained per participant, where \(N\) is the number of queries. To solve the data imbalance problem, the response matrix was divided into \(m\) matrices of \(10 \times 1024\) in size, where \(m\) is an integer of \(N\) divided by 10. Resampling was performed on the depressed individuals evenly until the numbers of samples in the two classes were equivalent.

5.2. Experiment 1: Performance Evaluation on the DAIC-WoZ Dataset

After extracting audio features and text features from the DAIC-WoZ dataset, the 1D CNN model and the BiLSTM model with an attention layer were trained separately. We connected the output layers of the two models to an FC layer, which served as a multi-modal fusion network. During the training process, the 128-dimensional embeddings generated by the BiLSTM and 1D CNN models were concatenated horizontally to produce 256-dimensional embeddings, which were then passed to the multi-modal fusion network. The multi-modal network was used to detect the depressive state of participants, including predicting PHQ-8 scores or binary labels indicating the presence of depression.

The 1D CNN model was trained with the Adadelta optimizer with a default learning rate equal to 1 and the batch size equal to 4 for 30 epochs. The BiLSTM model with an attention layer was trained with the Adam optimizer with the learning rate equal to \(1 \times 10^{-4}\) and the batch size equal to 8 for 100 epochs. For the multi-modal network, the derived loss function was adopted, and the optimizer was Adam with the learning rate equal to \(1 \times 10^{-4}\) and the batch size equal to 2. It should be noted that during the training process of the multi-modal network, only the parameters of 256 neurons were updated.

To compare with other methods, performances were evaluated on the development set. For the classification task, F1 score, recall, and precision values are reported. For the regression task, the Mean Absolute Error (MAE) and Root Mean Squared Error (RMSE) were compared.

5.3. Experiment 2: Performance Evaluation on the AViD-Corpus Dataset

In this experiment, the performance of our method was further evaluated on the AViD-Corpus dataset. The audio features were extracted from AViD-Corpus. The training set was used for training the 1D CNN model, and the test set was used for evaluating the performance. The 1D CNN model was trained with the Huber loss and Adam optimizer with the learning rate equal to \(1 \times 10^{-3}\) and the batch size equal to 2. The performance on the test set is reported based on the MAE and RMSE.

5.4. Experiment 3: Audio/Text Feature Comparison Experiment

Extended experiments were performed to identify optimal audio/text features for depression detection.

For audio features, we compared the prediction accuracy using the audio features of MFCC, 79 COVAREP features, and Mel spectrograms generated from the DAIC-WoZ dataset. The feature extraction procedure of MFCC was the same as for the Mel spectrograms, with a window length of 0.25 s
and a window step of 0.1 s. As for the COVAREP features, the higher order statistics of the mean, maximum, and minimum were extracted per 0.1 s, resulting in a feature matrix of $150 \times 237$. The classification model of 1D CNN was trained with different audio descriptors to find the optimal audio feature.

For text features, two pre-trained language models, i.e., Bert and ELMo, were compared. Concatenated sentences were encoded with different language models. Two Bert models, uncased Bert-Large with 24 layers, 1024 hidden, and uncased Bert-Base with 12 layers, 768 hidden, were tested in this experiment. The BiLSTM model with an attention layer was trained as a classification model to determine the optimal text feature.

### 5.5. Experiment 4: Effectiveness Evaluation of the Proposed Data Resampling Method

Additional validation experiments were conducted to verify the effectiveness of the proposed data resampling method for addressing the data imbalance issue. In this experiment, the 1D CNN model and the BiLSTM with an attention layer model were trained as classification models using the balanced training set and the unbalanced training set, respectively. The performances were further evaluated on the DAIC-WoZ dataset.

First, two audio feature sets, namely a balanced audio training set and an unbalanced audio training set, were constructed for the proposed 1D CNN model. The balanced audio training set consisted of Mel spectrograms extracted from the resampled audio clips, while the unbalanced audio training set contained Mel spectrograms extracted from audio clips without resampling. For example, the unbalanced audio training set consisted of 30 Mel spectrograms from the depressed class and 77 Mel spectrogram from the non-depressed class. As a comparison, the balanced audio training set contained 77 Mel spectrograms from the depressed class and 77 Mel spectrograms from the non-depressed class. Similarly, an unbalanced text training set and a balanced text training set consisting of ELMo embeddings were constructed for the BiLSTM with an attention layer model. Next, the 1D CNN model and the BiLSTM with an attention layer model were trained using the corresponding balanced and unbalanced audio/text training sets. Finally, the performances of four trained models evaluated on the development set are summarized and compared.

### 6. Results

The results of the four experiments are shown in Tables 3–6, respectively. The results of the comparative methods evaluated on the DAIC-WoZ dataset are also listed in Table 3.

#### 6.1. Results of Experiment 1

In the first experiment, the performance of our method was compared with other methods on the DAIC-WoZ dataset. Because different methods adopt different types of features, we compared the proposed 1D CNN model with six other methods that only accept audio features. Similarly, we compared the proposed BiLSTM model with five methods that only accept text features. In addition, we compared our method with two traditional classifiers, namely SVM and decision tree. In the end, the performance of our proposed multi-model fusion network was compared with two methods that also accept both audio and text features. It should be noted that the data sampling method was only used to increase the size of the training samples in the minority class. Therefore, the different data sampling methods did not directly affect the performance of the methods to be compared. Besides, the data sampling step was only performed on the training set, not on the development set. During the evaluation, none of the methods performed any data sampling.

From Table 3, it can be seen that, for the methods utilizing only one type of features, the methods based on the text features perform better than those based on the audio features in the both depression classification task and depression severity assessment task. Compared with the methods adopting only
audio features, the proposed 1D CNN model yields the highest performance with an F1 score of 0.81 and an MAE of 4.25. Compared with the proposed 1D CNN model, the proposed BiLSTM model with an attention layer based on text features performs even better, with its F1 score equal to 0.83 and the MAE value equal to 3.88. Compared with other methods adopting only text features, the proposed BiLSTM model achieves the second best performance in the classification task, which is merely 0.01 worse than the best method in the F1 score and 0.58/0.98 worse in the MAE/RMSE values.

### Table 3. Results of the experiments on the Distress Analysis Interview Corpus Wizard-of-Oz (DAIC-WoZ) dataset.

<table>
<thead>
<tr>
<th>Features</th>
<th>Models</th>
<th>Classification</th>
<th>Regression</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>F1 Score</td>
<td>Recall</td>
</tr>
<tr>
<td>Audio</td>
<td>CNN-Augm [32]</td>
<td>0.67</td>
<td>0.58</td>
</tr>
<tr>
<td></td>
<td>Williamson et al. [17]</td>
<td>0.50</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Ma et al. [33]</td>
<td>0.52</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>Alhanai et al. [19]</td>
<td>0.63</td>
<td>0.56</td>
</tr>
<tr>
<td></td>
<td>Yang et al. [50]</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Haque et al. [20]</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>SVM</td>
<td>0.40</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td>Decision Tree</td>
<td>0.57</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td>Proposed 1D CNN model</td>
<td><strong>0.81</strong></td>
<td><strong>0.92</strong></td>
</tr>
<tr>
<td>Text</td>
<td>Trf-Augm [32]</td>
<td>0.78</td>
<td>0.75</td>
</tr>
<tr>
<td></td>
<td>Haque et al. [20]</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Alhanai et al. [19]</td>
<td>0.67</td>
<td>0.80</td>
</tr>
<tr>
<td></td>
<td>Sun et al. [29]</td>
<td>0.55</td>
<td>0.89</td>
</tr>
<tr>
<td></td>
<td>Williamson et al. [17]</td>
<td>0.84</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>SVM</td>
<td>0.53</td>
<td>0.42</td>
</tr>
<tr>
<td></td>
<td>Decision Tree</td>
<td>0.50</td>
<td>0.67</td>
</tr>
<tr>
<td></td>
<td>Proposed BiLSTM model</td>
<td><strong>0.83</strong></td>
<td>0.83</td>
</tr>
<tr>
<td>Audio &amp; Text</td>
<td>Alhanai et al. [19]</td>
<td>0.77</td>
<td>0.83</td>
</tr>
<tr>
<td></td>
<td>Trf+CNN-Augm [32]</td>
<td><strong>0.87</strong></td>
<td>0.83</td>
</tr>
<tr>
<td></td>
<td>Proposed multi-modal fusion network</td>
<td><strong>0.85</strong></td>
<td><strong>0.92</strong></td>
</tr>
</tbody>
</table>

Compared with the two proposed models that accept single modalities, the proposed multi-modal fusion method produces better results in both the classification and regression task (with an F1 score equal to 0.85 and an MAE equal to 3.75), which indicates that more information leads to better prediction performance. Compared with the other two methods, our method achieves the second best performance with merely 0.02 worse on the F1 score. However, our method has the best score for the recall metric, which is 0.92 and is much higher than other methods, for which the score of the recall metric is 0.83. This indicates that our method can find much more depressed patients than its counterparts with a comparative accuracy.

### 6.2. Results of Experiment 2

The results of the second experiment are compared with the baseline results in [47], which are shown in Table 4. Compared with the baseline performance on the test set, it can be seen that our method can effectively improve the assessment accuracy with MAE and RMSE values equal to 9.30 and 11.55, respectively. It should be noted that the language used in AViD-Corpus is German, while the language in DAIC-WoZ is English. This strongly demonstrates that our proposed 1D CNN model based on Mel spectrograms features can work properly even if the patients speak different languages.
Table 4. Results of experiments on the Audio-Visual Depressive Language Corpus (AViD-Corpus) dataset.

<table>
<thead>
<tr>
<th>Models</th>
<th>Regression</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MAE</td>
</tr>
<tr>
<td>Baseline [47]</td>
<td>10.03</td>
</tr>
<tr>
<td>1D CNN</td>
<td>9.30</td>
</tr>
</tbody>
</table>

6.3. Comparative Study on the Effectiveness of Different Audio/Text Features

The results of the comparison experiments using different features are shown in Table 5. Comparison experiments referring to different text features evaluate the two language models of Bert and ELMo in encoding sentence embeddings. Bert-768 and Bert-1024 in Table 5 refer to the Uncased Bert-Base and Uncased Bert-Large model, respectively. It can be seen that ELMo achieves the best results among the three sets of text features, with its F1 score equal to 0.83, recall equal to 0.83, and precision equal to 0.83. Three commonly used audio features (i.e., MFCC, COVAREP, and Mel spectrograms) were compared in the experiment. It is obvious that among all the types of audio features, Mel spectrograms present an overwhelming advantage, with an F1 score equal to 0.81, recall equal to 0.92, and precision equal to 0.73.

Therefore, in our proposed model, ELMo was selected to encode sentence embeddings, and Mel spectrograms were adopted as the input audio features.

Table 5. Performance comparison using different features.

<table>
<thead>
<tr>
<th>Types</th>
<th>Features</th>
<th>Classification</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>F1 Score</td>
</tr>
<tr>
<td>Text</td>
<td>Bert-768</td>
<td>0.67</td>
</tr>
<tr>
<td></td>
<td>Bert-1024</td>
<td>0.78</td>
</tr>
<tr>
<td></td>
<td>ELMo</td>
<td>0.83</td>
</tr>
<tr>
<td>Audio</td>
<td>MFCC</td>
<td>0.48</td>
</tr>
<tr>
<td></td>
<td>COVAREP</td>
<td>0.76</td>
</tr>
<tr>
<td></td>
<td>Mel spectrograms</td>
<td>0.81</td>
</tr>
</tbody>
</table>

6.4. Results of the Effectiveness Evaluation of the Proposed Data Resampling Method

The results of the effectiveness evaluation of the proposed data resampling method are listed in Table 6. It can be seen from Table 6 that for both the 1D CNN model and the BiLSTM with an attention layer model, the performances improve greatly after balancing the dataset, with the F1 score of the 1D CNN model increasing from 0.35 to 0.82 and the F1 score of the BiLSTM model increasing from 0.62 to 0.83. The greatly improved performances demonstrate the effectiveness of the proposed data resampling method.

Table 6. Performance of different features before and after data resampling.

<table>
<thead>
<tr>
<th>Models</th>
<th>Feature Set</th>
<th>Classification</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>F1 Score</td>
</tr>
<tr>
<td>BiLSTM with An Attention Layer</td>
<td>Balanced</td>
<td>0.83</td>
</tr>
<tr>
<td></td>
<td>Unbalanced</td>
<td>0.62</td>
</tr>
<tr>
<td>1D CNN</td>
<td>Balanced</td>
<td>0.81</td>
</tr>
<tr>
<td></td>
<td>Unbalanced</td>
<td>0.35</td>
</tr>
</tbody>
</table>
7. Discussion

It is noteworthy that our method is the only method that has been tested on two different depression related datasets (i.e., DAIC-WoZ and AViD-Corpus). The superior performances on the two datasets reveal that our method has great generalization capability and is applicable in a more general situation.

Furthermore, in order to avoid relying on the clinicians’ expertise, our method does not select depression related questions manually, but extracts features from responses to the universal questions. We hope that the proposed method would be able to learn representative characteristics of depressed patients from the input features. The experimental results on the two datasets demonstrate that our method can effectively extract representative characteristics that are depression related.

Psychologists usually diagnose depression by interviewing potential patients. However, there exists a situation in which psychologists may be misled by the verbal behaviors of the depressed patients when they dishonestly report their mental states unconsciously or intentionally, and consequently give an incorrect diagnosis. Different from the verbal behaviors, the nonverbal behaviors of depressed patients (i.e., audio characteristics) are affected by neurophysiological changes, which cannot be intentionally controlled by the depressed patients. Therefore, including nonverbal behaviors in depression detection can help improve diagnostic accuracy when potential patients attempt to mislead their clinicians. In practical cases, the psychologists can freely choose the prediction results generated by the fusion modalities or the audio modality according to their judgments on whether the patients are lying or not.

8. Conclusions

Automated depression detection is of practical significance in supporting the clinician’s diagnosis and self-diagnosis. However, existing methods all have their own weaknesses such as requiring extra expertise or not being accurate enough. In this work, we propose a new depression detection method that adopts the audio signals and linguistic content of the interviews. In order to avoid relying on expertise and to increase the generalization capability, the proposed approach extracts features from universal questions instead of manually selected questions. To improve the prediction accuracy, the proposed approach combines information from the audio and text modalities to produce accurate prediction results. The proposed approach exploits the strong learning ability of the 1D CNN and BiLSTM model with an attention layer to summarize embeddings from the features of different modalities. These embeddings are concatenated and fed into two FC networks, which serve as multi-model fusion networks either to determine whether the interviewee has depression or to assess the depression severity of the patient. We further conduct several experiments to select the optimal audio/text features for depression detection and design a resampling method to get rid of the non-depressed preference of the proposed approach. Compared with other methods, our approach achieves the best performance. The superiority of our method indicates a promising way for automatic depression detection. In order to apply our proposed approach in practice, we intend to build an app that allows users to self-detect their depressive states based on the proposed method.
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