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Abstract: In spite of excellent performance of deep learning-based computer vision algorithms,
they are not suitable for real-time surveillance to detect abnormal behavior because of very high
computational complexity. In this paper, we propose a real-time surveillance system for abnormal
behavior analysis in a closed-circuit television (CCTV) environment by constructing an algorithm and
system optimized for a CCTV environment. The proposed method combines pedestrian detection
and tracking to extract pedestrian information in real-time, and detects abnormal behaviors such as
intrusion, loitering, fall-down, and violence. To analyze an abnormal behavior, it first determines
intrusion/loitering through the coordinates of an object and then determines fall-down/violence
based on the behavior pattern of the object. The performance of the proposed method is evaluated
using an intelligent CCTV data set distributed by Korea Internet and Security Agency (KISA).

Keywords: abnormal; behavior detection; action recognition; visual-based surveillance system

1. Introduction

Recent advances in deep learning technology have made a quantum leap in computer
vision-based analysis of abnormal behavior in a CCTV environment. In most areas needing
security, one or more surveillance cameras are installed to monitor or record the crime
scene. More specifically, vision-based surveillance techniques try to detect and classify
intrusion, loitering, fall-down, and violence, to name a few. Although various action
recognition methods were proposed for abnormal behavior analysis in the literature, there
are a few CCTV-based surveillance systems for analyzing abnormal behavior based on the
identification of the same object. Since existing approaches to abnormal behavior analysis
used datasets created for classifying general actions. We proposed a novel abnormal
behavior analysis method in a CCTV environment by merging detection, tracking, and
action recognition algorithms. Each algorithm in the proposed method can be optimized
and replaced with other algorithms based on the application.

In this paper, we analyze a pedestrian’s abnormal behavior in a surveillance camera
environment. To analyze the pedestrian’s abnormal behavior, the location and moving
trajectory should be accurately estimated. For fast, reliable detection, we used you only look
once (YOLO)v4 detector [1] with additional training data sets to deal with scale variation
of the object in a real environment. Current state-of-the-art computer vision techniques still
try to solve various challenging problems including: light changes, rapid motion, motion
blur, deformation, occlusions, and rotations. In addition to accuracy and reliability, fast
processing is another key to the visual surveillance for real-time analysis. Since a single
video tracking algorithm cannot solve the complicated abnormal behavior analysis problem
due to the problems mentioned so far, we combine visual tracking and object detection
methods to compensate for tracking failures and update re-appearing pedestrians. To
speed up the entire processing, the proposed method periodically performs detection to
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identify the location of the pedestrian at a given interval, and the kernelized correlation
filter (KCF) tracks the location in the rest of video frames. Since the KCF tracker [2] cannot
deal with the occlusion problem by itself, we assigned weights to color values to improve
the tracking performance. The proposed method consists of two main modules: object
detection and abnormal behavior analysis. For accurate analysis of abnormal behavior,
we additionally insert the same object identification and inter-module communication
subsystems. Pedestrian detection and tracking method is used in a module for identifying
the location of a pedestrian, and an intruding or loitering pedestrian in a specific area can
be detected using the coordinates of the tracked pedestrian. In this module, pedestrian
information is stored to analyze the abnormal behavior of the same pedestrian, and the
image of the pedestrian is transmitted to the abnormal behavior analysis module through
TCP/IP communication to detect violence or fall. Three-dimensional (3D) ResNet [3] was
used for real-time action recognition. We build training data including normal, violent,
and falling actions in a CCTV environment. The proposed system is implemented using a
deep neural network that is suitable for a real surveillance environment. The performance
of the proposed method was evaluated using datasets distributed by Korea Internet and
Security Agency (KISA) [4]. This paper is organized as follows: Section 2 summarizes the
related works to analyze abnormal behavior. Section 3 describes the proposed abnormal
behavior analysis method. Section 4 presents experimental results using KISA datasets,
and Section 5 concludes the paper.

2. Related Work

To analyze an abnormal behavior, we need to classify normal and abnormal event
classes. Support vector machine (SVM) was an early stage machine learning algorithm
to classify normal and abnormal behaviors. Somaieh Amraee et al. proposed a method
to detect an abnormal event using SVM based on the motion of the extracted region after
removing redundant information by extracting a candidate region [5]. Kalaivani et al. used
pyramid of histogram of oriented gradients (PHOG) to combine the shape and motion of
the object with the histogram of the size, direction and entropy [6]. The extracted motion
information is classified using SVM. To overcome the limitation of traditional machine
learning techniques including SVM, motion estimation, and oriented gradient-based meth-
ods, a behavior recognition-based method recently used a two-stream network considering
both temporal and spatial spaces [7]. Symonyan proposed a two-stream action recogni-
tion network using both spatial information and optical flow [8]. To recognize motion
information in more efficient manner, convolutional neural network-based multiple-stream
networks were proposed in the literature [9,10]. Neives et al. proposed an self-estimation
training method using a teacher—student method based on initially estimated optical flow,
and Karpathy et al. analyzed spatial information using convolutional neural network
(CNN) and temporal information using Long Short-Term Memory (LSTM) [11,12]. Joao
proposed Inflated 3D ConvNet (I3D) that can pre-train a 3D neural network by design-
ing an extended network after training a 2D neural network for action recognition [13].
Wang et al. takes the results of the I3D as inputs to four streams followed by normalization.
For higher performance action recognition, feature vectors were normalized and then
connected in [14]. Human pose information was additionally used for abnormal behavior
analysis [15-17].

Recently, various action recognition and detection methods were applied for visual
surveillance systems [18-21]. Mojarad et al. proposed an anomaly detection system using
sensors [21]. The sensor-based detection approach is more accurate than a single image-
based method at the cost of additional sensors. Ji et al. analyzed abnormal behavior using
a tiny YOLO model implemented on an embedded board for commercial surveillance
systems [19]. At the cost of the light-weight two-dimensional (2D) implementation, its
behavior classification performance is lower than that of the 3D-CNN-based behavior
recognition algorithm. Hu et al. proposed a three-step method to analyze abnormal be-
havior using Faster Region-based Convolutional Neural Network (Faster R-CNN) [22],
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Histogram of Large Scale Optical Flow (HLSOF) descriptor, and Multiple Instance Support
Vector Machine (MISVM) [20]. Hu’s method analyzes abnormal behavior by efficiently
characterizing action, but it does not have a system for efficiently managing crowd objects.
To address the aforementioned issues, we propose an efficient abnormal behavior anal-
ysis method using a single image-based object management system. Since there are few
approaches under low-light or low-resolution environments, it is not easy to get public
datasets except KISA dataset that is optimized for CCTV environments including low-light
and low-resolution environments. Most of the existing abnormal behavior studies evaluate
the performance of behavior recognition algorithms using public datasets.

3. Proposed Method

The proposed abnormal behavior analysis framework consists of two modules for:
(i) detection and tracking pedestrians and (ii) analyzing abnormal behavior as shown in
Figure 1. This section is organized as follows: (i) pedestrian detection and tracking method,
(ii) a set of modules for analyzing abnormal behavior, (iii) detection algorithm for intrusion
and loitering behavior, and (iv) detection algorithm for fall and violent behavior.
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Figure 1. Proposed abnormal behavior analysis network.

3.1. Pedestrian Detection and Tracking Method

Since abnormal behavior analysis should work with real-time streaming images as
input, object detection does not perform at every frame, and a tracking algorithm estimates
the coordinate of the object in the skipped frames. More specifically, the object detection
network detects an object at every 12 frames, and the coordinate of the detected object are
used as the input of the tracker. The reason for not using detection every frame is that it
takes a lot of computation to perform detection every frame of a video. In the context, we
performed the detection periodically and used the tracking method in between. A certain
period was set to 12 frames showing the best performance when tracking and detection
were merged according to the experimental results. It is necessary to update newly detected
or disappeared at a specific point in the input image. Figure 2a,b, respectively, show the
situation where the object goes out of the image and the situation where the object enters
the house through the window. Existing trackers keep tracking the most similar patch
even after the object disappears. Since object detection is performed every 12 frames, the
tracker is updated according to the detected person in the corresponding area to determine
whether to track the object or not.
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(a) (b)

Figure 2. Two examples where the object goes out of image: (a) Objects that disappear from the

outside of the image, (b) Objects that disappear within the image.

ConfidenceScore = P,(Object) x IOU""Harea (1)

In the proposed method, the object detection network uses YOLOvV4 as the baseline
network. The unified detection increases the processing speed compared with two-stage
methods such as Regions with Convolutional Neuron Networks features (R-CNN) [22].
The input image is divided into grid cells and the score for each object is calculated. The
score is calculated by Equation (1), and if there is no object in the image, the score becomes
0. IOU!#harea represents the intersection divided by union of the correct answer box and
the predicted box, and Pr(Object) represents the probability that an object exists within the
bounding box.

ConditionalClassProbability = P,(Class|Object) (2)

The probability corresponding to each class is expressed as the following Equation (2).
P,(Class;|Object) represents the classification probability of the object in the grid cell. The
detector divides the input image into an S X S grid. Each grid cell has the confidence score
defined in (1) for the bounding box. If there is no object in the cell, the confidence score is
0. In addition, a class-specific confidence score is obtained by multiplying the confidence
score of (1) and the Conditional Class Probability of (2). Finally, the output of the detector
include the center and size of the object, and the probability of matching the learned class.
Object tracking is then performed by setting the coordinates of the object to be detected
as the input of the tracker. The KCF tracker has two advantages: (i) efficient computation
by replacing the correlation operation in the spatial domain with the element-by-element
operation in the Fourier domain and (ii) robustness against shape changes using online
training. Its performance can be further improved by incorporating the weight of the color
histogram in the target patch. The formula for generating a color space by weighting the
main colors is as follows:

L 2k
G — ZI/{C 7

where I is the output of the grayscale image, i represents the relative ratio of RGB color
values, and Ip is the patch of the target object. To improve the tracking performance in a
scene with objects having different color values, the proposed tracking method considers
the color distribution of the object, and adaptively weight the color components. To detect
a very small object, we used five YOLO layers, and additional learning was performed
with images having small objects. The training data consisted of self-collected surveillance
camera images including the Microsoft Common Objects in Context (COCO) 2014 data
set [23], 26,123 training images, and 4050 validation images.

forc € {R,G,B}, 3)
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3.2. A Set of Behavior Analysis Modules

An object of interest is initially detected by the detector, and its location is tracked
every frame by the tracker. To analyze the abnormal behavior of the interesting object,
we developed a module, denoted as ObjectManager, that systematically manages the
information obtained from the detector and tracker.

ObjectManager composes information of each object as shown in Figure 3, where (x, y)
represents the latest coordinate of the interesting object. ID is object label information for
managing each object. The first-seen time means the time when the interesting object was
first detected by the detector, and the last-seen time means the last time detected or tracked
by the detector or tracker. Hue histogram is color histogram information for managing the
same object. Information on a single object is composed of these six items.

[ Index(label), x, y, first-seen time, last-seen time, hue histogram ]
[ Index(label), x, y, first-seen time, last-seen time, hue histogram ]
[ Index(label), x, y, first-seen time, last-seen time, hue histogram ]

[ Index(label), x, y, first-seen time, last-seen time, hue histogram ]

Figure 3. Object List.

Figure 4 shows the flowchart of ObjectManager operation. ObjectManager first re-
ceives the coordinate of the interesting object from detector and tracker. Next, It determines
whether the object is the same object by comparing with the object information currently
managed in the Object List, and it is determined based on the distance of the coordinates.
We additionally compare the color histogram information extracted from the objects to
determine whether they are the same object [24]. The similarity of two histograms, denoted
as Hy and Hp, is defined as

Yi(H1 (i) — H1)(Ha(i) — Ha)
\/Zi(Hl(i) — )Y (Ha (i) — Hy)?
where H; and Hj represent the mean of the two histograms. Figure 5 shows an example

of object tracking results using histogram comparison. It shows accurate tracking results
even in the occlusion situation.

I’(Hl,Hz) = (4)

Object List

[ Index(label), x, y, first-seen time, last-seen time, hue histogram ]

[ Index(label), x, y, first-seen time, last-seen time, hue histogram ]
[ Index(label), x, y, first-seen time, last-seen time, hue histogram ]
(T TTTTTTTTTTTTTTTTTTTTTTTTTT T T T T T T )
! New Data 1
e o o e e e e e e e e e e e e e e e e o —— 1
o] e
(x,) Getting Ject
—1{  Same Object Same Index?
Index ]
- Updating
Object

Figure 4. ObjectManager Flowcharts.
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Figure 5. Same Object Tracking Experimental Results.

Where index represents the object similarity, if the index is determined to be the
same, the information of the object is updated. The current input object information is
then added as a new object information if the same object does not exist anymore. If the
time of the last detected or tracked object is not updated for a certain period, the object
is no longer observed in the input image and is removed from the Object List to manage
only valid objects. The abnormal behavior analysis module acquires several close-up
images of a specific interesting object on a continuous frame and uses them as input data.
In this context, we need a function, denoted as ObjectCropper, to crop the image of the
interesting object being tracked every frame. ObjectCropper manages the cropped image
of the same object as a bundle, and then provides it to the abnormal behavior analysis
module. ObjectCropper receives coordinates and size information of the interesting object.
As a result, an appropriately cropped region is calculated for the interesting object. The
image of each interesting object is separately saved for efficient management. When the
number of cropped image reaches a pre-specified quantity, a sub-thread for dumping the
image saves the image in the specified folder. The abnormal behavior analysis module
takes the stored image as an input to analyze the abnormal behavior. Figure 6 shows the
overall operation flow of ObjectCropper.

( %, y, width, height ) Discarding Updating/ J
Missing —> Adding —— Cropping
Objects Objects
Object List Cropped Images —_—
© [ Object 0 ] ﬁ‘ r\—’/j
o f I
= [ Object 1] -
8l 1
wv
- b R
Checking ~" Ready S~y Dumping
Cropped to //—- et
Images ~.dump?_~ 9
g
N

Figure 6. ObjectCropper Flowcharts.

The processing of recording the cropped image to the auxiliary storage device causes
a serious bottleneck and adversely affects the performance of the overall system. Therefore,
by operating a sub-thread for storing the cropped image, we can reduce the number of
main-thread operations. The ‘continuity’ is an important condition to collect and manage
cropped images. ObjectCropper collects cropped images of the interesting objects. In
checking cropped Images, we determined whether the same object comes in consecutive
frames. The continuity determination method used the assigned ID through ObjectManager
and the last detection time. If the set of cropped images are not continuous, the abnormal
behavior analysis module receives non-contiguous frame information, which may cause
performance degradation in abnormal behavior analysis. If ObjectCropper periodically
detects a non-contiguous set, we discard it without transferring to the abnormal behavior
analysis network.
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3.3. Intrusion and Loitering Abnormal Behavior Judgment Algorithm

The intrusion and loitering detection process first checks if an interesting object
enters the pre-defined ROI. A pedestrian’s action is classified as loitering if one or more
people enter a pre-specified ROI for more than 10 seconds. KISA dataset requires 10 s for
authentication of loitering, but user can change the time. An action is classified as intrusion
if the entire body of one or more people enter a pre-specified ROL To analyze the abnormal
situation for real-time streaming video using a video transmission server, we developed
an algorithm that judges the intrusion and loitering situation based on the referenced
evaluation criteria only with object tracking information. The coordinate information of the
intrusion and roaming area of the image to be determined is obtained from a predefined
Extensible Markup Language (XML) file, and the ROI according to the coordinates is set
in the input image. Figure 7 shows two ROIs of intrusion and loitering. The green ROI
represents the object detection area. This area is predefined, such as intrusion, loitering
RO, and no object is detected outside of this area.

(@) (b)

Figure 7. Intrusion and Loitering Region of Interest (ROI): (a) Intrusion ROI, (b) Loitering ROL

In this paper, we determine object intrusion in the ROI by detecting its coordinate
using deep learning. Since existing intrusion detection methods using a polygonal ROI
require a large amount of computation, we proposed a computationally efficient method for
intrusion detection in a polygonal ROI using background images. As shown in Figure 8, a
background image is generated where the ROI of the coordinates estimated by the OpenCV
library is set to 1, and the other regions are set to 0. Since the generated background
image has the same image size as the input image, it is possible to determine intrusion and
loitering if the coordinate of located object exists. The presence or absence of an object in
the ROl is calculated using Formula (5).

Persony(x,y) x ROI(x,y) =0, Persony(x,y) x ROI(x,y) =1 (5)

In Figure 8a, the pre-specified intrusion region is marked in blue, and Figure 8b shows
that the inside of the ROI area has a value of 1, and the outside area of the ROI has a
value of 0. In the proposed method, the coordinate information of the tracking object is
acquired to determine whether the object is inside or outside the ROI area, and based on
this, intrusion and loitering are determined.
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(a) (b)

Figure 8. Intrusion and Loitering ROI: (a) Pre-defined ROI area, (b) Binary background image of ROI
area.

3.4. Fall-Down and Violence Abnormal Behavior Judgment Algorithm

To determine violence and fall actions, high-dimensional features are needed. In this
context, an abnormal situation of an object is analyzed using a 3D convolutional neural
network (3D-CNN) based on ResNet.

To train the 3D-CNN, we used stochastic gradient descent with momentum, and
created training samples by croppeing 48 training image frames. We used 48 frames for
behavior recognition. The result of the network is classified into three classes including;:
(i) normal, (ii) fall-down, and (iii) violence. Training data of the normal class includes
walking, stopping, and background without moving objects. The fall-down class was
learned by cropping the moment when more than one object slip. The violence class
consisted of two or more objects punching each other, kicking, or shoving. To train the
3D-CNN, the pre-trained ResNet-34 by kinetics data was used with the batch size of 128
and epochs of 200. The training accuracy and loss of the training network are shown in
Table 1.

Table 1. Training Accuracy and Loss.

Epoch =200 ResNet-34
Train Acc 0.9748
a Loss 0.0689
L. Acc 0.9433
Validation Loss 0.1745

The trained 3D-CNN corresponds to the right block of the behavior analyzer as
shown in Figure 1. The bundle of image information cropped to the object center from the
left block is received using the TCP/IP protocol, and the corresponding cropped image
bundle is inserted as an input to the abnormal behavior analysis network. Afterward,
the classification result is output from the abnormal behavior analysis network, and the
analyzed result is transmitted to the main module using the TCP/IP protocol. However,
when analyzing violence and fall, misclassification problems occur because of some similar
behavioral patterns. To prevent the misclassification as violence during the fall-down
behavior, we analyzed the fall-down behavior in more detail by comparing the ratio of the
bounding box of the object.

Figure 9 shows a series of processes in which the fall-down behavior occurs. The ratio
of the bounding box of the normal behavior is different from that of the fall-down behavior.
The bounding box of the normal behavior has a long vertical axis as shown in Figure 9a.
However, the bounding box of the fall-down behavior of Figure 9b has a shorter vertical
size. Fall-down behavior due to the camera angle in the CCTV-attached environment
is detected in the vertical axis shorter than the normal behavior. In this paper, the final
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fall-down behavior is determined by considering the fall-down behavior recognition result
through 3D-ResNet and the ratio of the bounding box of the fallen object. The proposed
can minimize the misclassification problem between violence and fall-down behavior.

(a) (b) ()

Figure 9. Violence/Fall-down Experimental Results: (a) Normal, (b) Fall-down behavior, (c) Fall-
down.

4. Experimental Results

We proposed an efficient object management system to analyze abnormal behaviors.
Figure 10 shows the framework of the proposed system. The proposed system takes
image data as input and performs object detection and tracking. Tracked objects are
managed through the object manager for correct behavior recognition. Objects managed
in the ObjectManager are transmitted to the abnormal behavior recognition module after
determining whether they are the same object to analyze the abnormal behavior. In this
context, intrusion and loitering are detected in the object detection/tracking module, and
fall-down and violence are detected in the action recognition module. We perform a
performance evaluation of the system proposed in this section.

Object Manager

Input l i No Yes(TCP/IP :[nference)
1 1
Object ) 1 Same Object . ..
( Detection/Tracking H Identification ehenieccennty
1

Figure 10. Framework of the Proposed System.

The proposed system uses 3D-Resnet to recognize fall-down and violence behaviors.
Table 2 shows existing action recognition algorithms, most of which use C3D and 13D
feature extraction methods. Performance evaluation of action recognition in Table 2 is
based on the UCF-Crime dataset. Since the action recognition algorithm can be used in
various environments, it cannot be judged based on the performance in a specific dataset.
For a specific system, it should be optimized through heuristic evaluation using several
algorithms. Table 3 shows the results obtained by using KTH, UCF11, and KISA Datasets.
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Table 2. Frame-level AUC performance on UCF-Crime.

Supervision Method Feature AUC (%)
Lu et al. [25] C3D RGB 65.51
Unsupervised BODS [26] 13D RGB 68.26
GODS [26] 13D RGB 70.46
Sultani et al. [27] C3D RGB 75.41
3D ResNet [28] R3D RGB 76.67
Zhang et al. [29] C3D RGB 78.66
Kamoona et al. [30] C3D RGB 79.49
. GCN-Annmaly [31] C3D RGB 81.08
Weakly Supervised MIST [32] C3D RGB 81.40
MIST [32] 13D RGB 82.30
Wu et al. [33] 13D RGB 82.44
Tian et al. [34] C3D RGB 83.28
Tian et al. [34] 13D RGB 84.03

Table 3. Action Recognition Evaluation Performance.

C3D I3D R3D

KTH [35] 0.79 0.96 0.82
UCF-11 [36] 0.84 0.98 0.84
KISA Datasets 0.81 0.59 0.87

Recently, Convolutional 3D (C3D), I3D, and Residual 3D (R3D) methods are mainly
used for action recognition algorithms. In Table 3, I3D and C3D showed high performance
in the public dataset. However, if we compare the results of C3D, I3D, and Res3D in the
dataset we built ourselves in the CCTV environment and the KISA dataset, I3D shows poor
results. However, when comparing the results of C3D, I3D, and Res3D in the dataset we
built ourselves in the CCTV environment and the KISA dataset, I3D shows poor results.
On the other hand, the 3D-Resnet method shows good results. As the method used for
comparison, the video was edited based on the pedestrian box, 265 clips were trained, and
97 clips were used as test data. The CCTV dataset including KISA used in the experiment
consists of actions with short action times. Therefore, it is expected that there is a limit to
the performance of I3D, which requires a lot of frame information. In this context, it can be
seen that the performance of the action recognition algorithms is different depending on
the behavior to be judged. As the 3D-resnset method requires a small number of frames,
it shows excellent results in datasets such as fall-down and violence. Therefore, as the
proposed action recognition algorithm, the 3D-Resnet method suitable for detecting the
fall-down and violence is used, and the performance evaluation is performed using this
3D-Resnet based action recognition algorithm.

The experiment was conducted using KISA Dataset, which is constructed for the
purpose of analyzing abnormal behavior in a CCTV environment, and consists of a total of
four scenarios: intrusion, loitering, fall-down, and violence. There are various behavior
analysis methods using a specific action recognition dataset. However, in this paper,
we propose a system for abnormal behavior analysis rather than an action recognition
algorithm. Therefore, the behavior recognition algorithm used in this paper can be replaced
by other algorithms, and in this section, comparison with other studies of the behavior
recognition algorithm is meaningless. In this context, we evaluated performance using
the KISA dataset, which can best represent the proposed contribution. Unlike the existing
action recognition dataset, which consists of scenarios by distance, illumination, and
situation. For that reason, the KISA dataset is the most appropriate for the proposed work.
Table 4 shows the composition of the KISA dataset used in the experiment.
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Table 4. Configure KISA datasets.

Event Video DB Count

Intrusion 150

Loitering 150

Violence 50

Fall-down 50
Time: 6 time zones: sunrise, 9 o’clock, 12 o’clock, 15 o’clock, sunset, and night.
Cameras: short distance (10-15m), medium distance (15-20m),

Common and long-distance (20-30 m).

Condition Weather: sunny, cloudy.

Resolution : 1280 x 720.
Video File: MP4 file encoded with h.264 codec.
Video length: within 3-10 min.

The test image is streamed from the image transmission server to the test computer
in real-time using an Real Time Streaming Protocol (RTSP)-based Very Large Cone (VLC)
player [37] as shown in Figure 11. We read the video list, and load the video information in
an appropriate order. In the xml file in which video information is recorded, there are ROIs
and abnormal behavior scenarios to determine intrusion and loitering. Table 5 shows the
KISA evaluation criteria for each scenario. The event start time defines the event recording
time in each video. When the situation suggested in the scenario occurs, we performed
abnormal behavior analysis and recorded the detected result and time. Since abnormal
behavior detection performance is evaluated on a real-time basis, there is a detection time,
and if this item is violated, it is classified as false detection in the evaluation.
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RTSP Connetion
] ) Proposed
Video Get Video List Abnormal
Transmission Behavior
Server Video load(Real-time) Analysis
i System
Figure 11. VLC environment video transmission server.
Table 5. KISA performance evaluation criteria.
Event Event Start Time Detection Time
. When invading into the ROI
Intrusion
Area
L When staying in the ROI area 2 seconds.be.fore the action
Loitering occurs, within 10 s after the
for more than 10 s. .
action.
When an assault occurs
Violence between two or more
pedestrians.
Fall-down When a pedestrian falls to the

ground.

Table 6 shows the evaluation results of four scenarios for KISA Datasets. Performance
evaluation was performed using following equations.

Precision — TruePositive ©)
" TruePositive + FalsePositive
TruePositi
Recall — 2 x ruePositive %

TruePositive + FalseNegative

Precision x Recall
F1=2
% Precision + Recall ®)

The real-time abnormal behavior detection accuracy was 94.65% on average in four
scenarios, which is suitable for real applications.

Table 6. KISA Datasets Experimental Results.

Event Recall Rate Precision Rate F1 Value
Intrusion 0.947 0.959 0.953
Loitering 0.967 0.967 0.967
Violence 0.960 0.960 0.960

Fall-down 0.880 0.880 0.880
Average 0.938 0.941 0.940

4.1. Intrusion and Loitering

The test result of intrusion succeeded in detecting 144 events out of 150 videos, and an
example of the resulting image of the test result of intrusion is shown in Figure 12a. Most
of the videos have been successfully detected, but some of the videos have failed due to a
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false detection in a low-light environment at the ROL This is a chronic problem of most
detection algorithms and can be overcome by additionally improving the performance of
the network and training data in a low-light environment in the future.The results of the
loitering experiment were successfully detected in 145 out of 150 images, and an example
of the resulting image is shown in Figure 12b. In the case of loitering, there is a detection
failure in a low-light environment and false detection in the ROL Since both intrusion
and loitering use detection and tracking methods to determine abnormal behavior based
on the acquired coordinates, we expect that performance can be improved by improving
the performance of the detection network and training additional data as in the case
of intrusion.

intrusion

loitering

(b)
Figure 12. Intrusion/Loitering Experimental Results: (a) Intrusion Experimental Results, (b) Loiter-
ing Experimental Results.

4.2. Violence and Fall-down

The precision rate of violence detection was 0.960, and an example of the resulting
image is shown in Figure 13. In the violence scenario, many personnel appeared, and
outstanding results could be derived by showing clear movements. In the failed video,
it was detected as violence before the violence behavior took place, and a false detection
occurred. However, we expected that performance will be improved if additional dataset
configuration and violence definition are added. The precision rate of fall-down was 0.880,
which seems insufficient compared with other results. In this paper, training was conducted
by dividing behavior recognition into normal behavior, fall-down behavior, and violence
behavior. Algorithms were used to compensate for the behavior overlap problem between
the acts of violence and fall-down, but they were not completely compensated. In addition,
the detection failed because there were parts that were difficult to clearly distinguish the
fall-down behavior according to the angle of the image. To clearly judge this and improve
the performance, it is expected to show better performance if additional networks such
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as pose estimation are combined. The performance of the proposed abnormal behavior
analysis method shows an outstanding accuracy of 0.941 on average, which is the result of
a real-time experiment through VLC streaming. If network improvement and additional
data sets are constructed, the performance will be further improved, and the proposed
method alone is suitable for use in real environments.

falldown z z e # falldown

falldown

violence violence

8 PSS S5

violence =

(b)
Figure 13. Fall-down/Violence Experimental Results: (a) Fall-down Experimental Results, (b)
Violence Experimental Results.

5. Conclusions

In this paper, we proposed a real-time abnormal behavior analysis method of pedestri-
ans on the road based on the detection and tracking of pedestrians. The proposed system
determines intrusion and loitering based on detection and tracking, and transmits the
cropped image of pedestrians to the abnormal behavior analysis module for abnormal
behavior analysis. Instead of detecting a pedestrian every frame, we detect the pedestrian’s
location at regular intervals, and tracking it for the rest of frames. The cropped images are
transmitted to the analysis module of the abnormal behavior in real-time, and the fall-down
and violence are analyzed through the behavior recognition algorithm. Various functions
were designed and configured to facilitate information management and communication
between the two modules, and the real-time performance and excellent accuracy of the
proposed algorithm were confirmed from the experimental results.

In experimental results, the behavior of intrusion, loitering, fall-down, and violence
were classified based on the KISA certification criteria, and performance evaluation was
conducted in a real-time environment through VLC streaming. Classification performance
of intrusion, loitering, and violence was very high. Although that of falls was slightly lower,
it can be improved through additional algorithms such as pose estimation and additional
dataset configuration. The proposed method is a real-time abnormal behavior analysis
system, which is suitable for use in real environments. Intrusion, loitering, violence, and
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fall-down can be used in the surveillance system because they can be used as important
indicators to determine crime prevention or emergency situations. In addition, what this
paper proposes is a system for analyzing abnormal behavior in CCTV. If the behavior recog-
nition dataset such as sports, arson, and abandonment is additionally trained according to
the intended purpose, and an algorithm suitable for it is used, even the mentioned behavior
can be analyzed.
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