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Abstract: As a virtual human is provided with more human-like characteristics, will it elicit stronger
social responses from people? Two experiments were conducted to address these questions. The
first experiment investigated whether virtual humans can evoke a social facilitation response and
how strong that response is when people are given different cognitive tasks that vary in difficulty.
The second experiment investigated whether people apply politeness norms to virtual humans.
Participants were tutored either by a human tutor or a virtual human tutor that varied in features
and then evaluated the tutor’s performance. Results indicate that virtual humans can produce
social facilitation not only with facial appearance but also with voice. In addition, performance in
the presence of voice synced facial appearance seems to elicit stronger social facilitation than in
the presence of voice only or face only. Similar findings were observed with the politeness norm
experiment. Participants who evaluated their tutor directly reported the tutor’s performance more
favorably than participants who evaluated their tutor indirectly. This valence toward the voice
synced facial appearance had no statistical difference compared to the valence toward the human
tutor condition. The results suggest that designers of virtual humans should be mindful about the
social nature of virtual humans.

Keywords: virtual human; virtual character; embodied conversational agent; avatar; anthropomor-
phism; social facilitation; politeness norm; social response

1. Introduction

Interest in virtual humans or embodied conversational agents is growing in the realm
of human computer interaction (HCI). Improvements in technology have facilitated the use
of virtual humans in various applications, such as entertainment [1,2], engineering [3,4],
medical practice [5,6], and the military [7,8]. Specifically, the VR industry is emerging
at a rapid rate, with widespread recognition of the use of virtual humans in gaming [9],
healthcare [10], and education [11]. Virtual humans are embodied as agents controlled
by an AI or an avatar, an alter-ego of a user [12]. Because the common denominator of
a virtual human is human-like characteristics, virtual humans do not necessarily need a
visual form. The public has experienced the release of voice recognition assistants such
as Amazon’s Echo (2014), Microsoft’s Cortana (2014), and Apple’s Siri (2011). Samsung
Electronics has recently released Samsung Girl (2021), adding personalized facial features,
gaining media attention because of the unique differentiator from their competitor’s virtual
personas limited to voice.

The work of Nass and other researchers [13–15] suggests that there is a striking simi-
larity between how humans interact with one another and how a human and a computer
interact. The heart of this similarity is the socialness of the interaction; as Nass, Steuer, and
Tauber stated, “computers are social actors” [16].

Our research is directed towards gaining a deeper understanding of the social dimen-
sion of the interaction between humans and virtual humans. Specifically, we are interested
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in whether a virtual human elicits stronger social responses as it is provided with more
human-like characteristics.

We reviewed the current literature on human-computer interaction, human-robot
interaction, and ordinary personology to understand the cognitive process behind the
social responses to virtual humans. We established a qualitative framework of how humans
respond socially to virtual humans; the framework proposes that as long as a human-like
characteristic is exhibited, there is some possibility that a virtual human will be categorized
as a human and elicit a social response. The number of human-like characteristics may
impact the likelihood with which a virtual human is categorized as human. To test this
hypothesis, we conducted two experiments: (1) a social facilitation experiment and (2) a
politeness norm experiment. Details on methods and results will follow in addition of the
discussion to their generalizability and limitations.

1.1. Social Responses to Virtual Humans

Being social refers to people thinking about, influencing, and relating to one an-
other [17]. Being social constitutes many behaviors (e.g., perception of others and judgment
of others) and psychological constructs (e.g., belief, persuasion, attraction). In the human
computer interaction literature, responding socially to virtual humans means that people
exhibit behavioral responses to virtual humans as if they are humans. Based partly on the
work of Nass and his colleagues [15,16] (for a review, see [18]), there is general agreement
in the research community that people do respond socially to computers. Nass’s research
method is essentially a Turing test [19] but assesses non-human entities’ social capability
rather than a machine’s ability to demonstrate intelligence. His procedure is to take a
well-established study from social psychology, replace the person in the study with a
computer, and assess whether the results of the study are equivalent to the original study
with a person, that is, whether participants behave in the same way when interacting
with a computer as they would have with a human. In their studies, participants applied
many social rules (e.g., ethnicity stereotype, emotional consistency) to their behaviors
towards computers that are normally observed when interacting with humans. Although
most follow-up research investigated the presence or absence of computer-as-social-actors,
research attempts to understand what contributes to such social effects are scarce. To gain
a deeper insight, we will first zoom out and review humans’ social responses to humans.

1.2. How Humans Respond Socially to Humans

“Ordinary Personology” is the study of how an individual comes to know about
another individual’s temporary states (emotions, intentions, and desires) and enduring
dispositions (beliefs, traits, and abilities). Gilbert [20] suggested a framework which
attempted to incorporate attribution theories and social cognitive theories. Consider
the following example used by Gilbert to illustrate the framework. An actor who has a
particular appearance (e.g., wearing a crucifix or a Mohawk) that allows him to be classified
as a member of a category (e.g., a priest or a punk) will then allow the observer to draw
inferences about the actor’s dispositions (he is religious or rebellious). In addition to the
discrete items of information gathered from the disposition process (e.g., he should be
religious because he is a priest), we also gather information from observation to find a
unifying explanation for those features. The key to understanding the social responses to
virtual humans may lie with this categorization and inferential process.

Humans inevitably categorize objects and people in their world [21]. While Gilbert’s
aforementioned example assumes that the actor is a human and in fact involves a property
of a person, the framework can be equally applied to how individuals categorize any entity,
including a virtual human, as a human. Categorization and determining disposition are
rapid and automatic due to their resource saving purposes [22]. Automaticity is the idea
that sufficient practice with tasks maps stimuli and responses consistently and therefore
produces performance that is autonomous, involuntary, unconscious, and undemanding of
cognitive resources [23,24] (for a review, see [25]). The automatic nature of social responses
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is the result of constant pairing of stimuli and social behaviors and therefore inherits all of
the aforementioned characteristics.

In summary, the grounds for social responses are established when the human readily
perceives the entity’s human-like characteristics. Such human-like cues precipitate “human”
categorization and disposition processes, which are unconscious and automatic. Virtual
humans are unique among other anthropomorphic entities due to inherent and obtrusive
human-like characteristics and so merit further examination.

1.3. How Humans Respond Socially to Virtual Humans

Three early theories attempted to understand the social response to virtual humans.
Kiesler and Sproull [26] claimed that the social response was due to the novelty of the situa-
tion and would disappear once the person became knowledgeable about the interaction and
technology. More elaborate models include the aforementioned computer-as-social-actors
by Nass and his colleagues [13–15] and the threshold model of social influence by Blas-
covich et al. [27] (for a complete review see [28]). The essence of Nass’ claim is that people
unconsciously respond socially to computers, which was supported with ample empirical
data of participants’ categorical denial that they did not think there were programmers
behind computers.

Blascovich et al. [27], in their Threshold Model of Social Influence, claim that a social
response is a function of two factors: perception of agency and behavior realism. Agency
is high when the human knows that the virtual human is a representation of a human
being; that is, in a form of an avatar. Conversely, the agency is low when the human knows
that the virtual human is a representation of a computer program. Both are on continuous
dimensions, from low behavioral realism and low agency (agent) to high behavioral realism
and high agency (avatar). When the two factors are crossed and the threshold is met, social
responses are evoked. This means that when the agency is high, behavioral realism does
not necessarily have to be high to elicit social responses and vice versa.

Putten, Kramer, Gratch and Kang [28] took the agent-avatar paradigm further and
varied the participant’s belief (avatar versus agent) and varied the dynamic listening
behavior (realism) of the virtual human on a self-disclosure task. They found that higher
behavior realism, which was manipulated as providing or not providing feedback after
the disclosure, affected the evaluation of the virtual human whereas the belief did not.
This finding may deny the effect of agency (agent versus avatar) in Blascovich’s theory but
supports Nass’ speculation that the more computers present human-like characteristics,
the more likely they will elicit social behavior [18] (p. 97). Similar findings were reported
with robots [29].

Fox et al. [30] claimed that the reason studies had inconsistent results is because
social responses are moderated with the level of immersion (desktop vs. fully immersive),
dependent variable type (subjective vs. objective), task type (competitive vs. cooperative
vs. neutral), and the control of the representation (human vs. computer).

Indeed, the presence and strength of social response seem to be contingent on the
nature of task and how it was measured. Given that there are so many applications and
tasks a virtual human can do, it may be difficult to find a main effect on the strength of social
responses applicable to all domains. One way to approach the problem is to focus on the
mere presence of a virtual human and the additive effect of the human-like characteristics
and simultaneously minimize the interaction with the virtual human. This may sacrifice
the ecological validity of the findings, but would provide clarity in understanding the
cognitive mechanics of social responses and provide a useful research framework for future
investigation with more complex interactions and tasks.

1.4. Virtual Human Characteristics

What are the particular characteristics of virtual humans that encourage social re-
sponses? Investigating human-like cues naturally leads us to think what constitutes a
human. Some characteristics that come to mind are the ability to talk, listen, express emo-
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tion, and look like a human. People recognize entities to have minds when they show signs
of emotion and intelligence [31]. In this paper we consider the physical characteristics of
virtual humans, including facial and voice embodiment, and the cognitive characteristics of
virtual humans, including expression of emotion and personality. These characteristics are
selected based on prior research. Specifically, empirical studies are included only if there
are: (1) a clear social response or social behavior involved with a virtual human, and (2) an
observable human-like cue embodied in a virtual human. Note that we included many
empirical studies by Nass and his colleagues because while he used “computer” as a con-
struct for his manipulation, his experimental materials fall under our definition of virtual
humans which is defined as non-human entities that include human-like characteristics.

1.4.1. Facial Embodiment

Facial embodiment not only includes the embodiment of a human-like face but also
non-verbal facial behaviors such as smiles, raising eyebrows, head movements, and gaze.
Yee et al. [32] reviewed empirical studies (12 studies with performance measures and
22 studies with subjective measures) that compared interfaces with facial embodiment to
interfaces without facial embodiment and found that the presence of a facial representation
produced more positive interactions than the absence of a facial representation. This effect
was found both in performance measures and subjective measures.

While facial embodiment in a few studies [33,34] was confounded with other human-
like characteristics, facial embodiment in the other studies [35,36] was the sole characteristic
embodied in a virtual human. Some studies, mostly Nass’s studies, investigated social
rules that had been well known in social psychology and tested participants interacting
with virtual humans to see whether the social rules still held. Other studies [36] tested
participants in a “human” condition as a control group.

In experiments with a virtual human with facial embodiment, the social rule was
observable or the virtual humans were as effective as humans in simulating a social
phenomenon such as ethnicity stereotyping [35], persuasion [34], punitive ostracism [33],
and social facilitation [37].

Clearly, facial embodiment or facial expression is a human-like characteristic that
elicits social responses. This is understandable because the human face is a powerful
signal of human identity [38]. Infants exhibit a preference for face-like patterns over other
patterns [39]; they begin to differentiate facial features by the age of two months [40].
Faces induce appropriate social behaviors in particular situations. For example, covering
people’s faces with masks can produce inappropriate behaviors [41] that fail to activate
human categorization.

1.4.2. Voice Embodiment

While some studies [42,43] investigated the effect of voice exclusively, other studies
investigated characteristics such ass emotion or personality manifested in voice [44,45].
In experiments with a voice embodied in a virtual human, the social rule was observable
or the virtual humans were as effective as humans in engendering a social phenomenon.
Voice is probably the most studied human-like characteristics of virtual humans that
produce social responses of consistency-attraction [44], emotional consistency [45], gender
stereotype [16,46], notion of “self” and “other” [16], persuasiveness [34,42,43], politeness
norm [14,16], and similarity attraction [44].

In short, a human-like cue via voice is sufficient to encourage users to apply social rules.
Individuals unconsciously applied social rules despite consciously knowing that virtual
humans are not people [47], and despite being presented with a voice that was not human
(e.g., synthesized voice; [45]). Eyssel et al. [48] revealed that the same gender, between
the virtual human and the participant, voice increased anthropomorphism more than
different gender voice but only with a recorded human voice as opposed to a synthesized
robotic one.
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1.4.3. Emotion

Emotion plays a powerful role in people’s lives. Emotion impacts our beliefs, informs
our decision-making, and affects our social relationships. Humans have developed a range
of behaviors that express emotional information as well as an ability to recognize other’s
emotions. There is no universally accepted definition of emotion, nor is there a general
agreement as to which phenomena are accepted as the manifestation of emotion [49–51].
Some theories support a set of distinct emotions with neurological correlates [52] whereas
others argue that emotions are epiphenomenal, simply reflecting the interaction of under-
lying processes [53]. The relationship between emotion and other psychological constructs
such as feeling, mood, and personality is also unclear [49]. Izard claimed [54], based on
current data, emotion cannot be defined as a unitary concept.

Nevertheless, the emergence of affective computing [55] provided tremendous insights
to designing effective systems and services. Advances in creating such systems include
the implementation of “affective loop”, the stages of recognition, understanding, and
expression of emotion, not only in Human-Computer Interaction [56] but also in Human-
Robot Interaction [57].

Clearly, emotion plays a major role in effective communication with virtual hu-
mans [45] and their believability [58]. Significant research suggests that the believability of
emotional expression is related to the context where it occurs and should be expressed in
relation to identifiable stimuli [49,59,60].

Social phenomenon such as emotional consistency [45] and punitive ostracism [33]
are observed with virtual humans where emotion was manifested in voice and facial
expression, respectively.

Emotion is also closely related to time. In our framework, emotion plays a stronger
role in long-term interactions due to the history of interaction between users and virtual
humans. For example, a negative emotional experience, such as frustration at an improper
emotional expression, due to an asocial characteristic of a virtual human might influence
subsequent interactions. However, the rapport built between the virtual human and the
human in a therapeutic session seems to persist throughout time [61]. The participant’s
impression of the virtual human (empathic or neutral) in the first session where participants
expressed their emotional feelings did not change even when the virtual human changed
(empathic or neutral).

1.4.4. Personality

Personality is defined by behavioral consistency within a class of situations that is
defined by the person [62]. A few studies employed personality as a human-like charac-
teristic to investigate a particular social response such as consistency-attraction [44,63],
gain-loss theory [64], self-service bias [65], and similarity-attraction [44,66].

In the present context, of interest is whether people respond to virtual humans as if
virtual humans have a personality. A number of studies suggest that there are at least three
factors that play a role in the social interaction with virtual humans involving personality,
including characteristics of language [64,66], character appearance [67], and character
behavior [15,68]. The human’s personality also plays a role [69]. Specifically, the research
showed that if the personalities are similar between the human and the virtual human,
the human recognizes the virtual human’s personality better than when the personalities
are dissimilar.

1.5. Framework of Social Responses and Hypotheses

Four characteristics are identified through prior research as human-like characteristics:
personality, emotion, facial embodiment, and voice. While facial embodiment and voice
implementation can each directly elicit social responses [47], personality and emotion
presumably work indirectly through facial expression, voice, or specific word choices.

There are other variables such as intelligence or autonomy that need further inves-
tigation. King and Ohya [70] found that human forms presented on a computer screen
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are assessed as more intelligent than simple geometric forms. Paiva et al. [71] suggested
that autonomy is one of the key features for the achievement of believability. Nevertheless,
none of the studies have provided empirical evidence that virtual humans embodied with
such constructs elicit social responses.

Figure 1 presents the complete framework. Human-like characteristics of virtual
humans act as a cue that leads a person to place the agent into the category “human”
and thus, elicits social responses. Social responding is so ingrained through practice that
a human-like cue will set off social responses (i.e., automatic over-reliance), which are
automatic and therefore generally unconscious [25]. Specifically, a single cue might activate
the human category and block other cues (i.e., asocial cues) that would activate the virtual
human category.
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However, many factors such as knowledge of virtual humans, motivation, accessibility,
and the length of interaction can play a contributing role in ascribing the cue to the virtual
human category rather than the human category. The more time spent with a virtual
human, the greater chance there is to identify the asocial nature of a virtual human. That
is, one will deliberately map the stimulus (virtual human) and the responses one would
apply to a virtual human and not to a human (Virtual Human Categorization in Figure 1).
For example, experience with virtual humans might lead a person to realize how the
technology is still far from perfectly mimicking a human. This would form an exclusive
virtual human category, where its disposition is non-human and non-social. A negative
emotional experience with a virtual human due to its asocial characteristic might expedite
this process. For example, one may feel frustrated at an improper emotional expression by
a virtual human. If one is an expert on virtual humans, then one would build up a separate
set of inference rules that apply to virtual humans exclusively and independently of the
rules one applies to humans. For example, a lag in human conversation might mean that
the person is simply pondering or choosing their words carefully, but a lag in a virtual
human conversation might mean to an expert that the system fell in an infinite loop, or the
lag is a result of lack of processing power.

We hypothesize that as long as a clearly observable human-like characteristic of a
virtual human exists, the number of human-like characteristics might affect the strength of
social response. The majority of psychological studies of categorization have used cues
that vary on a few (2–4) dimensions (e.g., shapes, colors; [72]) with most target items
ranging from living entities (e.g., cats, dogs) to nonliving entities (e.g., chair, sofa). Given
that all prominent categorization models (exemplar, decision bound, and neural network
models) assume that the cues may be presented as points in a multidimensional space, the
number of cues matters, especially when classifying an entity that has a competing entity
(e.g., distinguishing an alligator from a crocodile).
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One underlying psychological construct related, believability (i.e., behavioral realism),
is relevant here. Although realism seems to strengthen social responses, there are caveats.
For example, Bailenson, Yee, Merget and Schroeder [73] investigated behavior and visual
appearance realism of avatars and revealed that people disclosed more information to
avatars that had low realism. In addition, people expressed their emotions more freely
when their avatar did not display emotions. This decrement of social presence is probably
due to a mismatch between the reality and expectation of higher realism [74].

All of our human-like characteristics in our framework may contribute to believability
(i.e., behavioral realism), and this might increase or decrease the strength of social response
which is contingent on the nature of the tasks. To provide clarity in understanding the
cognitive mechanics of social responses, we decided to focus on the mere presence of a
virtual human as well as the additive effect of human-like characteristics. We found two
social phenomena, social facilitation and politeness norm, to be well established in social
psychology and suitable to test our hypothesis with a virtual human.

2. Experiment #1: Social Facilitation

Humans behave differently and presumably process information differently, when
there is someone else nearby versus when they are alone. More specifically, they tend to
do easier tasks better in the presence of others (relative to being alone) and to do difficult
tasks less well in the presence of others (relative to being alone). This is referred to as the
social facilitation phenomena in social psychology [75] (for a review, see [76]). Prior work
demonstrated that virtual humans can produce the social facilitation effect [36]. That is,
for easy tasks, performance in the virtual human condition was better than in the alone
condition, and for difficult tasks, performance in the virtual human condition was worse
than in the alone condition. The social inhibition effect, an opposite of facilitation, was
also demonstrated in the presence of virtual humans [77]. For the present study, we were
interested in the strength of social facilitation as a function of varying kinds of human-like
characteristics. Therefore, participants conducted a series of cognitive tasks alone, in the
presence of a human observer, in the presence of a virtual human with varying human-like
characteristics, and in the presence of a graphical shape on a computer screen as another
control condition.

2.1. Tasks

The experimental tasks needed both breadth and depth to test the social facilitation
effect but needed to be applicable to the realm of virtual humans. It seems likely that virtual
humans would be most helpful with high level cognitive tasks [78]. Some tasks can be
opinion-like (e.g., choosing what to bring on a trip), and others can be more objective (e.g.,
implementing edits in a document). In addition, the present study examined differences
in task performance between simple and complex tasks, so we sought tasks for which it
would be possible to produce both easy and difficult instances.

The present study used the following three cognitive tasks: anagrams, mazes, and
modular arithmetic. These three tasks provided a good mixture of verbal, spatial, mathe-
matical, and high-level problem solving skills. All three tasks were cognitive tasks and had
an objective, and therefore they were within the range of tasks with which a virtual human
might assist.

2.1.1. Anagram Task

Social facilitation in anagram tasks has been studied in the context of electronic
performance monitoring (EPM), a system whereby every task performed through an
electronic device may be analyzed by a remotely located person [79]. The social facilitation
effect was clearly observed in the presence of EPM. In the present study, anagrams were
divided into two categories (easy or difficult) using normative solution times from Tresselt
and Mayzner’s [80] anagram research (see also [79]).
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2.1.2. Maze Task

Research has suggested that participants tend to perform better in the presence of a
human on simple maze tasks [81]. In the present study, simple mazes included wide paths
and few blind alleys so that the correct route was readily perceivable, whereas difficult
mazes included narrow paths with many blind alleys. Materials for the maze task were
similar to the ones of Jackson and Williams [82]. Participants were given a maze and a
cursor on the screen and were asked to draw a path to the exit.

2.1.3. Modular Arithmetic Task

The object of Gauss’s modular arithmetic is to judge if a problem statement, such as
“50 ≡ 22 (mod 4),” is true. In this case, the statement’s middle number is subtracted from
the first number (i.e., 50–22) and the result of this (i.e., 28) is divided by the last number
(i.e., 28 ÷ 4). If the quotient is a whole number (as here, 7), then the statement is true.

Beilock et al. [83] claimed that modular arithmetic is advantageous as a laboratory
task because it is unusual and, therefore, its learning history can be controlled. In the mod-
ular arithmetic tasks, problem statements were given to the participants. Easy problems
consisted of single-digit no-borrow subtractions, such as “7 ≡ 2 (mod 5)”; hard problems
consisted of double-digit borrow subtraction operations, such as “51 ≡ 19 (mod 4)”.

2.2. Participants

One hundred eight participants were recruited from the Georgia Institute of Technol-
ogy. Participants were compensated with course credit. The study received institutional
review board approval.

2.3. Materials

Participants did all tasks (anagrams, maze, and modular arithmetic) on a computer.
Java application and Java script were used to implement the tasks on the computer. An
additional computer was used to present the virtual human and the graphical shape. For
the facial virtual human condition, Haptek Corporation’s 3-D character was loaded on this
computer (see Figure 2a). The appearance of the virtual human was held constant. The
character displayed lifelike behaviors, such as breathing, blinking, and other subtle facial
movements. The graphical shape rotated slowly during the experiment (see Figure 2b).
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The monitor was positioned so that the virtual human or the graphical shape was
oriented to the task screen, not to the participant, and was located about 4 feet (~1.2 m)
from the task monitor and about 3.5 feet (~1 m) from the participant. This is also the
location where the human observer would sit (see Figure 3).
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2.4. Design and Procedure

The present study was a 6 (virtual human type: facial appearance only, voice record-
ings only, voice synced facial appearance, facial appearance conveying emotion, voice
recordings conveying emotion, voice synced facial appearance conveying emotion) × 3
(task type: anagram task, maze task, modular arithmetic task) × 2 (task complexity: easy,
hard)× 4 (presence: alone, presence of a human, presence of a virtual human, and presence
of a graphical shape) mixed design. We extended the previous study on the social facili-
tation effects of virtual humans [36] by adding the virtual human variable with six types
of manipulation.

All participants did both easy and hard versions of all task types in all presence
conditions. Only the virtual human type was a between-subject factor, which varied the
virtual human’s characteristics. Each participant experienced one of the virtual human
types in Table 1. Conditions without conveying emotion conveyed neutral facial expression
or neutral voice. Note that, although an underlying model for an emotional expression
is necessary for an effective emotional expression, because we are investigating the mere
presence effect of emotion, we decided to limit our conditions to conveying an emotion
(happy) or non-conveying an emotion (neutral). Voice recordings only condition did not
have a facial appearance but only voice implementation.

Table 1. The types of virtual humans manipulated in the social facilitation experiment.

The Type of Virtual Human Facial Voice Emotion Cover Story

A: Facial appearance only Yes No Neutral By text

B: Voice recordings only No Yes Neutral By voice

C: Voice synced facial appearance Yes Yes Neutral By voice

D: Facial conveying emotion Yes No Happy By text

E: Voice conveying emotion No Yes Happy By voice

F: Voice synced facial conveying emotion Yes Yes Happy By voice

The presence of a graphical shape depicts a minimal visual interaction with the
participant to make sure that any effect of a virtual human was due to its human-like
characteristics and not due to the mere presence of a graphical component.

The two within subjects factors (task complexity, presence) were crossed to produce
eight types of trials, in which participants did:

• a simple task alone
• a simple task in the presence of a human
• a simple task in the presence of a virtual human
• a simple task in the presence of a graphical shape
• a complex task alone
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• a complex task in the presence of a human
• a complex task in the presence of a virtual human
• a complex task in the presence of a graphical shape

Every participant experienced multiple instances of each of the eight trial types. The
order of the presence factor was varied across participants using a Latin square. That is,
some participants did the first set of tasks in the presence of a human (H), the next set in the
presence of the graphical shape (G), the third set in the presence of the virtual human (V),
and the fourth set alone (A). The four possible orders were:

• H→ G→ V→ A
• G→ V→ A→ H
• V→ A→ H→ G
• A→ H→ G→ V

Within a particular presence situation (e.g., virtual human), participants did a block of
anagrams, a block of mazes, and a block of modular arithmetic problems. Task order was
manipulated using a Latin square resulting in three possible orders:

• anagram→maze→modular arithmetic
• maze→modular arithmetic→ anagram
• modular arithmetic→ anagram→maze

Within each task block, participants conducted a combination of easy and hard trials
for that particular task (e.g., anagrams). The number of easy and hard trials was the same in
each block; however, the order of easy and hard trials was one of the three predetermined
pseudo-randomized orders.

In the anagram tasks, a five-letter anagram appeared on the screen, and the partic-
ipants were asked to solve the anagram quickly and accurately by typing in the answer
using the keyboard and then pressing the Enter key. Completion time and error rates were
measured. Feedback was not given.

In the maze tasks, a maze appeared on the screen. Participants were asked to move
the cursor by dragging the mouse through each maze and to find the exit as quickly as
possible. Completion time was measured.

In modular arithmetic tasks, a problem statement, such as “50≡ 20 (mod 4),” appeared
on the screen. Participants were asked to indicate whether the statement was true or false by
pressing the corresponding button (Y for “true,” N for “false”) on the keyboard. Completion
time and error rates were measured. Feedback was not given.

Each participant was briefed on each task. Briefing consisted of a demonstration by
the experimenter and four hands-on practice trials for the participants so that they could
familiarize themselves with the computer and the task.

For conditions involving a human, a virtual human, or a graphical shape, the partici-
pants were told that a human, a virtual human, or a graphical shape, was there to “observe”
the task, not the participant. Specifically, when a human was present, participants were
told, “An observer will be sitting near you to observe the tasks you will doing. The observer
will be present to learn more about the tasks and try to catch any mistakes we made in
creating the tasks. The observer is not trying to learn how you go about working on the
tasks and, in fact, will not be allowed to communicate with you while he is sitting here”.
When a virtual human was present, the same cover story was delivered by text or by voice
depending on the type of virtual human (Table 1).

When a virtual human with only facial appearance (type A in Table 1) or with only fa-
cial appearance conveying emotion (type D) or a graphical shape was present, participants
were told by the experimenter, “A virtual human (graphical shape) will observe the task.
The virtual human (graphical shape) is an artificial intelligence that attempts to analyze
events that happen on the computer screen. The virtual human (graphical shape) will be
present to learn more about the tasks and try to catch any mistakes we made in creating
the tasks. The virtual human (graphical shape) is not trying to learn how you go about



Appl. Sci. 2021, 11, 7214 11 of 25

working on the tasks and, in fact, will not be allowed to communicate with you while it
is present.”

The virtual human presented the passage with its own voice for the rest of the virtual
human types (type B, C, E, and F in Table 1). The CSLU (Center for Spoken Language
and Understanding) Toolkit was used to create a computer generated baseline which the
human recorder of the voice can reference. The setting of F0 = 184 Hz, pitch range = 55 Hz,
and word rate = 198 words per minute for the happy voice (type E and F) and F0 = 137 Hz,
pitch range = 30 Hz, and word rate = 177 words per minute for the neutral voice (type B
and C) were used. These criteria are from the literature on the markers of emotion in
speech [84]. Manipulation checks indicated that the happy recording was recognized as
happy voice and the neutral recording was recognized as neutral voice.

Emotion was also conveyed in facial appearances (type D and F; see Figure 4 for
comparison in terms of appearance). Although Haptek’s agent software provided a means
to manipulate basic emotion (e.g., happy, sad, anger), it was not based on any emotional
model or literature, thus manipulation checks were conducted. Participants indicated that
the happy facial expression was recognized as happy and the neutral facial expression was
recognized as neutral.

Appl. Sci. 2021, 11, x FOR PEER REVIEW 12 of 26 
 

  
(a) (b) 

Figure 4. Screenshot of the virtual human with a happy (a) and a neutral (b) expression. 

2.5. Results 
A four-way repeated measures ANOVA (virtual human factor, task factor, com-

plexity factor, and presence factor) was initially conducted and was followed by post 
hoc analyses. Analysis was conducted on completion time because it was the most fre-
quently measured dependent variable in social facilitation research [85]. The pseudo or-
der and Latin square factors were tested to examine whether they had an effect on per-
formance. Pseudo order and the Latin square orders had no effect on task performance, 
and all results were collapsed over these variables. 

Data were transformed into z scores for each task to perform the analysis involving 
complexity, presence, and task. The results (summarized in Figure 5) show that the ef-
fect of presence on completion time was conditional upon the combination of the task, 
task complexity, and virtual human type, resulting in a significant four-way interaction 
of Presence × Task Type × Complexity × Virtual Human Type, F(30, 612) = 1.54, MSE = 
0.26, p < 0.05. Of particular importance, the results show that combined across task types 
(anagram, maze, and modular arithmetic), if the task was easy, completion times in the 
presence of the virtual human and the real human tended to be faster than in their ab-
sence or the presence of the graphical shape, whereas if the task was hard, the mean 
completion times were slower in the presence of the virtual human and the real human 
than in their absence or the presence of the graphical shape. This observation is sup-
ported by a Presence x Complexity interaction that is consistent with the social facilita-
tion effect, F(3, 306) = 75.65, MSE = 0.27, p < 0.001. 

Figure 4. Screenshot of the virtual human with a happy (a) and a neutral (b) expression.

2.5. Results

A four-way repeated measures ANOVA (virtual human factor, task factor, complexity
factor, and presence factor) was initially conducted and was followed by post hoc analyses.
Analysis was conducted on completion time because it was the most frequently measured
dependent variable in social facilitation research [85]. The pseudo order and Latin square
factors were tested to examine whether they had an effect on performance. Pseudo order
and the Latin square orders had no effect on task performance, and all results were
collapsed over these variables.

Data were transformed into z scores for each task to perform the analysis involving
complexity, presence, and task. The results (summarized in Figure 5) show that the effect
of presence on completion time was conditional upon the combination of the task, task
complexity, and virtual human type, resulting in a significant four-way interaction of
Presence × Task Type × Complexity × Virtual Human Type, F(30, 612) = 1.54, MSE = 0.26,
p < 0.05. Of particular importance, the results show that combined across task types
(anagram, maze, and modular arithmetic), if the task was easy, completion times in the
presence of the virtual human and the real human tended to be faster than in their absence
or the presence of the graphical shape, whereas if the task was hard, the mean completion
times were slower in the presence of the virtual human and the real human than in their
absence or the presence of the graphical shape. This observation is supported by a Presence
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x Complexity interaction that is consistent with the social facilitation effect, F(3, 306) = 75.65,
MSE = 0.27, p < 0.001.
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There was also a main effect of complexity (easy, hard), F(1, 102) = 872.36, MSE = 1.18,
p < 0.001, and presence (alone, virtual human, human, graphical shape), F(3, 306) = 10.32,
MSE = 0.25, p < 0.001 but no main effect of task type, F < 1.

2.5.1. Post Hoc Analyses for Each Task Type

A three-way Presence × Task × Complexity interaction, F(6, 612) = 3.89, MSE = 0.26,
p < 0.005, suggests that each task type should be further analyzed for the relationship
between presence and complexity. We conducted a post hoc Dunnett’s test to compare
each presence condition to the alone condition separately for each task type. For each task
type, the social facilitation effect for virtual humans was demonstrated and, for each task
type, the social facilitation effect for humans was demonstrated. The analyses for each of
these observations are presented next.

Virtual human versus alone: For all three tasks (anagram, maze, and modular arith-
metic), pairwise comparisons show that completion time for easy tasks was shorter in the
virtual human condition than in the alone condition, and that completion time for hard
tasks was longer in the virtual human condition than in the alone condition (see Figure 5);
anagram easy: t(214) = 5.07, p < 0.001, d = −0.37; anagram hard: t(214) = 4.86, p < 0.001,
d = 0.28; maze easy: t(214) = 2.00, p < 0.05, d = −0.05; maze hard: t(214) = 4.14, p < 0.001,
d = 0.44; modular arithmetic easy: t(214) = 2.43, p < 0.05, d = −0.47; modular arithmetic
hard: t(214) = 7.86, p < 0.001, d = 0.84.

Human versus alone: For all three tasks, pairwise comparisons show that completion
time for easy tasks was shorter in the human condition than in the alone condition, and
completion time for hard tasks was longer in the human condition than in the alone
condition (see Figure 5); anagram easy: t(214) = 7.00, p < 0.001, d = −0.49; anagram hard:
t(214) = 4.86, p < 0.001, d = 0.33; maze easy: t(214) = 2.23, p < 0.05, d = −0.33; maze hard:
t(214) = 4.68, p < 0.001, d = 0.53; modular arithmetic easy: t(214) = 2.42, p < 0.05, d = −0.47;
modular arithmetic hard: t(214) = 11.72, p < 0.001, d = 1.26.

2.5.2. Post Hoc Analyses for Each Virtual Human Type

Voice synced facial appearance versus human: Of interest was whether the social
response to a virtual human with voice synced facial appearance is similar to social response
to a human. For all three tasks, pairwise comparisons show that completion time for both
easy and hard tasks did not significantly differ from the human condition with the exception
of the maze hard task; anagram easy: t(34) < 1; anagram hard: t(34) < 1; maze easy: t(34) < 1;
maze hard: t(34) = 4.17, p < 0.01, d = 0.57; modular arithmetic easy: t(34) < 1; modular
arithmetic hard: t(34) < 1 (see Table 2). We acknowledge that these are primarily null results,
therefore we conducted a post hoc power analysis with the program G*Power [86] with
power set at 0.8 and α = 0.05, d = 0.5, two-tailed. The results suggest an n of approximately
384 would be needed to achieve appropriate statistical power; the limitation of these
findings will be discussed.

Table 2. Post hoc analyses for each virtual human type.

The Type of Virtual Human Anagram
Easy

Anagram
Hard

Maze
Easy

Maze
Hard

Modular
Arithmetic Easy

Modular
Arithmetic Hard

Facial appearance only p < 0.05 p < 0.01 p < 0.05 p < 0.05 t < 1 t < 1

Voice recordings only p < 0.05 p < 0.05 p > 0.05
(t = 1.17) p < 0.05 p < 0.05 p < 0.01

Voice synched facial appearance t < 1 t < 1 t < 1 p < 0.01 t < 1 t < 1
Facial appearance conveying emotion t < 1 p < 0.05 p < 0.05 p < 0.05 t < 1 p < 0.05
Voice recordings conveying emotion t < 1 p < 0.05 p < 0.05 p < 0.05 t < 1 p < 0.05

Voice synched facial appearance conveying emotion t < 1 t < 1 t < 1 t < 1 t < 1 t < 1

Facial appearance versus human: Of interest was whether the social response to a face
only virtual human is similar to the social response to a human. For all three tasks, pairwise
comparisons show that completion time for both easy and hard tasks was statistically
different from the human condition with the exception of the modular easy task and the hard task;
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anagram easy: t(34) = 2.5, p < 0.05, d = 0.1; anagram hard: t(34) = 3.0, p < 0.01, d = −0.26;
maze easy: t(34) = 2.47, p < 0.05, d = 2.23; maze hard: t(34) = 2.0, p < 0.05, d =−0.19; modular
arithmetic easy: t(34) < 1; modular arithmetic hard: t(34) < 1.

Voice recordings versus human: Of interest was whether the social response to a
voice only virtual human is similar to the social response to a human. For all three tasks,
comparisons show that completion time for both easy and hard tasks was statistically
different from the human condition with the exception of the maze easy task; anagram easy:
t(34) = 3.25, p < 0.05, d = 0.41; anagram hard: t(34) = 2.25, p < 0.05. d = −0.56; maze
easy: t(34) = 1.17, p > 0.05, d = 0.65; maze hard: t(34) = 2.50, p < 0.05, d = −0.17; modular
arithmetic easy: t(34) = 2.13, p < 0.05, d = −0.003; modular arithmetic hard: t(34) = 3.00,
p < 0.01, d = −0.66.

Facial appearance conveying emotion versus human: Of interest was whether the
social response to a facial appearance conveying emotion is similar to the social response to
a human. For all three tasks, comparisons show that completion time for both easy and hard
tasks was statistically different from the human condition with the exception of the anagram
easy and the modular arithmetic easy; anagram easy: t(34) < 1; anagram hard: t(34) = 2.25,
p < 0.05, d = 0.07; maze easy: t(34) = 2.41, p < 0.05, d = 0.72; maze hard: t(34) = 2.17, p < 0.05,
d =−0.22; modular arithmetic easy: t(34) < 1; modular arithmetic hard: t(34) = 2.10, p < 0.05,
d = −0.51.

Voice recordings conveying emotion versus human: Of interest was whether the social
response to a voice recording conveying emotion is similar to the social response to a
human. For all three tasks, pairwise comparisons show that completion time for both easy
and hard tasks was statistically different from the human condition with the exception of
anagram easy and modular arithmetic easy; anagram easy: t(34) < 1; anagram hard: t(34) = 2.17,
p < 0.05, d = 0.02; maze easy: t(34) = 2.23, p < 0.05, d = 0.45; maze hard: t(34) = 2.41, p < 0.05,
d =−0.05; modular arithmetic easy: t(34) < 1; modular arithmetic hard: t(34) = 2.10, p < 0.05,
d = −0.01.

Voice synced facial appearance conveying emotion versus human: Of interest was
whether the social response to a voice synced facial appearance conveying emotion is
similar to the social response to a human. For all three tasks, pairwise comparisons show
that completion time for both easy and hard tasks was not significantly different from the
human condition; anagram easy: t(34) < 1; anagram hard: t(34) < 1; maze easy: t(34) < 1;
maze hard: t(34) < 1; modular arithmetic easy: t(34) < 1; modular arithmetic hard: t(34) < 1.

In general, the social facilitation experiment showed that as with a human, virtual
humans do produce social facilitation. In addition, performance in the presence of voice
synced facial appearance and voice synced facial appearance conveying emotion seems to
elicit stronger social facilitation (i.e., no statistical difference compared to performance in
the human presence condition) than in the presence of voice only or face only.

3. Experiment #2: Politeness Norm

Thus far, data from the social facilitation experiment showed that as with a human,
virtual humans can produce social facilitation with all virtual human type conditions.
In addition, combining voice with face seems to elicit stronger social facilitation (i.e., no
statistical difference compared to performance in the human presence condition) than in
the presence of voice only or face only. Conveying emotion did not produce this additional
effect. The purpose of the second experiment was first, to expand this result to a different
social behavior known in the literature as the “politeness norm”.

In the social psychology literature, socially desirable response bias in interview sit-
uations has been well documented [87–89]. One type of social desirability effect occurs
when people bias their responses according to the perceived preference of the interviewer.
For example, when person A is asked by person B to evaluate person B (direct evaluation),
person A generally applies the politeness norm and gives a positive response to avoid
offending Person B. On the other hand, if person C were to ask person A to evaluate person
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B (indirect evaluation), then person A tends to give a more honest (likely more negative)
response to Person C.

Studies by Nass [14,16] on whether people apply the politeness norm to computers
provided some insights in designing the present study. In the present experiment, of
interest is whether direct, as opposed to indirect, requests for evaluations of virtual humans
elicit more positive responses. In addition, this experiment collected data of people’s
responses to a human presenter as a basis for comparison.

Participants were presented and quizzed either by a human presenter or a virtual hu-
man presenter that varied in terms of features. Participants then evaluated the presenter’s
performance either by responding directly to the presenter or indirectly via a paper and
pencil questionnaire.

3.1. Participants

Eighty participants were recruited from the Georgia Institute of Technology. Par-
ticipants were compensated with course credit. The study received institutional review
board approval.

3.2. Materials

Participants did the experiment on a computer. HTML was used to implement the
tasks on the computer. Audio (voice only condition) or video clips (facial appearance only
and face with voice conditions) of Haptek Corporation’s 3-D character were imbedded in
the HTML code.

3.3. Design and Procedure

The present study was a 4 (presenter: virtual human with facial appearance only,
virtual human with voice only, virtual human with voice synced facial appearance, human)
× 2 (evaluation: direct, indirect) between-subject design. The virtual human conditions
were identical to the social facilitation experiment except conditions that conveyed emotion
(see Table 3). Such conditions were eliminated because conveying emotion did not produce
additive effects in the first experiment.

Table 3. The types of virtual humans manipulated in the politeness norm experiment.

The Type of Virtual Human Facial Appearance Voice Implementation

A: Facial appearance only Yes No
B: Voice recordings only No Yes

C: Voice synced facial appearance Yes Yes

The experiment consisted of four sessions: presentation session, testing session, scor-
ing session, and interview session. When they arrived, participants were briefed on the
general procedure of the experiment with a prepared script.

3.3.1. Presentation Session

In this session participants were told that they will learn facts about national geogra-
phy. The presenter was either a virtual human with varying characteristics (see Table 3)
or a human presenter based on the condition each participant was assigned to. The pre-
senter presented each participant with 20 facts (e.g., The tallest waterfall is Angel Falls in
Venezuela; see Appendix A). The participant then answered a question about whether they
knew about the fact by clicking a button labeled with “I knew the fact” or a button labeled
with “I didn’t know the fact”. Participants were told that they would receive 20 out of
1000 facts and that facts will be chosen based on their familiarity of a subject as assessed
by their performance on earlier facts. This was to provide a sense of interactivity with the
virtual humans [90]. In reality, all participants received the same 20 facts in the same order.
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3.3.2. Testing Session

The presenter then administered a 12-item multiple choice test with 5 options per
item. The participants were told that 12 questions (e.g., The tallest waterfall is in ____.;
see Appendix B) would be randomly drawn from a total of 5000 questions. In reality, all
participants received the same 12 questions in the same order.

3.3.3. Scoring Session

During this session, the presenter provided the participant’s score as well as an
evaluation on its own performance. All participants were informed that they had answered
the same 10 of 12 questions correctly and received identical and positive evaluation of
the presenter (“The presenter performed well”). A constant and fixed score (10 out of 12)
was presented to prevent individual scores from affecting the evaluation and become a
confounding variable. However, it was also important to not let participants realize the
scoring was fake. Facts and questions were designed so that the score was acceptable by
the participants. Manipulation checks indicated participants were not surprised with the
score and believed it.

3.3.4. Interview Session

Following the completion of the scoring session, participants were asked 13 questions
about the performance of the presenter (e.g., competence, likable, fair). If the presenter
was a virtual human, then this interview was conducted by either the same virtual human
(direct evaluation) or through a paper-and-pencil questionnaire (indirect evaluation). If the
presenter was a human, then the interview was conducted by the same human presenter
(direct evaluation) or through a paper-and-pencil questionnaire (indirect evaluation).

3.4. Results

We averaged all 13 items in the interview questionnaire to a single score for each
participant to capture each participant’s overall valence toward the presenter. Consistent
with the interview questionnaire, higher scores indicated more positive responses toward
the presenter.

A two-way between subjects ANOVA (presenter and evaluation factor) was conducted
and was followed by a post hoc Dunnett’s test. Analysis was conducted on the overall
valence toward the presenter (i.e., the average of all 13 items). The results (summarized
in Figure 6) show that combined across presenter types, consistent with the politeness
prediction, participants gave more positive responses when the presenter asked about
its own performance (direct evaluation) as compared to when participants answered on
paper-and-pencil (indirect evaluation). This observation was supported by a main effect of
Evaluation (direct, evaluation), F(1, 79) = 10.27, MSE = 12.74, p < 0.01. There was also a
main effect of Presenter (virtual human with facial appearance only, virtual human with
voice only, virtual human with voice synced facial appearance, human), F(3, 237) = 11.94,
MSE = 14.81, p < 0.001, but no Evaluation by Presenter interaction, F < 1.
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Post Hoc Analyses

Direct versus indirect: The main effects of Presenter and Evaluation suggest that
each presenter type should be further analyzed to see whether participants applied the
politeness norm to all presenter types. We conducted a post hoc Dunnett’s test to compare
each direct condition to the indirect condition separately for each presenter type. For each
presenter type, the politeness norm was demonstrated; face only: t(72) = 2.46, p < 0.05,
d = 0.57; voice only: t(72) = 2.22, p < 0.05, d = 0.52; voice synced face: t(72) = 2.16, p < 0.05,
d = 0.54; human: t(72) = 2.72, p < 0.01, d = 0.73.

Virtual human versus human: Of interest was whether the social response to the
virtual human was similar to that of the social response to the human. The valence toward
the voice synced face condition did not differ significantly from the valence toward the
human presenter condition for both direct and indirect conditions, t < 1. However, this
valence toward the voice synced face voice was significantly higher than the valence toward
the voice only condition for both direct and indirect conditions, t(72) = 2.6, p < 0.05. There
was no significant difference between the voice-only condition and the face only condition
for both direct and indirect conditions, t < 1.

As with the previous experiment, we conducted a post hoc power analysis with the
program G*Power with power set at 0.8 and α = 0.05, d = 0.5, two-tailed. The results suggest
an n of approximately 640 would be needed to achieve appropriate statistical power; once
again the limitation of these findings will be discussed.

Results from the politeness experiment indicate that, consistent with the politeness
norm, participants who evaluated their presenter directly reported the presenter’s perfor-
mance more favorably than participants who evaluated their presenter indirectly. This
was observed not only with the human presenter but with virtual human presenters in all
four conditions. In addition, consistent with the social facilitation experiment, the valence
toward the voice synced facial appearance was not significantly different from the valence
toward the human presenter condition. In other words, when voice is combined with
face (i.e., voice synced face) an additive effect seems to occur where the social responses
to virtual humans with such features are indistinguishable from the social responses
to humans.
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4. Discussion and Conclusions

The purpose of this research was to gain a deeper understanding of the social dimen-
sion of the interaction between users and virtual humans. We propose that human-like
characteristics of virtual humans act as a cue that leads a person to place the agent into the
category “human” and thus, elicits social responses.

Given this framework, experiments were designed to answer whether a virtual human
elicits stronger social responses as that virtual human is provided with more human-like
characteristics. The first experiment investigated whether virtual humans can evoke social
facilitation. The second experiment investigated whether people apply politeness norms
to virtual humans. Results from both studies demonstrated that virtual humans can elicit
social behaviors. In addition, performance in the presence of voice synced facial appearance
seems to elicit stronger social responses than in the presence of voice only or face only.
However, we acknowledge that a larger N would have been needed to achieve appropriate
power to completely rule out the false positive.

Overall the results suggest that there are minimal requirements for humans to classify
a non-biological entity as a human and respond socially (See Figure 7). Voice and facial
expression appear to be such characteristics. In addition, performance in the presence of
voice synced facial appearance seems to elicit stronger social responses than in the presence
of voice only or face only. The pattern of results suggests that conveying emotion did elicit
the social facilitation effect. The results seem to support Nass’ early speculation that the
more an agent presents human-like characteristics, the more likely they will elicit social
behavior [18].
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The most recent review of research on social presence generally supports our find-
ings [91]. Studies found that participants perceived the lowest level of social presence when
communicating via text-based medium compared to richer media [92–94]. Nevertheless,
such non-human mediated interaction had elicited a lower level of social presence com-
pare to the real human presence [91]. The current study had limited dependent measures
(e.g., completion time), but future studies should measure social presence to assess the
relationship with task performance. History and length of interaction are critical factors in
any social interaction as depicted in our framework, so further research on types of social
norms and behaviors and the long-term effects of social interactions with virtual humans
is required.
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As mentioned earlier, the inherent characteristics of the experiment design limit the
generalization of the study. Because our study focused on the “mere presence” effect of
the virtual human, emotion, as a variable, was explicitly implemented as task-irrelevant
displays of emotions. Nevertheless, the importance of emotional expression related to
social effects is well-established in the literature [95,96]. Specifically, emotions are known
to communicate task-relevant information [97–99]. To achieve ecological validity, future
research requires manipulation of emotional expression that is relevant to the task and
includes participants’ moment-to-moment reactions.

This caveat may be further exacerbated in a cross-cultural domain involving both the
expresser (virtual human) and the perceiver (human). We now have some understanding
as to how emotional expression and perception have different social effects on different
cultural members. For example, western negotiators perceive anger expression as appro-
priate and therefore provide larger concessions than eastern negotiators [100]. Adam and
Shirako [101] further found that this display of anger elicited greater cooperative efforts
when the expressers were eastern negotiators because they are perceived as more threaten-
ing compared with angry western negotiators. This effect is mediated by the counterparts’
stereotype of East Asians being emotionally inexpressive [102]. Easterners project onto
others the emotion that the generalized other would feel than while Westerners are more
likely to project their own specific emotions [103], further proof that the former group is
more interdependent than individualistic relative to the latter group [104]. There is also
empirical evidence that ethnic stereotyping holds even with computers; that is, people
perceive a same-ethnicity virtual human to be more attractive, trustworthy, persuasive,
and intelligent [35].

Such findings have a profound impact on the design of virtual humans. It may not
be wise to deploy globally a virtual human with the same appearance and interaction,
because the perceiver of emotional expression is different by region and the intended social
effect would entail different consequences. Distinct virtual humans for different regions
are further justified because the tasks and execution of them would be loaded with cultural
meaning that varies by region.

There are other potential human-like factors (e.g., signs of intelligence, language) that
future work might consider. In addition, future work can explore more deeply the claim
that once the “human” categorization is made, asocial cues are ignored. While the present
results are consistent with this claim, they do not directly test it.

The study is limited to virtual humans that may have a task-based role. However, a
significant number of agents are designed to develop trust and rapport for social-emotional
relationships with their users. Future work should test the effect with empathic or relational
agents. Such agents elicit change in attitudes and behaviors by remembering interactions
and managing future expectations [105]. The system should carefully respond to the
user’s expectations for the virtual human’s social role. The current findings may turn out
differentially with interesting implications.

The present results have implications for the design of information systems involving
human-computer interaction. Given the frequent high cost and limited time to design a
virtual human, it is important to understand the necessary and minimal requirements to
elicit a social response from the user. Results suggest that designers of such systems should
consider that users behave differently in the presence of virtual humans, as compared with
when they are alone, and that the nature of the behavior depends on the task (such as
task difficulty). A design decision to present a virtual human should be a deliberate and
thoughtful one. One should use caution when generalizing the present findings. For exam-
ple, in case of tutoring systems, because the virtual human has the role of collaborator or
facilitator of learning, its presence may entail different social effects. Further investigation
to effects of roles between observer and collaborator is required.

The results provide insights for commercial virtual agents as well. The success of a
virtual human assisting a user to conduct financial transactions depends on how much the
user trusts the virtual human; trust is a social behavior. The present study also provides
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insights into some practical questions concerning implementation, especially when a
designer intends to build a social component into a virtual human and expects social
responses from users. For example, given limited resources (e.g., time, money), which
characteristic should designers implement first? A clear and identifiable representation of
a voice or a face might be enough to elicit a strong and reliable social behavior. A further
combination of voice and face implementation might be required for a more complex social
reaction from a user. Based on the present study, implementation of emotion might not be
necessary to elicit social behaviors. The present study provides a framework for continued
systematic investigation of such issues.

Lastly, we would like to conclude with a note on the ethical consequences of virtual
humans. Our intention is not to obscure the difference between humans and virtual humans,
nor do the findings justify such a claim. Virtual humans or any artificial intelligence should
not replace human relationships but rather be used as a tool to promote human social
interaction. The social nature of virtual humans does not condone deceit, tricking users into
thinking they are interacting with a person [106]. That is, the virtual human’s capabilities
and limitations should be transparent to the user.
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Appendix A 20 Facts on World Geography

1. Asia is a larger continent than Africa.
2. The Amazon rainforest produces more than 20% of the world’s oxygen supply.
3. The largest desert in Africa is the Sahara desert.
4. There are more than roughly 200 million people living in South America.
5. Australia is the only country that is also a continent.
6. The tallest waterfall is Angel Falls in Venezuela.
7. More than 25% of the world’s forests are in Siberia.
8. The largest country in South America is Brazil. Brazil is almost half the size of South America.
9. Europe produces just over 18 percent of all the oil in the world.
10. Asia has the largest population with over 3 billion people.
11. Europe is the second smallest continent with roughly 4 million square miles.
12. The four largest nations are Russia, China, USA, and Canada.
13. The largest country in Asia by population is China with more than 1 billion people.
14. The Atlantic Ocean is saltier than the Pacific Ocean.
15. The longest river in North America is roughly 3000 feet and it is the Mississippi River

in the United States.
16. Poland is located in central Europe and borders with Germany, Czech Republic,

Russia, Belarus, Ukraine and Lithuania.
17. Australia has more than 28 times the land area of New Zealand, but its coastline is

not even twice as long.
18. The coldest place in the Earth’s lower atmosphere is usually not over the North or

South Poles.
19. The largest country in Asia by area is Russia.
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20. Brazil is so large that it shares a border with all South American countries except
Chile and Ecuador.

Appendix B 12 Questions on World Geography

1. The nation that has the largest forests is ____.
(1) Brazil (2) Russia (3) Germany (4) USA

2. Which country does not border Poland?
(1) Germany (2) Ukraine (3) Slovakia (4) France

3. China takes almost ____% of Asia in terms of population.
(1) 15% (2) 33% (3) 42% (4) 52%

4. What is the third largest nation?
(1) China (2) USA (3) Canada (4) Russia

5. The coldest place in the Earth’s lower atmosphere is ____.
(1) North Poles (2) South Poles (3) Equator (4) Siberia

6. Which continent is the largest in the world?
(1) Asia (2) Africa (3) Europe (4) Australia

7. Brazil does share a border with ____?
(1) Chile (2) Colombia (3) Mexico (4) Ecuador

8. The smallest continent is roughly ____ million square miles.
(1) 3 (2) 4 (3) 8 (4) 25

9. The tallest waterfall is in ____.
(1) Europe (2) Asia (3) South America (4) North America

10. Which continent is the smallest in the world?
(1) Europe (2) Australia (3) Africa (4) Asia

11. Which country does not have a coastline?
(1) New Zealand (2) Australia (3) Switzerland (4) Austria

12. Brazil is roughly 3,300,000 square miles. Given this, South America is roughly _____
square miles.
(1) 1,000,000 (2) 4,000,000 (3) 6,000,000 (4) 9,000,000
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